(51) International Patent Classification:
G06F 13/00 (2006.01) G06F 13/14 (2006.01)

(21) International Application Number:
PCT/US2008/058442

(22) International Filing Date:
27 March 2008 (27.03.2008)

(25) Filing Language:
English

(26) Publication Language:
English

(71) Applicant (for all designated States except US):
HEWLETT-PACKARD DEVELOPMENT COMPANY, L.P. [US/US]; 11445 Compaq Center Drive West, Houston, TX 77070 (US).

(72) Inventor; and

(75) Inventor/Applicant (for US only): CHRIST, Bryan. E. [US/US]; 11445 Compaq Center Dr W, Houston, TX 77070 (US).

(74) Agents: HARTNETT, Clare et al; Hewlett-Packard Company, Intellectual Property Administration, Mail Stop 35, P.O. Box 272400, Fort Collins, CO 80527-2400 (US).


Declarations under Rule 4.17:
— as to the identity of the inventor (Rule 4.17(i))
— as to applicant’s entitlement to apply for and be granted a patent (Rule 4.17(U))

(54) Title: RAID ARRAY ACCESS BY A RAID ARRAY-UNAWARE OPERATING SYSTEM

(57) Abstract: A system comprises a processor configured to execute a first operating system and a second operating system. The system further comprises a plurality of storage drives. The second operating system configures the plurality of storage drives as a RAID array. The first operating system accesses the storage drives without knowledge that the storage drives are configured as a RAID array.
Published:

— with international search report (Art. 21(3))
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BACKGROUND

[0001] Electromechanical hard drives are susceptible to wear and tear and accidental damage from jarring impacts, power surges, etc. The potential damage to hard drives becomes more severe as the demand for larger capacity hard drives and media density increases. As a result, some users prefer to store their data on redundant array of inexpensive disks (RAID) storage systems. RAID storage systems provide redundancy meaning that one of the drives can fail and the data stored on the failed drive can be recreated from the data on the other drives. Traditional RAID systems offer a reliable way to maintain data in a secure/reliable environment, but can be difficult and expensive to implement.

BRIEF DESCRIPTION OF THE DRAWINGS

[0002] For a detailed description of exemplary embodiments of the invention, reference will now be made to the accompanying drawings in which:

[0003] Figure 1 shows a system diagram in accordance with various embodiments;
[0004] Figure 2 shows the relationship between two operating systems and a hypervisor in accordance with various embodiments; and
[0005] Figure 3 shows a method in accordance with various embodiments.

NOTATION AND NOMENCLATURE

[0006] Certain terms are used throughout the following description and claims to refer to particular system components. As one skilled in the art will appreciate, computer companies may refer to a component by different names. This document does not intend to distinguish between components that differ in name but not function. In the following discussion and in the claims, the terms
"including" and "comprising" are used in an open-ended fashion, and thus should be interpreted to mean "including, but not limited to..."). Also, the term "couple" or "couples" is intended to mean either an indirect, direct, optical or wireless electrical connection. Thus, if a first device couples to a second device, that connection may be through a direct electrical connection, through an indirect electrical connection via other devices and connections, through an optical electrical connection, or through a wireless electrical connection. Additionally, the term "system" refers to a collection of two or more hardware and/or software components, and may be used to refer to an electronic device, such as a computer, a portion of a computer, a combination of computers, etc.

DETAILED DESCRIPTION

[0007] Figure 1 shows a system 10 in accordance with various embodiments. As shown, system 10 comprises a processor 12, a North bridge 14, a South bridge 16, memory 18, management logic 20, and multiple storage drives 24. In at least some embodiments, the storage drives comprise hard disk drives or other forms of non-volatile storage that can be configured into a RAID array.

[0008] In at least some embodiments, the management logic 20 couples to, and is thus separate from, the processor 12 and North bridge 14 and comprises a semiconductor device (e.g., microcontroller) that performs one or more functions. At least one function is to provide "back door" access to system 10 by, for example, information technology (IT) personnel. Via the management logic 20, the system 10 can be monitored and, if necessary, adjusted from a remote location. Examples of such adjustments include loading a new driver, changing a configuration setting, etc. The management logic 20 is operated from an "auxiliary" power feed 21 which is active even when the system 10 is otherwise powered off. The auxiliary power feed 21 enables a remote user (e.g., IT personnel) to boot up, monitor and/or adjust the system 10 from a remote location when the system is otherwise powered off.

[0009] Access to the storage drives 24 (e.g., read and write accesses) occurs via the North and South bridges 14 and 16. At least one of the storage drives 24 contains a hypervisor 30 and a pair of operating systems (OS) 32 and 36 (referred to herein as "first" and "second" operating systems). In some
embodiments, the first and second operating systems are referred to as user and service operating systems, respectively. The second (service) operating system 36 is used by the management logic 20 to provide the back door service access (hence the name "service" operating system) noted above. The first (user) operating system 32 provides the platform on which the system's user applications run (hence the name "user" operating system). User applications run under the user OS 32 and may be generally unaware of the existence of the second operating system 36 exists. Further, the first operating system 32 is generally unaware of the existence of the second operating system. Accordingly, the second (service) OS 36 is generally regarded as being "transparent" to the users, user applications and first (user) OS 32, while the first OS 32 is regarded as being "exposed" to the users and user applications. In some embodiments, the first (user) OS 32 is subservient to the second (service) OS 36 meaning that the first (user) OS 32, for example, channels network interface controller (NIC) and audio requests (if an audio subsystem is provided) to the second (service) OS 36. Accordingly, the second OS 36 can be considered the primary OS.

[0010] The hypervisor 30 comprises executable code that enables two or more operating systems (in this case, user OS 32 and service 36) to run in the same system 10. At least one function performed by the hypervisor 30 is to enable communications between the user and service operating systems 32, 36. Each operating system may implement a different protocol for messages to be provided to, or sent by, such operating system. The hypervisor 30 is programmed with the message format of each operating system 32, 36 and thus can facilitate intra-operating system communications.

[0011] The management logic 20 comprises embedded memory 22. The embedded memory 22 contains a piece of executable code that, upon initialization of management logic 20, causes the management logic to load the second (service) operating system 36 from one of the storage drives 24 to memory 18. In accordance with various embodiments, the service (second) operating system 36 is pre-configured to configure the storage drives 24 as a RAID array. In some embodiments, the service OS 36 comprises the Linux operating system or other operating system that can create and use RAID arrays.
Linux has the capability to configure storage drives as a RAID array. A user can specify various parameters to be used during the RAID array creation process such as number of drives, stripe size, etc. When the service OS 36 is loaded, the service OS begins to configure the storage drives as a RAID array in accordance with the preset parameters. Because the service OS 36, not the user OS 32, has configured the RAID array, the user OS 32 generally has no knowledge that the storage drives 24 have been configured to operate as a RAID array.

[0012] Referring to Figure 2, the user OS 32, via applications 35 running thereon, issues access requests (read and/or write) for a target storage drive 24. Such a request is provided to the service OS 36. In some embodiments, the request is provided from the user OS 32 to the hypervisor 30, and through the hypervisor 30 to the service OS 36. In other embodiments, the request bypasses the hypervisor 30 and is provided from the user OS 32 directly to the service OS 36 as indicated by dashed arrow 38. In embodiments in which the storage drive access request flows through the hypervisor 30, the driver 34 in the user OS 32 (via driver 34) formats the request into a format compatible with the communication protocol of the hypervisor. The hypervisor 30 then converts the request into a format compatible with the service OS 36. The service OS 36 then converts the request into a form compatible with the RAID array. Linux, which already comprises the ability to create RAID arrays, has the capability to receive an access request from an application running under Linux and to convert the request to a format compatible with a RAID array. In the disclosed embodiments, however, the request originates from an application 35 running under the user OS 32. If the user OS 32 issues a read request, the returned read data from the RAID array is returned to the service OS 36 which, via driver 34, formats the data appropriately for the user OS 32. Again, Linux already has the ability to appropriately format data read from a RAID array into a form suitable consumption by an application running under Linux.

[0013] In some embodiments, the user OS 32 executes the storage drive access request instead of the service OS 36. In such embodiments, the driver 34 in the service OS 32 is implemented with the ability to configure the storage drives 24 as a RAID array instead of the service OS 36. Such a RAID-cognizant
driver 34 can execute an access request from an application running under the
user OS 32 and format the access request in a format suitable for accessing the
RAID array, much the same as the service OS 36 did in the preceding
embodiment. Return data from a read request is also formatted by the driver 34
as discussed above.

[0014] Further, in such an embodiment with more than one OS present and
able to access the storage drives 24, each OS atomically accesses the RAID
array. A file system (FS) 40 is provided by which an OS accesses the target data
(e.g., file) in the RAID array. In such embodiments if the user OS 32, via driver
34, attempts to access the RAID array, the user OS 32 must obtain exclusive use
of the file system 40 to prevent the service OS 36 from concurrently accessing
the RAID array. Concurrent access by two different OS's may, for example,
corrupt metadata (e.g., identity of time of last access, etc.) stored on the RAID
array by the accessing OS. A lock variable, such as flag, can be used to grant
exclusive access to one OS or the other. If the lock variable is set to the lock
value, no other OS can access and use the file system 40. In some
embodiments, the hypervisor 30 stores the lock variable and thus the OS's 32
and 36 access the hypervisor to obtain exclusive use of the file system 40.

[0015] Figure 3 shows a method 50 in accordance with various embodiments.
As shown, method 50 comprises the management logic 16 causing the service
OS to be loaded from a storage drive 24 into memory 18 (52). At 54, the method
comprises the service OS 36 configuring the storage drives 24 as a RAID array.
At 56, the user OS 32 issues a request for access to a storage drive 24. At 58,
the access request is provided to the service OS 36 (e.g., via the hypervisor 30 or
directly bypassing the hypervisor). At 60, the service OS 36 converts the request
for storage drive access to a form compatible with the RAID array. At 62, the
method comprises the service OS accessing the RAID array in accordance with
the access request.

[0016] The software discussed herein—the hypervisor 30, first (user) OS 32,
second (service OS) 36 and file system 40—are provided on any suitable
computer-readable medium such as a storage drive 24, compact disc read-only
memory (CD ROM), read-only memory (ROM), volatile memory (e.g., random
access memory), or combinations thereof. Such software causes the processor 12 and/or management logic 20 to perform some or all of the functions described herein.

[0017] The above discussion is meant to be illustrative of the principles and various embodiments of the present invention. Numerous variations and modifications will become apparent to those skilled in the art once the above disclosure is fully appreciated. It is intended that the following claims be interpreted to embrace all such variations and modifications.
What is claimed is:

1. A system, comprising:
   a processor configured to execute a first operating system and a second operating system;
   a plurality of storage drives;
   wherein said second operating system configures said plurality of storage drives as a RAID array and said first operating system accesses said storage drives without knowledge that said storage drives are configured as a RAID array.

2. The system of claim 1 further comprising a hypervisor accessible to the first and second operating systems.

3. The system of claim 2 wherein said first operating system comprises a driver that causes requests for access to a storage drive to be provided to said hypervisor.

4. The system of claim 2 wherein the hypervisor receives a storage drive access request from the first operating system and provides said storage drive access request to the second operating system for completion.

5. The system of claim 4 wherein the second operating system converts said access request to a form compatible with the RAID array.

6. The system of claim 1 wherein said first operating system provides a storage drive access request to the second operating system to be converted to a form compatible with the RAID array.

7. The system of claim 1 further comprising logic, separate from said processor, that spawns said second operating system.
8. The system of claim 1 wherein said logic also enables access to said system from a network without using said first operating system.

9. A computer-readable medium (CRM) containing software that, when executed by a processor, causes the processor to:
   - receive an access request from a first operating system for information stored on a storage drive, said access request from the first operating system not being compatible with a RAID array;
   - convert said access request to a form compatible with a RAID array; and
   - provide said RAID array-compatible access request to said RAID array;
wherein said first operating system is not programmed to read from and write to a RAID array.

10. The CRM of claim 9 wherein said software causes the processor to configure said RAID array.

11. The CRM of claim 9 wherein said software causes the processor to convert return read data from said RAID array to a format compatible with said first operating system.

12. The CRM of claim 10 wherein said software comprises a hypervisor.

13. The CRM of claim 10 wherein said software comprises a hypervisor, as well as a second operating system that configures said RAID array.

14. A method, comprising:
   - a second operating system configuring a plurality of storage drives as a RAID array; and
   - a first operating system accessing said storage drives without knowledge that said storage drives are configured as a RAID array.
15. The method of claim 14 further comprising the second operating system converting a storage drive access request from the first operating system to a form compatible with the RAID array.

16. The method of claim 15 wherein the first operating system provides a request, for access to a storage drive, to the second operating system.

17. The method of claim 15 further comprising causing said second operating system to be loaded by logic separate from a processor that executes said first operating system.
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