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METHOD AND DEVICE FOR ADAPTING
THE VIDEO CONTENT DECODED FROM
ELEMENTARY STREAMS TO THE
CHARACTERISTICS OF A DISPLAY

1. FIELD

[0001] The present disclosure generally relates to picture/
video encoding and decoding. Particularly, but not exclu-
sively, the technical field of the present disclosure relates to
delivering a High Dynamic Range (HDR) content on dis-
plays with different capabilities.

2. BACKGROUND

[0002] The present section is intended to introduce the
reader to various aspects of art, which may be related to
various aspects of the present principles that are described
and/or claimed below. This discussion is believed to be
helpful in providing the reader with background information
to facilitate a better understanding of the various aspects of
the present principles. Accordingly, it should be understood
that these statements are to be read in this light, and not as
admissions of prior art.

[0003] The capture and display of image content, whether
static pictures or videos, with a dynamic range that
approaches real scenes has been a long-term challenge.

[0004] Actually, human vision has wide latitude for scene
brightness, and has multiple adaptation mechanisms that
provide an automatic gain to the human visual system.
Notably, the brightness range that people can see is much
greater than the available contrast range of most currently
existing displays.

[0005] In an attempt to offer display of contents meeting
the requirements of human vision, High Dynamic Range
(HDR) images have recently been specified and defined,
which include higher peak luminance, lower minimum
luminance, greater contrast range, as compared to Standard
Dynamic Range (SDR) images. In other words, HDR
images offer increased shadow and highlight detail over
SDR images, namely brighter whites, darker blacks, and
brighter colors that better match images we see in the real
world.

[0006] As is well known, a picture, whether of a HDR or
SDR type, may be represented by one or several arrays of
samples (aka pixel values) in a specific encoding format,
which specifies all information relative to these pixel values
and all information which may be used by a display and/or
any other device to decode and/or display this picture. The
same applies for video contents. In the following, the term
“image content” will be used to cover both pictures and
video contents.

[0007] An image content usually comprises at least one
component, in the shape of a first array of samples, usually
a luma (or luminance) component, and, possibly, at least one
other component, in the shape of at least one other array of
samples, usually a color component. Or, equivalently, the
same information may also be represented by a set of arrays
of color samples, such as the traditional tri-chromatic RGB
representation.

[0008] A pixel value is represented by a vector of C
values, where C is the number of components. Each value of
a vector is represented with a number of bits, which defines
a maximal dynamic range of the pixel values.
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[0009] It is expected that broadcasters and distributors of
image contents will frequently need to convert between SDR
and HDR content to support delivery to all possible outlets
and devices. This may be the case, notably, for the conver-
sion from HDR content to layered content which allows
backwards compatibility with SDR distribution and display
systems. It may also be the case for interoperation of HDR
signals with HDR displays having less peak white capability
than the source.

[0010] Displays, image processors, up/down color conver-
tors will all need to detect the HDR encoding and colorim-
etry in use to correctly process and display the signal.

[0011] In order to ease such processing, some Standards
Developing Organizations (SDO) have specified a set of
metadata information to be associated with the HDR (High
Dynamic Range) coded video streams. The purpose of these
metadata is to facilitate the adaptation (e.g. HDR-to-SDR or
HDR-to-HDR remapping) or the interpretation of the recon-
structed HDR pictures to the current display characteristics.

[0012] Such HDR metadata mainly comprise static meta-
data on the one hand, and dynamic or content-dependent
metadata, on the other hand, the latter being defined as
metadata that can vary dynamically throughout the source
content (i.e. can change per scene inside the same sequence).

[0013]

[0014] Mastering Display Color Volume information
(as described for example in SMPTE Standard ST
2086:2014, “Mastering Display Color Volume Meta-
data Supporting High Luminance and Wide Color
Gamut Images”, CEA Standard “HDR Static Metadata
Extensions CEA-861.3 January 2015 and ITU-T H.265
(10/2014)): such static metadata are included with
mastered HDR content to convey the color volume of
the mastering display and the luminance of the content.
This is described by the chromaticity of the red, green
and blue display primaries and white point of the
mastering display, plus its black level and peak lumi-
nance level. In other words, such static metadata
describe the actual HDR color volume of the mastering
display used to create the image content in order to
guide the content adaptation (ex: color volume remap-
ping) towards the display characteristics.

[0015] Color Remapping Information (CRI) (as
described in ITU-T H.265 (10/2014) and SMPTE Stan-
dard ST 2094-30 in ballot): a dynamic metadata rep-
resented by a parametric model function that operates
a color volume remapping transformation of the HDR
pictures to create SDR (represented with a standardized
format) pictures. Such dynamic metadata convey
frame-by-frame or scene-by-scene Color Remapping
Information, which will enable color transformation to
be variable along the content timeline.—Content Light
Level information (as described in CEA Standard
“HDR Static Metadata Extensions CEA-861.3 January
2015 and ITU-T H.265 (04/2015)): the minimum and
averaged maximum luminance values to re-scale the
HDR content to the HDR display capabilities (ex:
power consumption).

[0016] HDR compatibility (as described in ITU-T
H.265 (04/2015) and by M. Naccari, A. Cotton, S.
Schwarz, M. Pindoria, M. Mrak, T. Borer (BBC), in
“High dynamic range compatibility information SEI
message,”): such metadata indicate that the content can

They comprise, for example:



US 2023/0328305 Al

be displayed on HDR or SDR displays, with an appro-

priate (pre-defined) post-processing.
[0017] These different HDR-related metadata types can be
used by a receiver in charge of decoding the receiver
encoded video content, for example the Integrated Receiver
Device (IRD), to adapt the reconstructed HDR pictures to
the display characteristics, for example to the display cur-
rently connected to the IRD.
[0018] Actually, when source content mastered with HDR
is transformed for presentation on a display having a smaller
color volume such as a SDR display, the color transforma-
tion process can be optimized through the use of these
content-dependent, dynamic color transform metadata.
[0019] As the content characteristics change from scene to
scene, the optimal transform processing that best reproduces
the content creators’ artistic intent can change. For example,
the color volume transformation parameters used for a very
dark scene could be quite different from those used for a
very bright scene.
[0020] Hence, the transforms can be represented as meta-
data synchronized with the frames of one master. The
metadata can be captured or generated as part of the mas-
tering process, when images are creatively approved, and
later applied in media conversions during the distribution
stage.
[0021] More precisely, the IRD, which may be part of a
set-top-box for example, or integrated in a TV set, may use
one or combine several of these metadata to perform the
adaptation of the decoded HDR pictures to the targeted
display capabilities (e.g. SDR, HDR, WCG (for Wide Color
Gamut) . . . ), depending on the Content Adaptation (CA)
method implemented in the IRD. Actually, some decoding
devices will only use static metadata, such as the so-called
Mastering Display Color Volume Information, to operate a
remapping from the HDR content into a SDR image content.
Some others will use one or several dynamic metadata to
perform a more complex conversion from the HDR color
volume into a color volume adapted to the display charac-
teristics.
[0022] Moreover, while some decoding devices support
several Content Adaptation methods and may choose the
most appropriate one depending on the available metadata,
some others only support one of them.
[0023] As aconsequence, if the metadata corresponding to
the implemented method, and needed by the decoding
device, is not present in the Elementary Streams associated
to the image content, then the adaptation of the decoded
images to the display features is not possible or may be
incorrect.
[0024] Moreover, for the time being, and as mentioned
above, such metadata are embedded in the Elementary
Streams (ES) associated to the encoded image content.
Actually, it must be recalled that images are encoded by a
codec (as defined for example in MPEG-AVC/H.264 stan-
dard or MPEG-HEVC/H. 265 standard) into an Elementary
Stream (ES). This Elementary Stream is then encapsulated
into a transport layer, in order to be broadcasted or distrib-
uted. There are several ways of encapsulating the ES into a
transport layer, depending on the targeted application, and
the corresponding standard:

[0025] MPEG-2 Transport, for broadcasting applica-
tions (traditional TV, mobile, network IPTV);
[0026] RTP, for video streaming applications on the
Internet (Internet Protocol);
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[0027] MPEG-DASH, which relies on the ISO Base
Media File Format standard, and which may be used for
conversational services, IPTV, or Video-on-demand
applications;

[0028] MPEG-2 Systems, for storage and download
applications, such as recording the image content on a
DVD or a Blu-ray disc.

To access information on the presence of HDR metadata or
HDR features encoded into the elementary stream (ES,
coded video layer), the decoding device, such as the IRD,
must hence first select the right multiplex, next decode the
transport layer (TS), and next start decoding the Elementary
Streams, without knowing whether the metadata it requires
for adapting the decoded content to the display characteris-
tics are, or not, present in the ES. This is both time and
power consuming.

[0029] Another drawback of this prior art technique lies in
the fact that there is no guarantee that, if available, the
metadata will be present for the entire sequence or program.
[0030] Actually, some video programs are built thanks to
splicing techniques, which may consist in cutting some
video sequences from a movie for example, and inserting
between two cut parts a video sequence corresponding to
some advertisement. It is possible that the corresponding
stream will comprise metadata in the parts corresponding to
some movie scenes, but not in the ad video sequence.
[0031] There is no way, for the decoding device, to know
whether or not the metadata will be available for the whole
duration of the video program or only for parts of it.
[0032] There is therefore a need for a technique allowing
to overcome at least some of these drawbacks.

3. SUMMARY

[0033] The following presents a simplified summary ofthe
present disclosure in order to provide a basic understanding
of some of its aspects. This summary is not an extensive
overview of the present disclosure. It is not intended to
identify key or critical elements of the present disclosure.
The following summary merely presents some aspects of the
present disclosure in a simplified form as a prelude to the
more detailed description provided below.

[0034] According to an aspect of the present disclosure, a
signal is provided, having at least one type of metadata
giving information regarding elementary streams of an
encoded video content. Such a signal is formatted to com-
prise an additional information indicating the presence of at
least one particular type of said metadata.

[0035] Hence, the present disclosure relies on a novel and
inventive approach of the encoding of video signals, which
comprises adding an additional information within the signal
representative of a video content, in order to inform a
receiver on the presence of one or several types of metadata
within the signal. It is no longer necessary for a receiver to
start decoding the elementary streams in order to determine
whether or not some types of metadata are available within
theses streams. Moreover, the receiver can directly know
whether or not it will be able to adapt the decoded video
content to the characteristics of a display to which it is
connected, as a function of the available types of metadata,
as indicated by this additional information.

[0036] Such a technique allows saving both time and
power consumption, as compared to prior art techniques.
[0037] According to another aspect, said additional infor-
mation also indicates if said at least one particular type of
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said metadata is present within said signal for a whole
duration of said encoded video content.
[0038] A receiver of said signal can hence directly know
whether the metadata needed for adapting the decoded video
content to the characteristics of a display to which it is
connected will be available for the whole duration of the
video sequence or program, or whether it will have to
modify or halt such adaptation during the video sequence.
[0039] According to yet another aspect, said additional
information also comprises at least part of said metadata.
This is particularly advantageous for static metadata, for
which part or full metadata information can be directly
available within the additional information, in order to help
the receiver choose which content adaptation method to use.
[0040] According to a further aspect, when said at least
one particular type of said metadata belongs to a set of
dynamic metadata, said additional information comprises a
first refresh information belonging to the group comprising:
[0041] a maximal dynamic metadata refresh rate;
[0042] aminimal time interval after which said dynamic
metadata will be refreshed.
[0043] According to a further aspect, when said at least
one particular type of said metadata belongs to a set of
dynamic metadata, said additional information comprises a
second refresh information belonging to the group compris-
ing:
[0044] a minimal dynamic metadata refresh rate;
[0045] a maximal time interval after which said
dynamic metadata will be refreshed.
[0046] Information on the metadata refresh rate are useful
for the receiver of said signal, in order to know when it will
be able to start decoding the video content on the basis of
refreshed metadata. This may be interesting for example for
a broadcasted video content, when a user decides to switch
from a TV channel to another.
[0047] According to an aspect of the present disclosure,
said additional information is present in a transport stream of
said signal.
[0048] Hence, the receiver can directly access the infor-
mation, without having to decode the elementary streams
which are encapsulated within said transport stream.
[0049] According to a further aspect, said encoded video
content is a High Dynamic Range video content, and said
metadata are High Dynamic Range metadata.
[0050] According to another aspect of the present disclo-
sure, a method for adapting a video content decoded from
elementary streams to the characteristics of a display from at
least one type of metadata giving information regarding said
elementary streams is provided. Such a method comprises:
[0051] obtaining an additional information indicating
the presence of one particular type of metadata;
[0052] determining if said video content decoded from
elementary streams is displayable on said display from
said additional information and the characteristics of
the display; and
[0053] if said video content decoded from elementary
streams is determined as being displayable, selecting a
process from said additional information and the char-
acteristics of the display and adapting the video content
according to the selected process.
[0054] Hence, a receiver of encoded video elementary
streams may determine quickly and easily if the received
content will be displayable, depending on the characteristics
of the display and on the available metadata, and may select
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an appropriate content adaptation process, for example for
remapping an HDR content as a function of the colorimetric
features supported by the display.

[0055] According to another aspect, said additional infor-
mation also indicates if said at least one particular type of
metadata is present within said signal for a whole duration
of said video elementary streams.

[0056] According to other of its aspects, the present dis-
closure relates to a device comprising a processor configured
to implement the above method, a computer program prod-
uct comprising program code instructions to execute the
steps of the above method when this program is executed on
a computer, a processor readable medium having stored
therein instructions for causing a processor to perform at
least the steps of the above method, and a non-transitory
storage medium carrying instructions of program code for
executing steps of the above method when said program is
executed on a computing device.

[0057] The specific nature of the present principles as well
as other objects, advantages, features and uses of the present
principles will become evident from the following descrip-
tion of examples taken in conjunction with the accompany-
ing drawings.

4. BRIEF DESCRIPTION OF DRAWINGS

[0058] The present disclosure can be better understood
with reference to the following description and drawings,
given by way of example and not limiting the scope of
protection, and in which:

[0059] FIG. 1 shows a diagram of the steps of a method for
adapting the content of video elementary streams in accor-
dance with an embodiment of the present disclosure;
[0060] FIG. 2 shows an example of an architecture of a
device in accordance with an embodiment of the present
disclosure;

[0061] FIG. 3 shows the syntax of a signal in accordance
with an embodiment of the present disclosure; and

[0062] FIG. 4 illustrates the tree structure of a multiplex
stream carrying the video elementary streams adapted
according to the method of FIG. 1.

[0063] Similar or same elements are referenced with the
same reference numbers.

5. DESCRIPTION OF EXAMPLE OF THE
PRESENT PRINCIPLES

[0064] The present principles will be described more fully
hereinafter with reference to the accompanying figures, in
which examples of the present principles are shown. The
present principles may, however, be embodied in many
alternate forms and should not be construed as limited to the
examples set forth herein. Accordingly, while the present
principles are susceptible to various modifications and alter-
native forms, specific examples thereof are shown by way of
examples in the drawings and will herein be described in
detail. It should be understood, however, that there is no
intent to limit the present principles to the particular forms
disclosed, but on the contrary, the disclosure is to cover all
modifications, equivalents, and alternatives falling within
the spirit and scope of the present principles as defined by
the claims.

[0065] The terminology used herein is for the purpose of
describing particular examples only and is not intended to be
limiting of the present principles. As used herein, the sin-
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(PRI

gular forms “a”, “an” and “the” are intended to include the
plural forms as well, unless the context clearly indicates
otherwise. It will be further understood that the terms
“comprises”, “comprising,” “includes” and/or “including”
when used in this specification, specify the presence of
stated features, integers, steps, operations, elements, and/or
components but do not preclude the presence or addition of
one or more other features, integers, steps, operations,
elements, components, and/or groups thereof. Moreover,
when an element is referred to as being “responsive” or
“connected” to another element, it can be directly responsive
or connected to the other element, or intervening elements
may be present. In contrast, when an element is referred to
as being “directly responsive” or “directly connected” to
other element, there are no intervening elements present. As
used herein the term “and/or” includes any and all combi-
nations of one or more of the associated listed items and may
be abbreviated as /.

[0066] It will be understood that, although the terms first,
second, etc. may be used herein to describe various ele-
ments, these elements should not be limited by these terms.
These terms are only used to distinguish one element from
another. For example, a first element could be termed a
second element, and, similarly, a second element could be
termed a first element without departing from the teachings
of the present principles.

[0067] Although some of the diagrams include arrows on
communication paths to show a primary direction of com-
munication, it is to be understood that communication may
occur in the opposite direction to the depicted arrows.

[0068] Some examples are described with regard to block
diagrams and operational flowcharts in which each block
represents a circuit element, module, or portion of code
which comprises one or more executable instructions for
implementing the specified logical function(s). It should also
be noted that in other implementations, the function(s) noted
in the blocks may occur out of the order noted. For example,
two blocks shown in succession may, in fact, be executed
substantially concurrently or the blocks may sometimes be
executed in the reverse order, depending on the functionality
involved.

[0069] Reference herein to “in accordance with an
example” or “in an example” means that a particular feature,
structure, or characteristic described in connection with the
example can be included in at least one implementation of
the present principles. The appearances of the phrase in
accordance with an example” or “in an example” in various
places in the specification are not necessarily all referring to
the same example, nor are separate or alternative examples
necessarily mutually exclusive of other examples.

[0070] Reference numerals appearing in the claims are by
way of illustration only and shall have no limiting effect on
the scope of the claims.

[0071] While not explicitly described, the present
examples and variants may be employed in any combination
or sub-combination.

[0072] The present principles are described for encoding/
decoding/adapting video elementary streams representing a
picture or a group of pictures or a whole sequence of
pictures.

[0073] In the following, the present disclosure will be
described in closer detail in relation to a specific embodi-
ment, in which the features of the present disclosure are
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applied to High Dynamic Range (HDR) Content Adaptation
selection process and HDR metadata signaling for Trans-
port-Streams (TS).

[0074] As described previously in relation to the known
prior art techniques, there is no information, in the transport
stream associated to an encoded video content, relating to
the presence of HDR metadata, which could be useful for
receivers. As a consequence, a receiver/decoder requires
parsing a HDR coded stream before making decision on
whether the decoded content should be adapted to targeted
display characteristics, prior to carriage to the targeted
display. Those steps imply resource consumption (decoding
portions of Elementary Streams) and look-ahead (inspecting
what is in the stream).

[0075] The present disclosure consists in specifying an
High Dynamic Range (HDR) metadata descriptor that
enables knowing accessible HDR specific features through
an HDR Elementary Stream (ES). This has importance to
adapt or interpret coded video when considering the whole
consumer end chain such as receiver, decoder, renderer
elements.

[0076] For instance, it allows having information about
the presence of HDR-to-SDR remapping metadata in the ES,
for its full duration. It facilitates and simplifies the retrieval
of this information, without requiring to parse the ES itself.
In that way, the receiver, for example the IRD, can know in
advance whether the stream will be decodable and display-
able (possibly taking into account adaptation capability of
the receiver) with the display connected to the Integrated
Receiver Decoder (IRD) e.g. a STB (Set-Top-Box). More-
over, the receiver can also choose which Content Adaptation
model to use, to adapt the decoded video content to the
display characteristics.

[0077] FIG. 1 illustrates the main steps of a method for
adapting a video content decoded from video elementary
streams to the characteristics of a display according to an
embodiment of the present disclosure.

[0078] A receiver RX 10 is connected to a display 11. For
example, the receiver RX 10 is an IRD integrated ina TV set
11, or is part of a set-top box, connected through an HDMI
link to a display 11.

[0079] The receiver RX 10 receives a multiplex stream
MX 1, corresponding to a channel modulation, as illustrated
for example by FIG. 4. Such a multiplex stream MX 1 has
a tree structure 43, with, at a first level, a transport layer 41,
in which are encapsulated Elementary Streams 42, corre-
sponding to the encoded video content. Each Elementary
Stream is associated to an identifier, which may for example
correspond to a TV channel. Hence, in the example of FIG.
4, a first signal Multiplex O carries the Elementary Streams
associated to identifiers pid_0, pid_1 and pid_2, while a
second signal Multiplex 1 carries the Elementary Streams
associated to identifiers pid_3 and pid_4.

[0080] The receiver MX 1 demultiplexes the multiplex
stream MX 1 at step 101, and then parses the Transport
Stream TS 41 at step 102. It hence obtains an additional
information HDR DESCR. indicating the presence of one or
several particular types of metadata in the transport stream
TS 41. Such additional information HDR DESCR. are used,
in conjunction with information EDID relating to the char-
acteristics of the display 11, to determine if the decoded
pictures from the received video elementary streams are
displayable on the display 11, at step CA SELEC 105. The
EDID information are received from a display control
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module DISP.CTRL 111 and comprise notably the display
supported formats and the display characteristics. By com-
paring such EDID information with the metadata available
in the multiplex stream MX 1, the receiver RX 1 may decide,
at step 105, which Content Adaptation method it should use
to adapt the decoded video content to the display charac-
teristics, if the video elementary streams are indeed deter-
mined as being displayable.

[0081] Once the Content Adaptation process is selected,
the receiver RX 10 adapts the video content decoded from
the elementary streams according to the selected process at
step CA 106. The video content decoded from the elemen-
tary streams DEC. PIC. are obtained after a step 104 of
Video ES Decoding, resulting from a step 103 in which the
Elementary Streams 42 encapsulated in the Transport
Stream 41 have been parsed.
[0082] The adapted, or remapped pictures REMAP. PICT.
are sent to the display 11 in order to be rendered at step 110
DISP. RENDER.
[0083] Thus, the HDR_descriptor is used by the IRD for:
[0084] Determination by IRD whether the HDR video is
(correctly) displayable on the connected display thanks
to EDID information (display supported formats) and
HDR_descriptor information.
[0085] If HDR content is displayable, selection of the
appropriate Content Adaptation method given the dis-
play capabilities.

[0086] It must be noted that only the TS layer 41 is parsed,
not the ES 42.
[0087] According to an embodiment of the present disclo-

sure, addition of a descriptor in the TS (Transport Stream)
layer 41 signals the presence of one particular type of HDR
metadata or feature. It may also signal if this information is
present for the whole program or sequence duration.
[0088] An example of syntax of such a descriptor HDR
DESCR. (also called additional information in the present
document), which is carried by a signal F, is presented in
Table 1.

TABLE 1

Example of HDR metadata descriptor.

No.
of

Syntax bits Mnemonic

HEVC_HDR_descriptor( ) {
mastering_display_colour_volume_info_ 1 bslbf
present_flag

colour_remapping_info_present_flag 1 bslbf
content_light level info_present_flag 1 bslbf
hdr_compatibility_info_flag 1 bslbf
reserved 4 bslbf

¥

[0089] As may be observed in Table 1, the descriptor

comprises flags indicating the presence of four different
types of metadata, namely:

[0090]
[0091]
[0092]
[0093]

Color Remapping Information (CRI);
Mastering Display Color Volume Information;
Content Light Level Information;

HDR Compatibility.
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[0094] When the value of the flag is set at “1”, it indicates
that the corresponding type of metadata is present for the
whole duration of the encoded video stream, or the whole
program.

[0095] According to an embodiment, part or full static
metadata information could be available in the descriptor as
given in example with the “Mastering Display Colour Vol-
ume information” in Table 2.

TABLE 2

Example of HDR metadata descriptor.

No.
of
Syntax bits Mnemonic
HEVC_HDR_descriptor( ) { bslbf
mastering_display_colour_volume_info_ 1
present_flag
colour_remapping info_present_flag 1 bslbf
content_light level info_present_flag 1 bslbf
hdr_compatibility_info_flag 1 bslbf
reserved 4 bslbf
if (mastering display_colour_volume_info_
present_flag )
{ 16 bslbf
for(c =0; ¢ <3; ct++ ) { 16 bslbf
display_primaries_x[ ¢ ]
display_primaries_y[ ¢ ]
white_point_x 16 bslbf
white_point_y 16 bslbf
max_display_mastering luminance 32 bslbf
min_display_mastering luminance 32 bslbf

The features of the corresponding metadata, namely the
associated colorimetric primaries, the white points and the
minimum and maximum display mastering luminance are
directly available in the descriptor HDR DESCR. in the
transport stream 41.

[0096] According to an embodiment, the maximal
dynamic metadata refresh rate or minimal period is signaled.
It indicates the minimum interval the dynamic metadata are
being refreshed (example in Table 3). This information may
be expressed in number of reference clock rate number or
number of ticks (ex: 90 KHz).

TABLE 3

Example of HDR metadata descriptor
with dynamic metadata refresh rate.

No.
of

Syntax bits Mnemonic

HEVC_HDR_descriptor( ) {
mastering_display_colour_volume_info_ 1 bslbf
present_flag

colour_remapping info_present_flag 1 bslbf
content_light level info_present_flag 1 bslbf
hdr_compatibility_info_flag 1 bslbf
reserved 4 bslbf
if ( colour_remapping_info_present_flag ) {
max_colour_remapping_info_refresh_rate 32 bslbf

¥

¥

[0097] According to an embodiment, the minimal

dynamic metadata refresh rate or maximal period is sig-
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naled. It indicates the maximum interval the dynamic meta-
data are being refreshed (example in Table 4). This infor-
mation may be expressed in number of reference clock rate
number or number of ticks (ex: 90 KHz) or number of ES
video frame rate.

TABLE 4

Example of HDR metadata descriptor
with dynamic metadata refresh rate.

No.
of

Syntax bits Mnemonic
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-continued
No.
of
Syntax bits Mnemonic

reserved 2 bslbf
if ( transfer_function_info_flag ) { bslbf
colour_target_transfer function 8 bslbf

8

if ( color_info_present_flag ) { 8

colour_target primaries
colour_target matrix_coefficients

HEVC_HDR_descriptor( ) {
mastering_display_colour_volume_info_ 1 bslbf
present_flag

colour_remapping_info_present_flag 1 bslbf
content_light level info_present_flag 1 bslbf
hdr_compatibility_info_flag 1 bslbf
reserved 4 bslbf
if ( colour_remapping_info_present_flag ) {
min_colour_remapping_info_refresh_rate 32 bslbf

¥

¥

[0098] According to an embodiment, me remappea (co-

lour_remapping_info) signal characteristic is signaled. It
will be used by the IRD to know (choose) which format to
be sent to the display, and/or to know if it is supported by the
display.

TABLE 5

Example of HDR metadata descriptor
with dynamic metadata refresh rate.

No.
of

Syntax bits Mnemonic

HEVC_HDR_descriptor( ) {
mastering_display_colour_volume_info_ 1 bslbf
present_flag

colour_remapping_info_present_flag 1 bslbf
content_light level info_present_flag 1 bslbf
hdr_compatibility_info_flag 1 bslbf
reserved 4 bslbf
if ( colour_remapping info_present_flag ||
hdr_compatibility_info_flag ) { 8 bslbf
colour_target primaries 8 bslbf
colour_target_transfer_function 8 bslbf
colour_target matrix_coefficients
¥
¥
[0099] A variant to the example of table 5 is provided
below:
No.
of
Syntax bits Mnemonic

HEVC_HDR_descriptor( ) {
mastering_display_colour_volume_info_ 1 bslbf
present_flag

colour_remapping_info_present_flag 1 bslbf
content_light level info_present_flag 1 bslbf
hdr_compatibility_info_flag 1 bslbf
transfer_function_info_flag 1 bslbf
color_info_present_flag 1

The present disclosure thus provides several advantages
over prior art techniques:

[0100] The IRD RX 10 has access to the information of
the presence of some particular type of HDR static and
dynamic metadata at a high level (TS 41).

[0101] The IRD RX 10 has knowledge whether the
metadata will be present for all the duration of the
program/sequence.

[0102] The IRD RX 10 doesn’t need to parse the ES
(42) anymore, but only the TS (41), to know if it can
display the HDR pictures correctly.

[0103] In that way, the IRD RX 10 can give this informa-
tion to the User Interface (or to the content adaptation
selection module) to warn about the possibly full support (or
not) of the HDR rendering, depending on its implemented
post-processing (ex: color volume mapping) and depending
on the connected display characteristics via EDID.

[0104] Additionally, it can select the appropriate (among
the ones implemented in the IRD RX 10) content adaptation
model.

[0105] On FIG. 1, the modules are functional units, which
may or not be in relation with distinguishable physical units.
For example, these modules or some of them may be
brought together in a unique component or circuit, or
contribute to functionalities of a software. A contrario, some
modules may potentially be composed of separate physical
entities. The apparatus which are compatible with the pres-
ent principles are implemented using either pure hardware,
for example using dedicated hardware such ASIC or FPGA
or VLSI, respectively «Application Specific Integrated Cir-
cuit», «Field-Programmable Gate Array», «Very Large Scale
Integration”», or from several integrated electronic compo-
nents embedded in a device or from a blend of hardware and
software components.

[0106] FIG. 2 represents an exemplary architecture of a
device 20 which may be configured to implement a method
described in relation with FIG. 1.

[0107] Device 20 comprises following elements that are
linked together by a data and address bus 21:

[0108] a microprocessor 22 (or CPU), which is, for
example, a DSP (or Digital Signal Processor);

[0109] a ROM (or Read Only Memory) 23;
[0110] a RAM (or Random Access Memory) 24;
[0111] an I/O interface 25 for reception of data to

transmit, from an application; and
[0112] a battery 26.
[0113] In accordance with an example, the battery 26 is
external to the device. In each of mentioned memory, the
word «register» used in the specification can correspond to
area of small capacity (some bits) or to very large area (e.g.
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a whole program or large amount of received or decoded
data). The ROM 23 comprises at least a program and
parameters. The ROM 23 may store algorithms and instruc-
tions to perform techniques in accordance with present
principles. When switched on, the CPU 22 uploads the
program in the RAM and executes the corresponding
instructions.

[0114] RAM 24 comprises, in a register, the program
executed by the CPU 22 and uploaded after switch on of the
device 20, input data in a register, intermediate data in
different states of the method in a register, and other vari-
ables used for the execution of the method in a register.
[0115] The implementations described herein may be
implemented in, for example, a method or a process, an
apparatus, a software program, a data stream, or a signal.
Even if only discussed in the context of a single form of
implementation (for example, discussed only as a method or
a device), the implementation of features discussed may also
be implemented in other forms (for example a program). An
apparatus may be implemented in, for example, appropriate
hardware, software, and firmware. The methods may be
implemented in, for example, an apparatus such as, for
example, a processor, which refers to processing devices in
general, including, for example, a computer, a microproces-
sor, an integrated circuit, or a programmable logic device.
Processors also include communication devices, such as, for
example, computers, cell phones, portable/personal digital
assistants (“PDAs”), and other devices that facilitate com-
munication of information between end-users.

[0116] In accordance with an example of device, the
multiplex stream MX 1 (FIG. 1) is obtained from a source.
For example, the source belongs to a set comprising:

[0117] a local memory (23 or 24), e.g. a video memory
or a RAM (or Random Access Memory), a flash
memory, a ROM (or Read Only Memory), a hard disk;

[0118] a storage interface (25), e.g. an interface with a
mass storage, a RAM, a flash memory, a ROM, an
optical disc or a magnetic support;

[0119] a communication interface (25), e.g. a wireline
interface (for example a bus interface, a wide area
network interface, a local area network interface) or a
wireless interface (such as a IEEE 802.11 interface or
a Bluetooth® interface); and

[0120] an picture capturing circuit (e.g. a sensor such
as, for example, a CCD (or Charge-Coupled Device) or
CMOS (or Complementary Metal-Oxide-Semiconduc-
tor)).

[0121] In accordance with an example of the device, the
remapped picture REMAP.PICT. (FIG. 1) is sent to a des-
tination; specifically, the destination belongs to a set com-
prising:

[0122] alocal memory (23 or 24), e.g. a video memory
or a RAM, a flash memory, a hard disk;

[0123] a storage interface (25), e.g. an interface with a
mass storage, a RAM, a flash memory, a ROM, an
optical disc or a magnetic support;

[0124] a communication interface (25), e.g. a wireline
interface (for example a bus interface (e.g. USB (or
Universal Serial Bus)), a wide area network interface,
a local area network interface, a HDMI (High Defini-
tion Multimedia Interface) interface) or a wireless
interface (such as a IEEE 802.11 interface, WiFi ® or
a Bluetooth ® interface);

[0125] a display 11; and

[0126] an IRD 10.
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[0127] In accordance with examples of the device, the
signal F carrying the descriptor HDR DESCR. is obtained
from a source. Exemplarily, the signal F is read from a local
memory, e.g. a video memory (24), a RAM (24), a ROM
(23), a flash memory (23) or a hard disk (23). In a variant,
the bitstream is received from a storage interface (25), e.g.
an interface with a mass storage, a RAM, a ROM, a flash
memory, an optical disc or a magnetic support and/or
received from a communication interface (25), e.g. an inter-
face to a point to point link, a bus, a point to multipoint link
or a broadcast network.

[0128] In accordance with examples, the device 20 being
configured to implement a method described in relation with
FIG. 1, belongs to a set comprising:

[0129] a mobile device;

[0130] a communication device;

[0131] a game device;

[0132] a tablet (or tablet computer);

[0133] a laptop;

[0134] a still picture camera;

[0135] a video camera;

[0136] an encoding chip;

[0137] a still picture server; and

[0138] a video server (e.g. a broadcast server, a video-

on-demand server or a web server).
[0139] FIG. 3 shows an example of the syntax of such a
signal F when a packet-based transmission protocol is used.
Each transmitted packet P comprises a header H and a
payload PAYLOAD. A bit of the header H, for example,
represents an additional information indicating the presence
of one particular type of said metadata and if this additional
information is present for the whole duration of the video
streams (payload PAYLOAD).
[0140] More precisely, according to an embodiment, and
as described in example of Table 1, some bits may be
reserved and form a HDR metadata descriptor in the trans-
port stream TS packet of the multiplex of FIG. 4 (Multi-plex
0 or Multi-plex 1). These bits are flags indicating the
presence of different types of HDR metadata, and indicating
if they are present for the whole duration of the elementary
streams 42.
[0141] Implementations of the various processes and fea-
tures described herein may be embodied in a variety of
different equipment or applications. Examples of such
equipment include an encoder, a decoder, a post-processor
processing output from a decoder, a pre-processor providing
input to an encoder, a video coder, a video decoder, a video
codec, a web server, a set-top box, a laptop, a personal
computer, a cell phone, a PDA, and any other device for
processing a picture or a video or other communication
devices. As should be clear, the equipment may be mobile
and even installed in a mobile vehicle.
[0142] Additionally, the methods may be implemented by
instructions being performed by a processor, and such
instructions (and/or data values produced by an implemen-
tation) may be stored on a computer readable storage
medium. A computer readable storage medium can take the
form of a computer readable program product embodied in
one or more computer readable medium(s) and having
computer readable program code embodied thereon that is
executable by a computer. A computer readable storage
medium as used herein is considered a non-transitory stor-
age medium given the inherent capability to store the
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information therein as well as the inherent capability to
provide retrieval of the information therefrom. A computer
readable storage medium can be, for example, but is not
limited to, an electronic, magnetic, optical, electromagnetic,
infrared, or semiconductor system, apparatus, or device, or
any suitable combination of the foregoing. It is to be
appreciated that the following, while providing more spe-
cific examples of computer readable storage mediums to
which the present principles can be applied, is merely an
illustrative and not exhaustive listing as is readily appreci-
ated by one of ordinary skill in the art: a portable computer
diskette; a hard disk; a read-only memory (ROM); an
erasable programmable read-only memory (EPROM or
Flash memory); a portable compact disc read-only memory
(CD-ROM); an optical storage device; a magnetic storage
device; or any suitable combination of the foregoing.

[0143] The instructions may form an application program
tangibly embodied on a processor-readable medium.

[0144] Instructions may be, for example, in hardware,
firmware, software, or a combination. Instructions may be
found in, for example, an operating system, a separate
application, or a combination of the two. A processor may be
characterized, therefore, as, for example, both a device
configured to carry out a process and a device that includes
a processor-readable medium (such as a storage device)
having instructions for carrying out a process. Further, a
processor-readable medium may store, in addition to or in
lieu of instructions, data values produced by an implemen-
tation.

[0145] As will be evident to one of skill in the art,
implementations may produce a variety of signals formatted
to carry information that may be, for example, stored or
transmitted. The information may include, for example,
instructions for performing a method, or data produced by
one of the described implementations. For example, a signal
may be formatted to carry as data the rules for writing or
reading the syntax of a described example of the present
principles, or to carry as data the actual syntax-values
written by a described example of the present principles.
Such a signal may be formatted, for example, as an elec-
tromagnetic wave (for example, using a radio frequency
portion of spectrum) or as a baseband signal. The formatting
may include, for example, encoding a data stream and
modulating a carrier with the encoded data stream. The
information that the signal carries may be, for example,
analog or digital information. The signal may be transmitted
over a variety of different wired or wireless links, as is
known. The signal may be stored on a processor-readable
medium.

[0146] A number of implementations have been described.
Nevertheless, it will be understood that various modifica-
tions may be made. For example, elements of different
implementations may be combined, supplemented, modi-
fied, or removed to produce other implementations. Addi-
tionally, one of ordinary skill will understand that other
structures and processes may be substituted for those dis-
closed and the resulting implementations will perform at
least substantially the same function(s), in at least substan-
tially the same way(s), to achieve at least substantially the
same result(s) as the implementations disclosed. Accord-
ingly, these and other implementations are contemplated by
this application.
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1-13. (canceled)

14. A method comprising:

obtaining video data;

obtaining, from the video data, High Dynamic Range

dynamic metadata comprising information representa-
tive of content adaptation parameters and of refresh
information of the High Dynamic Range dynamic
metadata;

obtaining display description data comprising character-

istics of the display, wherein the characteristics com-
prise one or more formats supported by the display;
based on the High Dynamic Range dynamic metadata and
the display description data, determining whether the
video content is displayable on the display; and

in response to determining that the video content is

displayable on the display:

obtaining the video content by decoding at least one
elementary stream from the video data; and

adapting the decoded video content using a content
adaptation process selected based on the High
Dynamic Range dynamic metadata and the display
description data, wherein the content adaptation pro-
cess is based on the content adaptation parameters
obtained according to the refresh information.

15. The method of claim 14, wherein the information
representative of a refresh rate comprises a maximal refresh
period for the dynamic metadata.

16. The method of claim 14, wherein the information
representative of a refresh rate comprises a maximal refresh
rate for the dynamic metadata.

17. The method of claim 14, wherein the information
representative of a refresh rate comprises a minimal refresh
period for the dynamic metadata.

18. The method of claim 14, wherein the information
representative of a refresh rate comprises a minimal refresh
rate for the dynamic metadata.

19. The method of claim 14, wherein the content adap-
tation parameters comprise parameters descriptive of color
primaries, transfer characteristics, and matrix coefficients.

20. The method of claim 14, wherein the High Dynamic
Range dynamic metadata is carried by Supplemental
Enhancement Information (SEI) messages.

21. The method of claim 14, wherein the High Dynamic
Range dynamic metadata comprises Mastering Display
Color Volume information as defined in SMPTE Standard
ST 2086:2014.

22. The method of claim 14, wherein the High Dynamic
Range dynamic metadata comprises Color Remapping
Information as defined in SMPTE Standard ST 2094-30.

23. The method of claim 14, wherein the High Dynamic
Range dynamic metadata comprises Content Light Level
information as defined in CEA Standard “HDR Static Meta-
data Extensions CEA-861.3 January 2015.

24. The method of claim 14, wherein the High Dynamic
Range dynamic metadata is obtainable without decoding the
video content from an elementary stream that is encapsu-
lated in the transport stream.

25. The method of claim 14, wherein the determining that
the video content is displayable on the display occurs before
starting to decode the at least one encapsulated elementary
stream from the video data.

26. A device comprising a processor configured to:

obtain video data;

obtain, from the video data, High Dynamic Range

dynamic metadata comprising information representa-
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tive of content adaptation parameters and of refresh
information of the High Dynamic Range dynamic
metadata;

obtain display description data comprising characteristics

of the display, wherein the characteristics comprise one
or more formats supported by the display;

based on the High Dynamic Range dynamic metadata and

the display description data, determine whether the
video content is displayable on the display; and

in response to determining that the video content is

displayable on the display:

obtain the video content by decoding at least one
elementary stream from the video data; and

adapt the decoded video content using a content adap-
tation process selected based on the High Dynamic
Range dynamic metadata and the display description
data, wherein the content adaptation process is based
on the content adaptation parameters obtained
according to the refresh information.

27. The device of claim 26, wherein the information
representative of a refresh rate comprises a maximal refresh
period for the dynamic metadata.

28. The device of claim 26, wherein the content adapta-
tion parameters comprise parameters descriptive of color
primaries, transfer characteristics, and matrix coefficients.

29. The device of claim 26, wherein the High Dynamic
Range dynamic metadata is carried by Supplemental
Enhancement Information (SEI) messages.

30. The device of claim 26, wherein the High Dynamic
Range dynamic metadata comprises Mastering Display
Color Volume information as defined in SMPTE Standard
ST 2086:2014.
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31. The device of claim 26, wherein the High Dynamic
Range dynamic metadata comprises Color Remapping
Information as defined in SMPTE Standard ST 2094-30.

32. The device of claim 26, wherein the High Dynamic
Range dynamic metadata comprises Content Light Level
information as defined in CEA Standard “HDR Static Meta-
data Extensions CEA-861.3 January 2015.

33. A non-transitory storage medium carrying instructions
of program code for executing a method comprising:

obtaining video data;

obtaining, from the video data, High Dynamic Range

dynamic metadata comprising information representa-
tive of content adaptation parameters and of refresh
information of the High Dynamic Range dynamic
metadata;

obtaining display description data comprising character-

istics of the display, wherein the characteristics com-
prise one or more formats supported by the display;
based on the High Dynamic Range dynamic metadata and
the display description data, determining whether the
video content is displayable on the display; and

in response to determining that the video content is

displayable on the display:

obtaining the video content by decoding at least one
elementary stream from the video data; and

adapting the decoded video content using a content
adaptation process selected based on the High
Dynamic Range dynamic metadata and the display
description data, wherein the content adaptation pro-
cess is based on the content adaptation parameters
obtained according to the refresh information.
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