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ABSTRACT

It is inter alia disclosed to determine a first quantized representation of an input vector, and to determine a second quantized representation of the input vector based on a codebook depending on the first quantized representation.
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select a codebook of a plurality of codebooks based on the first quantized representation, wherein each codebook of the plurality of codebooks is defined by an associated set of basis code vectors and an associated at least one scale representative.

determine a second quantized representation of the input vector based on the selected codebook.
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select a codebook of a plurality of codebooks based on a first quantized representation of a vector.

dequantize a second quantized representation of the vector based on the selected codebook.
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Grouping a plurality of vector components of an input vector into at least two groups of vector components in accordance with a rule based on the vector components, wherein each group of vector components comprises at least one vector component of the plurality of vector components.
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determine, for at least one of the at least two groups of vector components, a quantized representation of the respective group of vector component based on a codebook associated with the group of vector component.

split the plurality of vector components of the input vector into at least two groups of vector components.
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dequantize each quantized representation of a group of vector components of at least two groups of vector components

determine a representation of a vector based on the at least two dequantized groups of vector components based on information configured to determine the vector comprising a plurality of vector components based on the at least two dequantized groups of vector components
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VECTOR QUANTIZATION

FIELD

[0001] Embodiments of this invention relate to coding, in particular to speech and audio coding.

BACKGROUND

[0002] Low complexity algorithms for speech and audio coding constitute a very relevant asset, for instance for mobile terminal based communications.

[0003] Due to low storage and low complexity, while preserving coding efficiency, structured codebooks may be preferred in several state of the art speech and audio codecs, like for instance the Enhanced Voice Service (EVS) codec to be standardized within the Third Generation Partnership Project (3GPP).

[0004] Codebooks used within these speech and audio codecs may for instance be based on lattice structures, as described in reference “Multiple-scale leader-lattice VQ with application to LSF quantization” by A. Vasilache, B. Dumitrescu and I. Tabus, Signal Processing, 2002, vol. 82, pages 563-586. Elsevier, which is incorporated herein in its entirety by reference.

[0005] It is possible to define a lattice codebook as a union of leader classes, each of which is characterized by a leader vector. A leader vector is an n-dimensional vector (with n denoting an integer number), whose (e.g. positive) components are ordered (e.g. decreasingly). The leader class corresponding to the leader vector then consists of the leader vector and all vectors obtained through all the signed permutations of the leader vector (with some possible restrictions). It is also possible that one, some or all leader classes are respectively associated with one or more scales, and the lattice codebook is then formed as a union of scaled and/or unscaled leader classes.

[0006] An input vector may for instance be encoded (for instance in quantization) by finding the nearest neighbour codevector codevector in the codebook, i.e. the codevector codevector that has the smallest distance with respect to the input vector. An identifier of this codevector codevector (e.g. an index assigned to this codevector codevector) then may serve as an encoded representation of the input vector.

[0007] For instance, the speech or audio coding may be applied to different coding modes. As an example, quantization may be applied to a voiced, an unvoiced, a generic, a transition or a comfort noise generation (CNG) part of a signal. The CNG part uses fewer parts in general, and, consequently, fewer bits for quantization. However, for lower bitrates, the lattice based codebooks are not very efficient.

[0008] SUMMARY OF SOME EMBODIMENTS OF THE INVENTION

[0009] Although the use of structured codebooks already reduces the amount of memory and the computational complexity required for encoding an input vector, further reduction of the memory requirements and/or the computational complexity and/or enhanced quantization quality is desirable, for instance with respect to different coding modes, in particular for audio signals comprising voiced, unvoiced, generic, transition or CNG parts.

[0010] According to a first exemplary embodiment of first aspect of the invention, a method is disclosed, said method comprising determining a first quantized representation of an input vector, and determining a second quantized representation of the input vector based on a codebook depending on the first quantized representation.

[0011] According to a second exemplary embodiment of the first aspect of the invention, an apparatus is disclosed, which is configured to perform the method according to the first aspect of the invention, or which comprises means for determining a first quantized representation of an input vector, and means for determining a second quantized representation of the input vector based on a codebook depending on the first quantized representation.

[0012] According to a third exemplary embodiment of the first aspect of the invention, an apparatus is disclosed, comprising at least one processor and at least one memory including computer program code, the at least one memory and the computer program code configured to, with the at least one processor, cause the apparatus at least to perform the method according to the first aspect of the invention. The computer program code included in the memory may for instance at least partially represent software and/or firmware for the processor. Non-limiting examples of the memory are a Random-Access Memory (RAM) or a Read-Only Memory (ROM) that is accessible by the processor.

[0013] According to a fourth exemplary embodiment of the first aspect of the invention, a computer program is disclosed, comprising program code for performing the method according to the first aspect of the invention when the computer program is executed on a processor. The computer program may for instance be distributable via a network, such as for instance the Internet. The computer program may for instance be storable or encodable in a computer-readable medium. The computer program may for instance at least partially represent software and/or firmware of the processor.

[0014] According to a fifth exemplary embodiment of the first aspect of the invention, a computer-readable medium is disclosed, having a computer program according to the first aspect of the invention stored therein. The computer-readable medium may for instance be embodied as an electric, magnetic, electro-magnetic, optic or other storage medium, and may either be a removable medium or a medium that is fixedly installed in an apparatus or device. Non-limiting examples of such a computer-readable medium are a RAM or ROM. The computer-readable medium may for instance be a tangible medium, for instance a tangible storage medium. A computer-readable medium is understood to be readable by a computer, such as for instance a processor.

[0015] In the following, features and embodiments pertaining to all of these above-described aspects of the invention will be briefly summarized.

[0016] As a non-limiting example, the input vector may represent a vector comprising Line Spectral Frequencies (LSF) of an input signal, wherein this input signal may represent at least a part audio signal, e.g. a part of a voice signal or a part of a non-voice signal, wherein this audio signal may comprise voiced and/or unvoiced and/or generic and/or transition and/or CNG parts. For instance, the input signal to be quantized may represent residual data of an audio signal to be encoded.

[0017] As an example, the first quantized representation may be determined by means of a first quantization stage being performed based on a plurality of codevectors. This plurality of codevectors of the first quantization stage may represent a first stage codebook.
For instance, the first quantized representation may represent the codevector selected from the plurality of codevectors for quantizing the input vector. As another example, the first quantized representation may represent an identifier of the selected codevector, wherein this identifier may represent a codevector index. Thus, for instance, if the first quantized representation may comprise n bits, the first stage codebook may comprise a maximum of $2^n$ codevectors.

Then, a second quantized representation of the input vector is determined based on a codebook depending on the first quantized representation. For instance, it may be assumed that this second quantized representation is performed by means of a second quantization stage. This second quantization stage may perform a quantization based on a plurality of codebooks, wherein each of this plurality of codebooks comprises at least one codevector.

The codebook used for the quantization of the input vector in the second stage depends on the first quantized representation. Thus, as an example, the codebook used in the second stage may be selected from the plurality of codebooks of the second stage based on the first quantized representation of the input vector.

For instance, there may be defined a mapping between a codevector of the plurality of codevectors of the first stage and a codebook of the plurality of codebooks of the second stage. Accordingly, such a mapping may be defined for each codevector of the plurality of codevectors of the first stage and a respective codebook of the plurality of codebooks of the second stage. Thus, based on the first quantized representation of the input vector, wherein this first quantized representation may represent the codevector selected in the first stage or may represent an indicator of the codevector selected in the first stage, the codebook for performing quantization in the second stage may be selected from the plurality of codebooks of the second stage.

For instance, the codebooks of the second stage may represent lattice codebooks.

As an example, the first quantized representation of the input vector may represent a codevector index being indicative of the codevector selected in the first stage. Then, for instance, a codebook of the plurality of codebooks is selected which is associated with the codevector index of the first quantized representation. For instance, each codevector index of first stage may be associated with a corresponding codebook of the plurality of codebooks of the second stage.

Then, based on the selected codebook, a codevector of the selected codebook may be determined, e.g., based on a distortion metric. For instance, the codevector of the selected codebook may be determined for quantizing the input vector having the lowest distortion with respect to the input vector, wherein the distortion is determined based on the distortion metric. As an example, the distortion metric may represent a distance between the codevector and the input vector. For instance, a Hamming distance or an Euclidian distance or any other distance may be used.

Thus, a codevector codevector of the plurality of codevector codevectors may be determined based on the applied distortion metric, wherein this determining may for instance comprise calculating the distortion for at least one codevector of the plurality of codevectors, wherein the codevector of the at least one codevector is selected for quantization which has the lowest distortion in accordance with the determined distortion metric. For instance, said at least one codevector may represent all codevectors of the plurality of codevectors of the selected codebook or a subset of codevectors of the plurality of codevectors of the selected codebook.

According to an exemplary embodiment of the first of the invention, said determining a second quantized representation of the input vector comprises selecting a codebook of a plurality of codebooks based on the first quantized representation.

This may show the advantage that specific codebooks may be defined for the second stage, wherein each specific codebook is adapted to the quantization performed in the first stage. Thus, at least one codebook of the plurality of codebooks of the second stage may represent a specific codebook tuned for the particular residual data associated with this codebook to be encoded which may improve the coding efficiency.

According to an exemplary embodiment of the first of the invention, prior to determining the second quantized representation of the input vector, the input vector is normalized based on the first quantized representation.

For instance, said normalizing may comprise multiplying the vector components of the input vector with normalization coefficients in order to obtain a normalized representation of the input vector, wherein the normalization coefficients depend on the first quantized representation of the input vector.

The normalization is performed based on the first quantized representation. For instance, there may be defined a plurality of sets of normalization coefficients, each set of normalization coefficients comprising at least one normalization coefficient to be used for normalizing the input vector, wherein one set of normalization coefficients is selected from the plurality of sets of normalization coefficients based on the first quantized representation of the input vector.

For instance, there may be defined a mapping between a codevector of the plurality of codevectors of the first stage and a set of normalization coefficients of the plurality of sets of normalization coefficients. Accordingly, such a mapping may be defined for each codevector of the plurality of codevectors of the first stage and a respective set of normalization coefficients of the plurality of normalization coefficients. Thus, based on the first quantized representation of the input vector, wherein this first quantized representation may represent the codevector selected in the first stage or may represent an indicator of the codevector selected in the first stage, the set of normalization coefficients for performing normalization of the input vector may be selected from the plurality of sets of normalization coefficients.

As an example, if the input vector comprises n vector coefficients, a set of normalization coefficients may comprise n normalization coefficients. Then, normalization of the input vector may be performed by multiplying a vector component of the plurality of vector components of the input vector with an associated normalization coefficient of the selected set of normalization coefficients. This may be performed for each vector component of the input vector, wherein a respective vector component is multiplied with the respective normalization coefficients of the set of normalization coefficients in order to obtain a normalized representation of the input vector.

As an example, the first quantized representation of the input vector may represent a codevector index being indicative of the codevector selected in the first stage. Then, in step 310, a set of normalization coefficients of the plurality of
sets of normalization coefficients is selected which is associated with the codevector index of the first quantized representation. For instance, each codevector index of first stage may be associated with a corresponding set of normalization coefficients of the plurality of sets of normalization coefficients.

[0035] According to an exemplary embodiment of the first of the invention, said input vector comprises a plurality of vector components, and wherein said normalizing comprises multiplying at least one vector component of the input vector with a respective normalization coefficient depending on the first quantized representation.

[0036] According to an exemplary embodiment of the first of the invention, a set of normalization coefficients of a plurality of sets of normalization coefficients is selected based on the first quantized representation, wherein the respective normalization coefficient is multiplied with one of the at least one vector component of the input vector that is selected from the set of normalization coefficients.

[0037] According to an exemplary embodiment of the first of the invention, a codebook is defined by an associated set of basis codevectors and an associated at least one scale representative, wherein a codevector of the codebook is defined by a basis codevector of the associated set of basis codevectors scaled by a scale representative of the associated at least one scale representative.

[0038] Each codebook of the plurality of codebooks is defined by an associated set of basis codevectors and an associated at least one scale representative.

[0039] Each set of basis codevectors comprises at least one basis codevector. Since each set of basis codevectors is associated with at least one scale representative of a plurality of scale representatives, a codevector can be determined based on a basis codevector of a set of potential basis codevectors and a scale representative of the at least one scale representative associated with the set of potential basis codevectors, i.e. the codevector may be determined based on a basis codevector scaled by the respective scale representative. For instance, the scale representative may represent a scale value, wherein a codevector may be determined based on a multiplication of a basis codevector and the respective scale value.

[0040] For instance, at least one set of basis codevectors is associated with at least two scale representatives. Furthermore, an exemplary embodiment may be associated with at least one set of basis codevectors.

[0041] Accordingly, as an example, a codebook may comprise a set of codevectors comprising codevectors based on the plurality of sets of basis codevectors and based on the respective at least one scale value associated with a respective set of basis codevectors of the plurality of basis codevectors. This set of codevectors may comprise, for each basis codevector of each set of basis codevectors and for each of the at least one scale representative associated with a respective set of basis codevectors, a codevector based on the respective basis codevector scaled by the respective scale representative.

[0042] For instance, said sets of basis codevectors may represent leader classes, wherein each leader class comprises a different leader vector and permutations of said leader vector. Thus, said leader vector and the permutations of said leader vector may represent the basis codevectors of the respective set of basis codevectors.

[0043] The plurality of sets of basis codevectors may represent a subset of a second plurality of sets of basis codevectors. For instance, under the assumption that each set of basis codevectors represents a leader class, the plurality of leader classes may represent a subset of a second plurality of leader classes. Thus, the plurality of leader classes may be considered as a truncated plurality of leaders classes with respect to the second plurality of leader classes.

[0044] For instance, there may be provided a plurality of sets of basis codevectors, wherein each basis codevector may be associated with a plurality of sets of basis codevectors, wherein the plurality of sets of basis codevectors comprises at least one basis codevector. Each set of basis codevectors is associated with at least one basis codevector, wherein the plurality of sets of basis codevectors comprises at least one basis codevector.

[0045] As an example, a codevector $c_{i,j}$ may be determined based on a basis codevector $b_{i,j}$ and based on a scale representative $s_{i,j}$, wherein $i \in \{0, 1, \ldots, S-1\}$, $j \in \{0, 1, \ldots, B_i-1\}$, and $s_{i,j}$ is such that $s_{i,j} \in \{-1, 0, 1\}$ holds.

[0046] Each of the scale representatives $s_{i,j}$ is associated with at least one set of basis codevectors, wherein $i \in \{0, 1, \ldots, S-1\}$, $j \in \{0, 1, \ldots, B_i-1\}$ holds, and $i$ represents the length of the respective basis codevector $b_{i,j}$ and if the absolute value of the input vector is used for determining the potential codevector of a respective set of basis codevectors, the sign of each value $b_{i,j}$ at the $(r+1)$th position of the determined set of basis codevectors $b_{i,j}$ may be assigned based on the sign of the respective scale value $s_{i,j}$ at the $(r+1)$th position of the input vector $i$, before determining a codevector $c_{i,j}$ based on the scale representative $s_{i,j}$ and based on a scale representative $s_{i,j}$, as exemplarily depicted in FIG. 2e. As an example, if $i \in \{0, 1, \ldots, S-1\}$ represents the input vector, the absolute value input vector may be represented by $[|i_0|, |i_1|, \ldots, |i_{S-1}|].$

[0047] For instance, the sign of each value $b_{i,j}$ at the $(r+1)$th position of the determined basis codevector $b_{i,j}$ may be assigned based on the sign of the respective value $s_{i,j}$ at the $(r+1)$th position of the input vector, respectively, wherein is may hold if the parity of the basis codevectors $b_{i,j}$ of the set of basis codevectors $b_{i}$ is $0$. As another example, if the parity of the basis codevectors $b_{i,j}$ of the set of basis codevectors $b_{i}$ is $1$, the signs of the values $b_{i,j}$ of the potential basis codevector $b_{i,j}$ may be assigned corresponding to the signs of the values of the input vector at the same position in the vector, respectively, and if there are not an odd number of negative components, the value $b_{i,j}$ in the potential basis codevector having the lowest non-null absolute value may change its sign. Or, as another example, if the parity of the basis codevectors $b_{i,j}$ of the set of basis codevectors $b_{i}$ is $1$, the signs of the values $b_{i,j}$ of the potential basis codevector $b_{i,j}$ may be assigned corresponding to the signs of the values of the input vector at the same position in the vector, respectively. If there are not an even number of negative components, then the value $b_{i,j}$ in the potential basis codevector having the lowest non-null absolute value may change its sign.

[0048] As a non-limiting example, a codevector $c_{i,j}$ may be determined based on a basis codevector $b_{i,j}$ and based on a scale representative $s_{i,j}$, wherein $i \in \{0, 1, \ldots, S-1\}$, $j \in \{0, 1, \ldots, B_i-1\}$ holds, and $i$ represents the length of the respective basis codevector $b_{i,j}$ and if the absolute value of the input vector is used for determining the potential codevector of a respective set of basis codevectors.
codevectors. For instance, as a non-limiting example this respective at least one set of basis codevectors may be represented by the set of basis codevectors \( \mathbf{b}_n \) with \( n \in \{0, 1, \ldots, n_l - 1\} \), wherein \( n_l \) may represent the number of sets of basis codevectors associated with the respective scale representative \( s_n \) wherein \( 0 < n < X \) holds. Based on this linkage between a respective scale representative \( s_n \) and the associated at least one set of basis codevectors \( \mathbf{b}_n \) with \( n \in \{0, 1, \ldots, n_l - 1\} \), the associated at least one set of codevectors \( \mathbf{c}_n \), with \( n \in \{0, 1, \ldots, n_l - 1\} \) and \( \mathbf{c} \in \{0, 1, \ldots, B - 1\} \) and \( n \in \{0, 1, \ldots, S - 1\} \), can be determined.

Thus, as an example, a codebook structure of the above mentioned codebook may be defined by the plurality of scale representatives \( s_n \) the plurality of sets of basis codevectors \( \mathbf{b}_n \), and the linkage between each scale representative with the associated at least one set of basis codevectors.

Since at least one set of basis codevectors, e.g. at least the set of basis codevectors \( \mathbf{b}_n \), is associated with at least two scale representatives, the same set of basis codevectors can be used to construct codevectors of the at least one set of codevectors associated with a first scale representative and to construct codevectors of the at least one set of codevectors associated with at least one further scale representative.

According to an exemplary embodiment of the first of the invention, said input vector at least partially represents at least one of a video, image, audio and speech signal.

Thus, said leader vector and the permutations of said leader vector may represent the basis codevectors of the respective set of basis codevectors.

According to a first exemplary embodiment of second aspect of the invention, a method is disclosed, said method comprising selecting a codebook of a plurality of codebooks based on a first quantized representation of a vector, and dequantizing a second quantized representation of the vector based on the selected codebook.

According to a second exemplary embodiment of the second aspect of the invention, an apparatus is disclosed, which is configured to perform the method according to the second aspect of the invention, or which comprises means for selecting a codebook of a plurality of codebooks based on a first quantized representation of a vector, and means for dequantizing a second quantized representation of the vector based on the selected codebook.

According to a third exemplary embodiment of the second aspect of the invention, an apparatus is disclosed, comprising at least one processor and at least one memory including computer program code, the at least one memory and the computer program code configured to, with the at least one processor, cause the apparatus at least to perform the method according to the second aspect of the invention. The computer program code included in the memory may for instance at least partially represent software and/or firmware for the processor. Non-limiting examples of the memory are a Random-Access Memory (RAM) or a Read-Only Memory (ROM) that is accessible by the processor.

According to a fourth exemplary embodiment of the second aspect of the invention, a computer program is disclosed, comprising program code for performing the method according to the second aspect of the invention when the computer program is executed on a processor. The computer program may for instance be distributable via a network, such as for instance the Internet. The computer program may for instance be storable or encodable in a computer-readable medium. The computer program may for instance at least partially represent software and/or firmware of the processor.

According to a fifth exemplary embodiment of the second aspect of the invention, a computer-readable medium is disclosed, having a computer program according to the second aspect of the invention stored thereon. The computer-readable medium may for instance be embodied as an electric, magnetic, electro-magnetic, optic or other storage medium, and may either be a removable medium or a medium that is ixably installed in an apparatus or device. Non-limiting examples of such a computer-readable medium are a RAM or ROM. The computer-readable medium may for instance be a tangible medium, for instance a tangible storage medium. A computer-readable medium is understood to be readable by a computer, such as for instance a processor.

For instance, this method according to the second aspect of the invention may be used for dequantizing the input vector quantized by any of the embodiments of the first aspect of the invention.

A codebook of a plurality of codebooks is selected based on a first quantized representation of a vector. This first quantized representation may represent any of the first quantized representations of the input vector described with respect to the first aspect of the invention. This selection of a codebook may be performed as described with respect to the first aspect of the invention.

For instance, the plurality of codebooks represent the plurality of codebooks used in the first aspect of the invention, wherein the first quantized representation indicates the codebook which is used for the second stage quantization in the first aspect of the invention.

Then, a second quantized representation of the vector is dequantized based on the selected codebook. This second quantized representation may represent any of the second quantized representations of the input vector described with respect to the first aspect of the invention.

Thus, a reverse quantization of the second stage quantization of the first aspect of the invention can be performed in accordance with the selected codebook. Accordingly, all explanations given with respect to the second stage quantization in the first aspect of the invention also hold for the dequantization of the second aspect of the invention.

The dequantized second quantized representation of the vector may then correspond to the input vector of the first aspect of the invention.

According to an exemplary embodiment of the second aspect of the invention, a normalization representation based on the first quantized representation of the vector is determined (or selected) and a normalization of the vector based on the normalization representation is reversed.

If a normalization of the input vector has been performed in the first aspect of the invention, the second aspect may comprise reversing this normalization by selected a normalization representation based on the first quantized representation.

For instance, said input vector may comprise a plurality of vector components, and said reverse normalization may comprise dividing at least one vector component of the dequantized input vector with a respective normalization coefficient depending on the first quantized representation.

As an example, a set of normalization coefficients may be selected from a plurality of sets of normalization coefficients based on the first quantized representations, as described with respect to the first aspect of the invention, and
wherein the respective normalization coefficient to be divided with respect to one of the at least one vector component of the dequantized input vector is from the selected set of normalization coefficients.

[0069] For instance, any explanations presented with respect to the first aspect of the invention may also hold for the second aspect of the invention.

[0070] According to a first exemplary embodiment of third aspect of the invention, a method is disclosed, said method comprising grouping a plurality of vector components of an input vector into at least two groups of vector components in accordance with a rule based on the vector components, wherein each group of the at least two groups of vector components comprises at least one vector component of the plurality of vector components, and determining, for at least one of the at least two groups of vector components, a quantized representation of the respective group of vector components based on a codebook associated with the group of vector components.

[0071] According to a second exemplary embodiment of the third aspect of the invention, an apparatus is disclosed, which is configured to perform the method according to the third aspect of the invention, or which comprises means for grouping a plurality of vector components of an input vector into at least two groups of vector components in accordance with a rule based on the vector components, wherein each group of the at least two groups of vector components comprises at least one vector component of the plurality of vector components, and means for determining, for at least one of the at least two groups of vector components, a quantized representation of the respective group of vector components based on a codebook associated with the group of vector components.

[0072] According to a third exemplary embodiment of the third aspect of the invention, an apparatus is disclosed, comprising at least one processor and at least one memory including computer program code, the at least one memory and the computer program code configured to, with the at least one processor, cause the apparatus at least to perform the method according to the third aspect of the invention. The computer program code included in the memory may for instance at least partially represent software and/or firmware for the processor. Non-limiting examples of the memory are a Random-Access Memory (RAM) or a Read-Only Memory (ROM) that is accessible by the processor.

[0073] According to a fourth exemplary embodiment of the third aspect of the invention, a computer program is disclosed, comprising program code for performing the method according to the third aspect of the invention when the computer program is executed on a processor. The computer program may for instance be distributable via a network, such as for instance the Internet. The computer program may for instance be storable or encodable in a computer-readable medium. The computer program may for instance at least partially represent software and/or firmware of the processor.

[0074] According to a fifth exemplary embodiment of the third aspect of the invention, a computer-readable medium is disclosed, having a computer program according to the third aspect of the invention stored thereon. The computer-readable medium may for instance be embodied as an electric, magnetic, electro-magnetic, optic or other storage medium, and may either be a removable medium or a medium that is fixedly installed in an apparatus or device. Non-limiting examples of such a computer-readable medium are a RAM or ROM. The computer-readable medium may for instance be a tangible medium, for instance a tangible storage medium. A computer-readable medium is understood to be readable by a computer, such as for instance a processor.

[0075] The input vector comprises a plurality of vector components. As a non-limiting example, the input vector may represent a vector comprising Line Spectral Frequencies (LSF) of an input signal, wherein this input signal may represent at least a part audio signal, e.g. a part of a voice signal or a part of a non-voice signal, wherein this audio signal may comprise voiced and/or unvoiced and/or generic and/or transition and/or CNG parts. For instance, the input signal to be quantized may represent residual data of an audio signal to be encoded, e.g. a residual of a Line Spectral Frequency (LSF) vector.

[0076] As an example, the input vector may be defined as vector i=[i₀, i₁, ..., iₖ] comprising k vector components iₙ with xε{0, 1, ..., k-1}. It has to be understood that other representations may be used as well.

[0077] Then, said plurality of vector components of the input vector are grouped into at least two groups of vector components in accordance with a rule based on the vector components.

[0078] As an example, it may be defined that each group of the at least two groups of vector components comprises a predefined number of vector components. For instance, each vector component of the plurality of vector components may be associated with a respective group of the at least two groups of vector components, i.e., the vector components of the at least two groups of vector components represent the plurality of vector components, or, as another example, the vector components of the at least two groups of vector components may represent a subset of vector components of the plurality of vector components.

[0079] As an example, said rule may represent a rule based on energy values associated with the vector components. For instance, said rule may specify that the vector components of each of the at least two groups of vector components must fulfill a predefined energy characteristic. As an example, this rule may define that vector components of a group of the at least two groups of vector components may have similar energy values, and/or, for instance, said rule may specify that a first group of the at least two groups of vector components, this first group comprising 1<ₖ vector components, comprises the l₁ most or least energetic vector components of the plurality of vector components, whereas the remaining k-1 vector components of the plurality of vector components are associated with the remaining at least one group of the at least two groups of vector components not representing the first group of vector components.

[0080] As an example, the energy value associated with a respective vector component may for instance represent the energy value of the respective vector component, or a value being proportional to the energy value of the respective vector component, or an energy value representing the energy value of the respective vector component weighted with a weighting factor associated with this vector component, or a value being proportional to the energy value representing the energy value of the respective vector component weighted with a weighting factor associated with this vector component, or the energy rank of the respective vector component with respect to the energy ranks of the remaining vector components of the plurality of vector components. For instance, the vector component being associated with the
lowest energy value of the plurality of vector components may be associated with the lowest energy rank, e.g. rank=1 or rank=k, and the vector component being associated with the highest energy value of the plurality of vector component may be associated with the highest energy rank, e.g. rank=k or rank=1. Thus, the energy rank of a vector component may indicate the position of the respective vector component with regard to its energy compared to energy of all other remaining vector components of the plurality of vector components.

The energy value \( e_i \) of a vector component \( i \), with \( x \in \{0, 1, \ldots, k-1\} \) may for instance be calculated based on
\[
e_i = \sqrt{w_i^2} / 2.
\]
or based on any other well-suited definition of an energy value.

If a vector component \( i \), with \( x \in \{0, 1, \ldots, k-1\} \) is weighted with a corresponding weighting factor \( w_i \), then the energy value weighted with the corresponding weighting factor might for instance be calculated based on
\[
e_i = w_i / 2.
\]

For instance, the grouping said plurality of vector components into at least two groups of vector components may comprise an initialisation by an initial defining said at least two groups of vector components, wherein each of group of said at least two groups of vector components comprises at least one vector component of the plurality of vector components in accordance with an initial mapping of vector components of the plurality of vector components of the input vector to the at least two groups of vector components, and wherein vector components of different groups of the at least two groups of vector components are swapped between the different groups so long until the rule based on energy values associated with the vector components is fulfilled, i.e., until the vector components of each group of the at least two groups of vector components fulfill this rule. For instance, said initial mapping may be performed in a same way for a plurality of input vectors and thus the initial mapping may be the same for a plurality of input vectors. As an example, an initial mapping scheme may be determined based on the average energy of vector components in a training set and afterwards this initial mapping scheme is used for the above mentioned initial mapping of vector components of the plurality of vector components of the input vector to the at least two groups of vector components for a plurality of input vectors.

Or, as another example, said initial mapping of vector components of the plurality of vector components of the input vector to the at least two groups of vector components may be performed in a way that the vector components are mapped to the at least two groups of vector components in accordance with the rule based on energy values associated with the vector components. Thus, the mapping algorithm may consider the rule when mapping the vector components of the plurality of vector components to the at least two groups of vector components.

After the grouping has been performed, the vector components of each group of the at least two groups of vector components fulfill the rule based on energy values associated with the vector components of the plurality of vector components.

Then, for each group of at least one group of the at least two groups of vector components a quantized representation of the respective group of vector components is determined based on a codebook associated with the respective group of vector components. Accordingly, at least one quantized representation of at least one group of vector components is determined, wherein each of the at least one quantized representation of the at least one group of vector components is associated with a corresponding group of vector components of the at least one group of vector components. For instance, each group of the at least two groups vector components may be quantized.

For instance, the same codebook may be used for quantizing each of the at least one group of vector components.

Or, as another example, a codebook used for quantizing a group of vector components of the at least one group of vector components to be quantized may be chosen from a plurality of codebooks depending on the codevectors of the respective group of vector components. Thus, for instance, a group of vector components comprising vector components being associated with lower/low energy values may be quantized based on a codebook optimized for low energy vector components, whereas a group of vector components comprising vector component being associated with higher/high energy values (e.g. higher energy values as the group of vector components comprising vector components being associated with lower/low energy values) may be quantized based on a codebook optimized for high energy vector components. Accordingly, for instance, a well-suited codebook for quantizing a respective group of at least one group of vector components to be quantized may be selected. Thus, as an example, due to fulfillment of the rule based on energy values associated with the vector components of the at least two groups of vector components the specific energy characteristic of a respective group of vector components may be used for selecting a respective codebook of the plurality of codebooks, wherein codebooks of the plurality of codebooks may be optimized for different energy characteristics of vector components.

For instance, each of the at least one group of the at least two groups to be encoded may be encoded by applying the two-stage quantization in accordance with the first aspect of the invention.

The at least one quantized representation of the at least one group of codevectors of the at least two groups of codevectors obtained may be considered as a second quantized representation of the input vector in accordance with the first aspect of the invention.

According to an exemplary embodiment of the third aspect of the invention, said rule is one of a rule based on energy values associated with the vector components and a rule based on a predefined norm associated with the vector components.

For instance, if the rule represents the rule based on a predefined norm associated with the vector components this rule may define that vector components of a group of the at least two groups of vector components may fulfill a specific norm or are in predefined range based on the specific norm, wherein this norm for instance may represent a respective Lp-norm of a corresponding Lp-space, wherein p=1 holds or any other well-suited norm.

For instance, the rule may define that a specific norm applied to the vector components of a first group of the at least two groups of vector components is within first predefined range, and that the specific norm applied to the vector components of a second group of the at least two groups of vector
coefficients is within a second predefined range, and so on, wherein the first and second predefined range differ from each other.

As an example, the at least two groups of vector components represent n groups of vector components $g_i$ with $i \in \{1, 2, \ldots, n\}$ and $n \geq 2$, wherein an xth group $g_x$ of the at least two groups of vector components comprises 1 vector coefficients of the plurality of vector coefficients of the input vector, wherein said rule specifies that the specific norm of the 1 vector coefficients of an xth group $g_x$ is within a predefined range $r_x$ associated with this xth group $g_x$. Thus, a plurality of x ranges $r_x$ may be defined, wherein each range $r_x$ associated with a respective xth group $g_x$ may represent a different range.

For instance, if the specific norm represents the $l_p$ norm, and the 1 vector coefficients of an xth group $g_x$ may be denoted as $g_{x,0}, g_{x,1}, \ldots, g_{x,n-1}$, this norm may be calculated for the 1 vector coefficients of an xth group $g_x$ as follows:

$$\left(\sum_{j=0}^{n-1} |g_{x,j}|^p \right)^{\frac{1}{p}}$$

For instance, an $l_1$ norm (i.e., $p=1$) may be used, or an $l_2$ norm (i.e., $p=2$) may be used, or any other well-suited norm.

According to an exemplary embodiment of the third aspect of the invention, said rule specifies that the vector coefficients of each of the at least two groups of vector components must fulfill a predefined energy characteristic.

As an example, this rule may define that vector coefficients of a group of the at least two groups of vector components may have similar energy values, and/or, for instance, said rule may specify that a first group of the at least two groups of vector components, this first group comprising $l_1 \leq k$ vector components, comprises the $l_1$ most or less energetic vector components of the plurality of vector components, whereas the remaining $k-l_1$ vector components of the plurality of vector components are associated with the remaining at least one group of the at least two groups of vector components not representing the first group of vector components.

Thus, any well-suited predefined energy characteristic which depends on the energy values of the vector components may be used. For instance, in accordance with his rule, the coefficients of each group of the at least two groups of energy values fulfill the specific energy characteristic, wherein each group of the at least two groups of vector components may be associated with a respective energy characteristic of a plurality of (e.g. different) energy characteristics.

For instance, the order of the vector coefficients within a respective group of the at least two groups may be irrelevant for the applied rule.

According to an exemplary embodiment of the third aspect of the invention, said rule specifies that an energy value associated with a respective vector component of each vector component of a first group of the at least two groups of vector components is higher than an energy value associated with a respective vector component of each vector component of each group of the remaining groups of the at least two groups of vector components.

For instance, it may be assumed that the said rule may specify that a first group of the at least two groups of vector components comprises the $l_1$ most energetic vector components (or the $l_1$ less energetic vector components) of the plurality of vector components, whereas the remaining $k-l_1$ vector components of the plurality of vector components are associated with the remaining at least one group of the at least two groups of vector components not representing the first group of vector components. Furthermore, is an example, in accordance with this rule, a second group of the at least two groups of vector components may comprise the $l_2$ most energetic vector components (or the $l_2$ less energetic vector components) of the remaining $k-l_1$ vector components of the plurality of vector components.

According to an exemplary embodiment of the third aspect of the invention, the at least two groups of vector components represent n groups of vector components $g_i$ with $i \in \{1, 2, \ldots, n\}$ and $n \geq 2$, wherein an xth group $g_x$ of the at least two groups of vector components comprises 1 vector coefficients of the plurality of vector coefficients of the input vector, wherein said rule specifies that the 1 vector coefficients of an xth group $g_x$ represent the

$$\left(\sum_{j=1}^{n} l_j \right) + 1$$

most energetic (or less energetic) vector coefficients of the plurality of vector coefficients.

According to an exemplary embodiment of the third aspect of the invention, said grouping said plurality of vector coefficients of the input vector into at least two groups of vector components comprises: splitting the input vector into at least two groups of vector components, and swapping a vector component of a first group of the at least two groups of vector components for a vector component of a second group of the at least two groups of vector components until each group of the at least two groups of vector coefficients fulfills the rule.

For instance, it may be assumed without any limitations that the input vector represents a vector comprising k vector components, wherein this vector is split into groups $g_1$ and $g_2$ of vector components:

$$l = \begin{pmatrix} l_0 & \ldots & l_{n-2} & l_{n-1} & l_1 & l_2 & \ldots & l_{n-2} \end{pmatrix}$$

Then it may be checked whether each group of the at least two groups of vector components fulfills the rule.

If each of the at least two groups fulfills the rule then there is no need for rearranging vector coefficients between different groups of the at least two groups of vector coefficients and the at least two groups obtained by splitting can be used for determining said quantized representation of at least one group of the at least two groups of vector components.

For instance, it may be determined that at least one group of the at least one group does not fulfill the rule it may be proceeded with swapping a vector component of a first group of the at least two groups for a vector component of a second group of the at least two groups of vector components.
For instance, this swapping may be performed in a way such that the first group and the respective vector coefficient of the first group to be swapped and that the corresponding second group and the respective vector coefficient of the second group to be swapped are chosen based on the rule, such that after the swapping the rule is fulfilled, or, if more than one couple of coefficients has to be swapped in order to fulfill the rule, that the selected vector coefficient of the selected first group and the selected vector coefficient of the selected second group represent one couple of coefficients of the more than one couple of coefficients to be swapped in order to fulfill the rule.

As an example, it may be necessary to swap $i_{i-1}$ of the first group of vector coefficients $g_i$, for $i_1$, of the second group of vector coefficients, wherein this swapping may result in rearranged groups of vector coefficients as follows:

$$ i' = \begin{pmatrix} h_0 & h_{-2} & h_{-4} & h_{-1} & \ldots & h_{t_1+1} & \ldots & h_{t_2+1} \\ e_1 & e_2 & & & & & & \end{pmatrix} $$

Thus, as an example, each group of at least two groups of vector coefficients may be associated with fixed positions of vector $i$ of the input vector, wherein said swapping may be performed by exchanging the positions of the vector coefficients to be swapped in vector $i$, wherein vector $i'$ may represent the vector of the input vector after the swapping.

Then, it may be checked whether each group of the at least two groups of vector coefficients fulfills the rule. If no, then the method once again may proceed with swapping two vector coefficients of different groups for each other in accordance with the rule to be fulfilled. Accordingly, said swapping may be performed until the rule is fulfilled.

According to an exemplary embodiment of the third aspect of the invention, said swapping a vector component of the first subvector for a vector component of the second subvector comprises: determining a first vector component of a first group of vector component, wherein the first vector component does not fulfill the rule, determining a second vector component of a second group of vector components, wherein the first group of vector components would fulfill the rule when the first vector component of the first group of vector components is swapped for the second vector component of the second group of vector components, and swapping the first vector component of the first subvector for the second vector component of the second subvector.

According to an exemplary embodiment of the third aspect of the invention, information being configured to determine the input vector comprising the plurality of vector components based on the at least two groups of vector components is determined.

For instance, said information may comprise information on the optional swapping performed between the vector components of different groups of at least two groups of vector components. Accordingly, as an example, at a receiver said swapping may be done in a reverse order in order to obtain the initial two groups of at least two groups of vector components, which may not fulfill the rule but which can be used to reconstruct the input vector. For instance, defining said initial at least two groups of vector components based on the plurality of vector components may be performed in a predefined manner, wherein this predefined manner may be known to the receiver.

This information being configured to determine the input vector comprising the plurality of vector components based on the at least two groups of vector components may be included as additional information in said second quantized representation of the input vector.

Or, as another example, if the initial mapping of vector components of the plurality of vector components of the input vector to the at least two groups of vector components in the third aspect has been performed in a way that the vector components are mapped to the at least two groups of vector components in accordance with the rule based on energy values associated with the vector components (i.e., without said swapping), the information configured to determine the input vector comprising the plurality of vector components based on the at least two dequantized groups of vector components may be indicative of this mapping.

For instance, the grouping mentioned above may be considered as a grouping without using the grouping of a preceding input vector, since information on the grouping of a preceding input vector into at least two groups of vector components may not be considered for grouping the input vector into at least two groups of vector components.

According to an exemplary embodiment of the third aspect of the invention, said grouping the plurality of vector components of an input vector is performed based on a grouping of plurality vector components of a preceding input vector.

For instance, if the present input vector represents an $n$-th input vector, said preceding input vector may represent the $n-1$ input vector. It is assumed, a grouping of the plurality of vector components of the preceding input vector has been performed in accordance with the third aspect of the invention.

As an example, said grouping of the present input vector may be initially performed in a same way as the grouping performed with respect to the preceding input vector. Then, it may be checked whether the rule is fulfilled.

If the rule is fulfilled, this grouping of the present input vector is performed in the same way as in the preceding input vector, i.e., no changes may be performed with respect to the initial grouping. Thus, for example, no additional information on this grouping must be transmitted, e.g., said above-mentioned information being configured to determine the input vector comprising the plurality of vector components based on the at least two groups of vector components, since the receiver can use the same degrouping for the present input vector as for the preceding input vector. For instance, said absence of transmitting additional information on this grouping may include transmitted said information being configured to determine the present input vector, wherein this information may indicate that no change of the swapping is performed.

If the rule is not fulfilled, for instance, based on the initially performed grouping into said at least two groups of vector components vector components between two different groups of vector components of said initially grouped at least two groups of vector components are swapped for each other until the rule is fulfilled. Then, as an example, only the information on this swapping performed on vector components of said initially grouped at least two groups of vector component may be transmitted as said above-mentioned information.
being configured to determine the input vector comprising the plurality of vector components based on the at least two groups of vector components, since the receiver can use the initially grouping of said preceding input vector and then can perform said further grouping based on the information being configured to determine the present input vector.

[0124] Thus, said information being configured to determine the present input vector may be considered as a differential grouping information being indicative of changes in the grouping of the at least two groups of vector components of the present input vector with respect to the grouping of the at least two groups of vector components of the preceding input vector.

[0125] For instance, if said grouping of the at least two groups of vector components of the preceding input vector comprises at least one swap between a pair of vector components between two different groups of vector components, then said least one swap may be performed in order to initially group the at least two groups of vector components of the present input vector. If the rule is not fulfilled, said at least one swap may be swapped back with respect to the at least two groups of vector components of the present input vector, and it may be determined at least one new swap between vector components of back-swapped at least two different groups of vector components in order to obey the rule, where each such swap of the at least one new swap may swap a vector component of a first group of vector components for a vector component of a second group of vector components.

[0126] Furthermore, it may be checked whether it is superior to transmit the differential grouping information being indicative of changes in the grouping of the at least two groups of vector components of the present input vector with respect to the grouping of the at least two groups of vector components of the preceding input vector or to transmit information being configured to determine the input vector comprising the plurality of vector components based on the at least two groups of vector components is determined being independent from the grouping of a preceding vector, which may be denoted as absolute grouping information.

[0127] For instance, the bits needed for coding of the differential grouping information may be compared with the bits needed for coding the absolute grouping information and it is selected the one which needs less bits for coding as information being configured to determine the input vector comprising the plurality of vector components. Furthermore, for instance, side information concerning the type of grouping, i.e., differential grouping or absolute grouping, might be transmitted.

[0128] According to an exemplary embodiment of the third aspect of the inventions, said grouping of the input vector in at least two groups of vector components based on the grouping performed with respect to the preceding input vector may be performed as a first grouping resulting in at least two first groups of vector components and said grouping of the input vector in at least two groups of vector components without using the grouping of the preceding input vector may be performed as a second grouping resulting in at least two second groups of vector components.

[0129] I.e., both the at least two first groups of vector components and the at least two second groups of vector components fulfill the rule, but may differ from each other due to the different grouping applied to the vector components. Then, as an example, a first quantized representation may be determined for each of the at least two first groups of vector components, as mentioned above, and a second quantized representation may be determined for each of the at least two second groups of vector components, as mentioned above, and then it may be checked whether the first quantized representations provide less distortion with respect to the input vector than the second quantized representations. If yes, the first grouping is selected and the first quantized representations of the at least two first groups of vector components are selected as quantized representations of the group of vector components. If no, the second grouping is selected and the second quantized representations of the at least two second groups of vector components are selected as quantized representations of the group of vector components.

[0130] Furthermore, for instance, said information being configured to determine the present input vector may be provided and/or transmitted to a receiver, as mentioned above with respect any of the embodiments, wherein this information being configured to determine represents the information corresponding to the selected grouping.

[0131] According to an exemplary embodiment of the third aspect of the invention, wherein said determining, for at least one of the at least two groups of vector components, a quantized representation of the respective group of vector components based on a codebook associated with the group of vector components is performed for each of the at least one of the at least two groups of vector components in accordance with the first aspect of the invention, wherein the input vector of the first aspect of the invention represents the respective group of vector components of the at least one of the at least two groups of vector components to be quantized.

[0132] According to an exemplary embodiment of the third aspect of the invention, said aspect forms part of a Third Generation Partnership Project speech and/or audio codec, in particular an Enhanced Voice Service codec.

[0133] According to an exemplary embodiment of the third aspect of the invention, the input vector represents a first input vector, wherein said at least one memory and said computer program code configured to, with said at least one processor, cause said apparatus further to perform: grouping a plurality of vector components of a second input vector into at least two groups of vector components in accordance with the grouping performed on the plurality of vector components of the first input vector, and determining, for at least one of the at least two groups of vector components associated with the second input vector, a quantized representation of the respective group of vector components based on a codebook associated with the group of vector components.

[0134] Accordingly, the vector components of the second input vector are grouped on the at least two groups of vector components associated with the second input vector in a same way as the grouping of the vector components of the first input vector on vector components on the at least two groups of vector components associated with the first input vector, i.e., the mapping of the vector components of the first input vector on the vector components on the at least two groups of vector components associated with the first input vector is used for mapping the vector components of the second input vector on vector components of the at least two groups of vector components associated with the second input vector.

[0135] For instance, this mapping may represent said initial mapping of vector components of the plurality of vector components of the first input vector to the at least two groups of vector components associated with the first input vector which is performed in a way that the vector components are
mapped to the at least two groups of vector components in accordance with the rule based on energy values associated with the vector components, i.e., this initial mapping algorithm may consider the rule when mapping the vector components of the plurality of vector components to the at least two groups of vector components.

[0136] Or, for instance, said mapping may represent said initial mapping and, if performed, said at least one swap between a vector component of a first group of the at least two groups of vector components for a vector component of a second group of the at least two groups of vector components.

[0137] Thus, the information configured to determine the first input vector comprising the plurality of vector components based on the at least two groups of vector components associated with the first input vector may also be used for determining the second input vector comprising the plurality of vector components based on the at least two groups of vector components associated with the second input vector. Furthermore, it may be not necessary to transmit this information with respect to the second input vector since the grouping remains unchanged with respect to the first input vector and the receiver can use the grouping of the first input vector.

[0138] Afterwards, the at least two further groups of vector components are quantized as described with respect to at least two groups of vector components associated with the first input vector.

[0139] For instance, the second input vector may represent the input vector directly succeeding the first input vector. As an example, the grouping scheme applied to the first input vector may be stored and may be applied for at least one succeeding input vector in order to group each of this at least one succeeding input vector on respective at least two further groups of vector components, wherein said at least two further groups of vector components are quantized as explained with respect to the at least two groups of vector components associated with the first input vector. For instance, this may be performed if there exists a correlation between succeeding input vectors.

[0140] According to a first exemplary embodiment of a fourth aspect of the invention, a method is disclosed, said method comprising dequantizing each quantized representation of a group of vector components of at least two groups of vector components, wherein dequantization for a respective quantized group of vector components is performed based on a codebook associated with the respective quantized group of vector components, determining a vector comprising a plurality of vector components based on the at least two dequantized groups of vector components and based on information being configured to determine the vector comprising the plurality of vector components based on the at least two dequantized groups of vector components.

[0141] According to a second exemplary embodiment of the fourth aspect of the invention, an apparatus is disclosed, which is configured to perform the method according to the fourth aspect of the invention, or which comprises means for dequantizing each quantized representation of a group of vector components of at least two groups of vector components, wherein dequantization for a respective quantized group of vector components is performed based on a codebook associated with the respective quantized group of vector components, means for determining a vector comprising a plurality of vector components based on the at least two dequantized groups of vector components and based on information being configured to determine the vector comprising the plurality of vector components based on the at least two dequantized groups of vector components.
to determine the input vector comprising the plurality of vector components based on the at least two dequantized groups of vector components described in the third aspect of the invention may for instance be received at a receiver together with at least two dequantized groups of vector components.

[0149] For instance, if the initial mapping of vector components of the plurality of vector components of the input vector to the at least two groups of vector components in the third aspect has been performed in a way that the vector components are mapped to the at least two groups of vector components in accordance with the rule based on energy values associated with the vector components, the information configured to determine the (input) vector comprising a plurality of vector components based on the at least two dequantized groups of vector components may be indicative of this mapping and, in accordance with the fourth aspect of the invention, the vector is obtained by performing a corresponding reverse mapping of vector coefficients of the at least two dequantized groups of vector coefficients to vector.

[0150] For instance, any explanations presented with respect to the third aspect of the invention may also hold for the fourth aspect of the invention.

[0151] According to an exemplary embodiment of the fourth aspect of the invention, said information being configured to determine the vector comprising the plurality of vector components based on the at least two dequantized groups of vector components comprises information on swapping performed between vector components of different groups of the at least two groups of vector components, the method comprising performing a re-swapping of vector components of different groups of the at least two dequantized groups of vector components in accordance with the information.

[0152] For instance, the fourth aspect of the invention may comprise a re-swapping of vector components between different groups of the at least two dequantized groups of vector components. As an example, the information may comprise information on swapping performed between vector components of different groups of the at least two groups of vector components, e.g., this information may comprise information on each swap performed by one of the embodiments of the third aspect of the invention defining a vector component of a first group of the at least two groups of vector components for a vector component of a second group of the at least two groups of vector component. Thus, as an example, based on the information comprising information on swapping performed between vector components of different groups of the at least two groups of vector components, the swaps performed by the third aspect of the invention may be undone with respect to the at least two dequantized groups of vector components until the at least two dequantized groups of vector coefficients correspond to the initial at least two groups of vector components of the third aspect of the invention before the swapping has been performed. Then, based on these at least two dequantized groups of vector coefficients the first representation of the input vector can be obtained, e.g., by merging the at least two dequantized groups of vector coefficients together in order to undo the splitting of the plurality of vector components of the input vector performed at the third aspect of the invention.

[0153] For instance, if no swapping was necessary in the third aspect of the invention then this may for instance be indicated by the information being configured to determine the vector comprising the plurality of vector components based on the at least two dequantized groups of vector components and the at least two dequantized groups of vector coefficients may for instance be merged without any swap together for obtaining the input vector of the third aspect of the invention.

[0154] According to an exemplary embodiment of the fourth aspect of the invention, said dequantizing each quantized representation of a group of vector components of at least two groups of vector components is performed for each quantized representation of a group of vector components of at least two groups of vector components in accordance with one of the embodiments of the second aspect of the invention, wherein a respective quantized representation of a group of vector components comprises a first quantized representation of the respective group of vector components and a second quantized representation of the respective group of vector components.

[0155] According to an exemplary embodiment of the third aspect of the invention, said determining a representation of a vector based on the at least two dequantized groups of vector components based on information being configured to determine the vector comprising a plurality of vector components based on the at least two quantized groups of vector components is performed based on information being configured to determine a preceding vector comprising a plurality of vector components based on at least two quantized groups of vector components of the preceding vector.

[0156] For instance, said vector may be considered to represent a present vector, wherein the information being configured to determine the (present) vector may represent the above-mentioned differential grouping information being indicative of changes in the grouping of the at least two groups of vector components of the present input vector with respect to the grouping of the at least two groups of vector components of the preceding input vector.

[0157] As an example, the same re-swapping may be performed with respect to the at least two dequantized groups of vector components of the present input vector is performed as for the re-swapping of the at least two dequantized groups of vector components of the preceding input vector. Accordingly, information being configured to determine a preceding vector comprising a plurality of vector components based on at least two quantized groups of vector components of the preceding vector is used for performing said re-swapping with respect to the present vector, wherein this re-swapping may represent in initially re-swapping.

[0158] Furthermore, if the information being configured to determine the present vector comprising a plurality of vector components based on the at least two quantized groups of vector components indicates that a further change of grouping (e.g., at least one swap) between at least two vector components of said at least two initially re-swapped groups of vector components of the present input vector is to be performed, said further grouping is performed in order to obtain the at least two dequantized groups of vector components in accordance with the representation of the present vector.

[0159] According to an exemplary embodiment of the fourth aspect of the invention, the vector represents a first vector, and wherein each quantized representation of a group of vector components of at least two further groups of vector components are dequantized, wherein dequantization for a respective quantized group of vector components is performed based on a codebook associated with the respective further quantized group of vector components, and a repre-
sentation of a second vector is determined based on the at least two further dequantized groups of vector components based on the information being configured to determine the first vector comprising a plurality of vector components based on the at least two dequantized groups of vector components.

[0160] Said dequantization for a respective quantized group of vector components of said at least two further groups of vector components is performed as described with respect to the dequantization of the groups of vector components associated with the first vector.

[0161] When determining the representation of the second vector based on the at least two further dequantized groups of vector components the same information can be used as for the first vector, since it is assumed that grouping the plurality of vector components of the second (input) vector into at least two groups of vector components associated with the second (input) vector has been performed in accordance with the grouping performed on the plurality of vector components of the first (input) vector.

[0162] Thus, as an example, no additional information on the grouping of vector coefficients of the second vector on the at least two further groups of vector coefficients is necessary as the information being configured to determine the first vector comprising a plurality of vector components can be used in the same manner for determining the second vector based on the at least two further groups of vector components.

[0163] Other features of all aspects of the invention will be apparent from and elucidated with reference to the detailed description of embodiments of the invention presented hereinafter in conjunction with the accompanying drawings. It is to be understood, however, that the drawings are designed solely for purposes of illustration and not as a definition of the limits of the invention, for which reference should be made to the appended claims. It should further be understood that the drawings are not drawn to scale and that they are merely intended to conceptually illustrate the structures and procedures described therein. In particular, presence of features in the drawings should not be considered to render these features mandatory for the invention.

BRIEF DESCRIPTION OF THE FIGURES

[0164] In the figures show:

[0165] FIG. 1a: A schematic illustration of an example embodiment of an apparatus according to an aspect of the invention;

[0166] FIG. 1b: A tangible storage medium according to an embodiment of the invention;

[0167] FIG. 2: A flowchart of a first example embodiment of a method according to a first aspect of the invention;

[0168] FIG. 3: A flowchart of a second example embodiment of a method according to a first aspect of the invention;

[0169] FIG. 4a: A flowchart of a third example embodiment of a method according to a first aspect of the invention;

[0170] FIG. 4b: An example of a plurality of set of basis codevectors;

[0171] FIG. 4c: An example process of determining a codevector;

[0172] FIG. 4d: A flowchart of a first example embodiment of a method according to a second aspect of the invention;

[0173] FIG. 5: A flowchart of a first example embodiment of a method according to a third aspect of the invention;

[0174] FIG. 6: A flowchart of a second example embodiment of a method according to a third aspect of the invention;

[0175] FIG. 7: A flowchart of a first example embodiment of a method according to a fourth aspect of the invention.

DETAILED DESCRIPTION OF EMBODIMENTS OF THE INVENTION

[0176] FIG. 1a schematically illustrates components of an apparatus 1 according to an embodiment of the invention. Apparatus 1 may for instance be an electronic device that is for instance capable of encoding at least one of speech, audio and video signals, or a component of such a device. For instance, apparatus 1 may be or may form a part of a terminal.

[0177] Apparatus 1 may for instance be configured to determine a first quantized representation of an input vector, and to determine a second quantized representation of the input vector based on a codebook depending on the first quantized representation in accordance with a first aspect of the invention.

[0178] Alternatively, or, additionally, apparatus 1 may for instance be configured to determine a first quantized representation of an input vector, the first quantized representation comprising a plurality of vector components, to group said plurality of vector components into at least two groups of vector components in accordance with a rule based on energy values associated with the vector components, wherein each group of the at least two groups of vector components comprises at least one vector component of the plurality of vector components, and to determine, for at least one of the at least two groups of vector components, a quantized representation of the respective group of vector components based on a codebook in accordance with a third aspect of the invention.

[0179] Apparatus 1 may for instance be embodied as a module. Non-limiting examples of apparatus 1 are a mobile phone, a personal digital assistant, a portable multimedia (audio and/or video) player, and a computer (e.g. a laptop or desktop computer).

[0180] Apparatus 1 comprises a processor 10, which may for instance be embodied as a microprocessor, Digital Signal Processor (DSP) or Application Specific Integrated Circuit (ASIC), to name but a few non-limiting examples. Processor 10 executes a program code stored in program memory 11, and uses main memory 12 as a working memory, for instance to at least temporarily store intermediate results, but also to store for instance pre-defined and/or pre-computed databases. Some or all of memories 11 and 12 may also be included into processor 10. Memories 11 and/or 12 may for instance be embodied as Read-Only Memory (ROM), Random Access Memory (RAM), to name but a few non-limiting examples. One or both of memories 11 and 12 maybe fixedly connected to processor 10 or removable from processor 10, for instance in the form of a memory card or stick.

[0181] Processor 10 further controls an input/output (I/O) interface 13, via which processor receives or provides information to other functional units.

[0182] As will be described below, processor 10 is at least capable to execute program code for providing the first and/or second and/or third and/or fourth aspect of the invention. However, processor 10 may of course possess further capabilities. For instance, processor 10 may be capable of at least one of speech, audio and video encoding, for instance based on sampled input values. Processor 10 may additionally or alternatively be capable of controlling operation of a portable communication and/or multimedia device.

[0183] Apparatus 1 of FIG. 1a may further comprise components such as a user interface, for instance to allow a user of
apparatus I to interact with processor 10, or an antenna with associated radio frequency (RF) circuitry to enable apparatus I to perform wireless communication.

[0184] The circuitry formed by the components of apparatus I may be implemented in hardware alone, partially in hardware and in software, or in software only, as further described at the end of this specification.

[0185] FIG. 1b is a schematic illustration of an embodiment of a tangible storage medium 20 according to the invention. This tangible storage medium 20, which may in particular be a non-transitory storage medium, comprises a program 21, which in turn comprises program code 22 (for instance a set of instructions). Realizations of tangible storage medium 20 may for instance be program memory 12 of FIG. 1a. Consequently, program code 22 may for instance implement the flowcharts of FIGS. 2, 3, 4a, 4d, 5, 6 and 7 associated with one aspect of the first, second, third and fourth aspect of the invention discussed below.

[0186] FIG. 2a shows a flowchart 200 of a method according to a first embodiment of a first aspect of the invention. The steps of this flowchart 200 may for instance be defined by respective program code 32 of a computer program 31 that is stored on a tangible storage medium 30, as shown in FIG. 1b. Tangible storage medium 30 may for instance embody program memory 11 of FIG. 1a, and the computer program 31 may then be executed by processor 10 of FIG. 1a.

[0187] In a step 210, a first quantized representation of an input vector is determined. For instance, said first quantized representation may represent a quantized vector of the input vector. As an example, this quantized vector may comprise a plurality of bits, but any other well-suited quantized representation of the input vector may be used for the first quantized representation.

[0188] As a non-limiting example, the input vector may represent a vector comprising Line Spectral Frequencies (LSF) of an input signal, wherein this input signal may represent at least a part audio signal, e.g. a part of a voice signal or a part of a non-voice signal, wherein this audio signal may comprise voiced and/or unvoiced and/or generic and/or transition and/or CNG parts. For instance, the input signal to be quantized may represent residual data of an audio signal to be encoded, e.g. a residual of a Line Spectral Frequency (LSF) vector.

[0189] As an example, the first quantized representation may be determined by means of a first quantization stage being performed based on a plurality of codevectors. This plurality of codevectors of the first quantization stage may represent a first stage codebook.

[0190] For instance, the first quantized representation may represent the codevector selected from the plurality of codevectors for quantizing the input vector. As another example, the first quantized representation may represent an identifier of the selected codevector, wherein this identifier may represent a codevector index. Thus, for instance, if the first quantized representation may comprise n bits, the first stage codebook may comprise a maximum of $2^n$ codevectors.

[0191] In a step 220, a second quantized representation of the input vector is determined based on a codebook depending on the first quantized representation.

[0192] For instance, it may be assumed that this second quantized representation is performed by means of a second quantization stage. This second quantization stage may perform a quantization based on a plurality of codebooks, wherein each of this plurality of codebooks comprises at least one codevector.

[0193] The codebook used for the quantization of the input vector in the second stage depends on the first quantized representation. Thus, as an example, the codebook used in the second stage may be selected from the plurality of codebooks of the second stage based on the first quantized representation of the input vector.

[0194] For instance, there may be defined a mapping between a codevector of the plurality of codevectors of the first stage and a codebook of the plurality of codebooks of the second stage. Accordingly, such a mapping may be defined for each codevector of the plurality of codevectors of the first stage and a respective codebook of the plurality of codebooks of the second stage. Thus, based on the first quantized representation of the input vector, wherein this first quantized representation may represent the codevector selected in the first stage or may represent in indicator of the codevector selected in the first stage, the codebook for performing quantization in the second stage may be selected from the plurality of codebooks of the second stage.

[0195] This may show the advantage that specific codebooks may be defined for the second stage, wherein each specific codebook is adapted to the quantization performed in the first stage. Thus, at least one codebook of the plurality of codebooks of the second stage may represent a specific codebook tuned for the particular residual data associated with this codebook to be encoded which may improve the coding efficiency.

[0196] For instance, the codebooks of the second stage may represent lattice codebooks.

[0197] As an example, the first quantized representation of the input vector may represent a codevector index being indicative of the codevector selected in the first stage. Then, in step 220, a codebook of the plurality of codebooks is selected which is associated with the codevector index of the first quantized representation. For instance, each codevector index of first stage may be associated with a corresponding codebook of the plurality of codebooks of the second stage.

[0198] Then, in step 220, based on the selected codebook, a codevector of the selected codebook may be determined, e.g. based on a distortion metric. For instance, the codevector of the selected codebook may be determined for quantizing the input vector having the lowest distortion with respect to the input vector, wherein the distortion is determined based on the distortion metric. As an example, the distortion metric may represent a distance between the codevector and the input vector. For instance, a Hamming distance or an Euclidian distance or any other distance may be used.

[0199] FIG. 3 depicts a flowchart 300 of a second example embodiment of a method 300 according to the first aspect of the invention. The steps of this flowchart 300 may for instance be defined by respective program code 32 of a computer program 31 that is stored on a tangible storage medium 30, as shown in FIG. 1b. Tangible storage medium 30 may for instance embody program memory 11 of FIG. 1a, and the computer program 31 may then be executed by processor 10 of FIG. 1a.

[0200] For instance, this method 300 may be used for determining the second quantized representation of the input vector in step 220 of method 200 depicted in FIG. 2.

[0201] In a step 310, the input vector is normalized based on the first quantized representation. For instance, said nor-
malizing may comprise multiplying the vector components of the input vector with normalization coefficients in order to obtain a normalized representation of the input vector, where the normalization coefficients depend on the first quantized representation of the input vector.

[0202] The normalization is performed based on the first quantized representation. For instance, there may be defined a plurality of sets of normalization coefficients, each set of normalization coefficients comprising at least one normalization coefficient to be used for normalizing the input vector, wherein one set of normalization coefficients is selected from the plurality of sets of normalization coefficients based on the first quantized representation of the input vector.

[0203] For instance, there may be defined a mapping between a codecvector of the plurality of codecveectors of the first stage and a set of normalization coefficients of the plurality of sets of normalization coefficients. Accordingly, such a mapping may be defined for each codecvector of the plurality of codecveectors of the first stage and a respective set of normalization coefficients of the plurality of normalization coefficients. Thus, based on the first quantized representation of the input vector, wherein this first quantized representation may represent the codecvector selected in the first stage or may represent in indicator of the codecvector selected in the first stage, the set of normalization coefficients for performing normalization of the input vector in step 310 may be selected from the plurality of sets of normalization coefficients.

[0204] As an example, if the input vector comprises a vector of codecveectors, a set of normalization coefficients may comprise a normalization coefficient. Then, normalization of the input vector may be performed by multiplying a vector component of the plurality of vector components of the input vector with an associated normalization coefficient of the selected set of normalization coefficients. This may be performed for each vector component of the input vector, wherein a respective vector component is multiplied with the respective normalization coefficients of the set of normalization coefficients in order to obtain a normalized representation of the input vector.

[0205] As an example, the first quantized representation of the input vector may represent a codecvector index being indicative of the codecvector selected in the first stage. Then, in step 310, a set of normalization coefficients of the plurality of sets of normalization coefficients is selected which is associated with the codecvector index of the first quantized representation. For instance, each codecvector index of first stage may be associated with a corresponding set of normalization coefficients of the plurality of sets of normalization coefficients.

[0206] Then, in a step 320 the second quantized representation of the normalized input vector is determined depending on the first quantized representation. Determining the second quantized representation in step 320 may be performed as described with respect to step 220 in FIG. 2, wherein the input vector used in step 220 is replaced with the normalized input vector obtained in step 310.

[0207] FIG. 4a depicts a flowchart 400 of a third example embodiment of a method 400 according to the first aspect of the invention. The steps of this flowchart 400 may for instance be defined by respective program code 32 of a computer program 31 that is stored on a tangible storage medium 30, as shown in FIG. 1b. Tangible storage medium 30 may for instance embody program memory 11 of FIG. 1a, and the computer program 31 may then be executed by processor 10 of FIG. 1a.

[0208] For instance, this method 400 may be used for determining the second quantized representation of the input vector in step 220 of method 200 depicted in FIG. 2 or for determining the second quantized representation of the normalized input vector in step 320 in FIG. 3.

[0209] In a step 410, a codebook is selected of a plurality of codebooks based on the first quantized representation. For instance, this selection may be performed as explained with respect to the first example embodiment of a method 200.

[0210] Each codebook of the plurality of codebooks is defined by an associated set of basis codecveectors and an associated at least one scale representative.

[0211] Each set of basis codecveectors comprises at least one basis codecvector. Since each set of basis codecveectors is associated with at least one scale representative of a plurality of scale representatives, a codecvector can be determined based on a basis codecvector of a set of potential basis codecveectors and a scale representative of the at least one scale representative associated with the set of potential basis codecveectors, i.e. the codecvector may be determined based on a basis codecvector scaled by the respective scale representative. For instance, the scale representative may represent a scale value, wherein a codecvector may be determined based on a multiplication of a basis codecvector and the respective scale value.

[0212] For instance, at least one set of basis codecveectors is associated with at least two scale representatives.

[0213] Accordingly, as an example, a codebook may comprise a set of codecveectors comprising codecveectors based on the plurality of sets of basis codecveectors and based on the respective at least one scale value associated with a respective set of basis codecveectors of the plurality of basis codecveectors. This set of codecveectors may comprise, for each basis codecvector of each set of basis codecveectors and for each of the at least one scale representative associated with a respective set of basis codecveectors, a codecvector based on the respective basis codecvector scaled by the respective scale representative.

[0214] For instance, said sets of basis codecveectors may represent leader classes, wherein each leader class comprises a different leader vector and permutations of said leader vectors. Thus, said leader vector and the permutations of said leader vector may represent the basis codecveectors of the respective set of basis codecveectors.

[0215] The plurality of sets of basis codecveectors may represent a subset of a second plurality of sets of basis codecveectors. For instance, under the assumption that each set of basis codecveectors represents a leader class, the plurality of leader classes may represent a subset of a second plurality of leader classes. Thus, the plurality of leader classes may be considered as a truncated plurality of leader classes with respect to the second plurality of leader classes.

[0216] FIG. 4b depicts an example of a plurality of set of basis codecveectors, wherein each b_x, with x∈{0, 1, . . . X-1}, represents a set of basis codecvector of the plurality of sets of basis codecveectors, wherein X represent the number of sets of the plurality of sets of basis codecveectors. Each set of basis codecveectors is associated or comprises at least one basis codecvector b_x, wherein B_x represents the number of basis codecveectors of a respective set of basis codecveectors b_x, i.e. y∈{0, 1, . . . B_x-1} holds. For instance, the number B_x of basis codecveectors of a set of basis codecveectors may be different for
FIG. 4c depicts an example process of determining a codevector $c_{\alpha,\alpha}$ based on basis codevector $b_{\alpha}$, and based on a scale representative $s_{\alpha}$, wherein index $\alpha$ represents the index of the respective scale representative of the plurality of scale representatives $s_{0}, \ldots, s_{S-1}$, i.e., $\alpha \in \{0, 1, \ldots, S-1\}$ holds.

For instance, in case the values $b_{\alpha}$ of the basis codevectors $b_{\alpha} = [b_{\alpha,0;}, b_{\alpha,1;}, \ldots, b_{\alpha,n-1;}]$ represent absolute values, wherein $\alpha \in \{0, 1, \ldots, n-1\}$ holds and $n$ represents the length of the respective basis codevector $b_{\alpha}$, and if the absolute valued input vector is used for determining the potential codevector of a respective set of basis codevectors, the sign of each value $b_{\alpha}$ at the $(+1)$th position of the determined nearest basis codevector $b_{\alpha}$ may be assigned based on the sign of the respective value $i_{\alpha}$ at the $(+1)$th position of the input vector $i$, before determining a codevector $c_{\alpha,\alpha}$ based on basis codevector $b_{\alpha}$ and on a scale representative $s_{\alpha}$, is performed, as exemplarily depicted in FIG. 2c. As an example, if $i = [i_{0}, i_{1}, \ldots, i_{n-1}]$ represents the input vector, the absolute valued input vector may be represented by $[i_{0}, i_{1}, \ldots, i_{n-1}]$.

For instance, the sign of each value $b_{\alpha}$ at the $(+1)$th position of the determined nearest basis codevector $b_{\alpha}$ may be assigned to the sign of the respective value $i_{\alpha}$ at the $(+1)$th position of the input vector, respectively, wherein this may hold if the parity of the basis codevectors $b_{\alpha}$ of the set of basis codevectors $b_{\alpha}$ is 0. As another example, if the parity of the basis codevectors $b_{\alpha}$ of the set of basis codevectors $b_{\alpha} = -1$, the signs of the values $b_{\alpha}$ of the potential basis codevector may be assigned corresponding to the signs of the values of the input vector at the same position in the vector, respectively, and if there are not an odd number of negative components, the value $b_{\alpha}$ in the potential basis codevector having the lowest non-null absolute value may change its sign. Or, as another example, if the parity of the basis codevectors $b_{\alpha}$ of the set of basis codevectors $b_{\alpha}$ is 1, the signs of the values $b_{\alpha}$ of the potential basis codevector may be assigned corresponding to the signs of the values of the input vector at the same position in the vector, respectively, and if there are not an even number of negative components, the value $b_{\alpha}$ in the potential basis codevector having the lowest non-null absolute value may change its sign.

As a non-limiting example, a codevector $c_{\alpha,\alpha}$ may be determined based on a basis codevector $b_{\alpha}$ and based on a scale representative $s_{\alpha}$ by $c_{\alpha,\alpha} = [b_{\alpha,0;}, b_{\alpha,1;}, \ldots, b_{\alpha,n-1;}]$. Each of the scale representatives $s_{\alpha}$, wherein $\alpha \in \{0, 1, \ldots, S-1\}$ holds, is associated with at least one set of basis codevectors. For instance, as a non-limiting example this respective at least one set of basis codevectors may be represented by the set of basis codevectors $b_{\alpha}$ with $\alpha \in \{0, 1, \ldots, n-1\}$, wherein $n$ may represent the number of sets of basis codevectors associated with the respective scale representative $s_{\alpha}$, wherein $0 < n < X$ holds. Based on this linkage between a respective scale representative $s_{\alpha}$ and the associated at least one set of basis codevectors $b_{\alpha}$ with $\alpha \in \{0, 1, \ldots, n-1\}$, the associated at least one set of codevectors $c_{\alpha,\alpha}$ with $\alpha \in \{0, 1, \ldots, n-1\}$ and $\gamma \in \{0, 1, \ldots, B_{\gamma}-1\}$ and $\delta \in \{0, 1, \ldots, S-1\}$, can be determined.

Thus, as an example, a codebook structure of the above mentioned codebook may be defined by the plurality of scale representatives $s_{\alpha}$, the plurality of sets of basis codevectors $b_{\alpha}$, and the linkage between each scale codevector with the associated at least one set of basis codevectors.

Since at least one set of basis codevectors, e.g., at least the set of basis codevectors $b_{\alpha}$, is associated with at least two scale representatives, the same set of basis codevectors can be used to construct codevectors of the at least one set of codevectors associated with a first scale representative and to construct codevectors of the at least one set of codevectors associated with at least one further scale representative.

For instance, the codebooks of the plurality of codebooks of step 410 may be defined based on the above-mentioned second plurality of leader classes, wherein each leader class of the second plurality of leader classes is associated with a different leader vector, and wherein a set of basis codevector associated with a respective leader class may be represented by the respective leader vector and permutations of the this leader vector. Then, as an example, each codebook of the plurality of codebooks may be defined by at least one truncation associated with a respective codebook, wherein each truncation of the at least one truncation associated with a respective codebook is associated with at least one leader class of the second plurality of leader classes and with a respective scale representative such that the leader class vector of the respective leader class scaled with respective scale codevector and permutations of this scaled leader codevector represent codevectors of the respective truncation of the at least one truncation of the respective codebook.

As a non-limiting example, an example of 16 exemplary leader classes may be defined by:

```
float phi[] = {1, 1, 0, 0, 0, 0, 0, 0,
              0, 0, 0, 0, 0, 0, 0, 0,
              0, 0, 0, 0, 0, 0, 0, 0,
              0, 0, 0, 0, 0, 0, 0, 0,
              0, 0, 0, 0, 0, 0, 0, 0,
              0, 0, 0, 0, 0, 0, 0, 0,
              0, 0, 0, 0, 0, 0, 0, 0,
              0, 0, 0, 0, 0, 0, 0, 0,
              0, 0, 0, 0, 0, 0, 0, 0};
```

For instance, these 16 leader classes may define the above mentioned second plurality of sets of basis codevectors, wherein a codebook structure may be defined by a plurality of set of basis codevectors representing a subset of said second plurality of sets of basis codevectors.

As an example, a plurality of an example of 16 exemplary codebook structures may be defined as

```
int no_leaf[] = {1,
                [8, 9, 3, 2, 2, 1],
                [10, 9, 3, 2, 2, 0],
                [7, 6, 2, 3, 0],
                [2, 1, 10, 9, 2],
                [6, 2, 5, 3, 0],
                [3, 3, 5, 2, 0],
                [10, 9, 3, 2, 2, 0],
                [10, 9, 3, 2, 2, 0],
                [5, 3, 0, 6, 2, 0],
                [8, 5, 2, 4, 0, 0],
                [10, 9, 3, 2, 2, 0],
                [9, 9, 3, 2, 2, 2],
```
[0227] wherein each vector noLead [ ][ ] (wherein lє{0, 1, ... 16} holds) defines a respective codebook structure comprising a plurality of truncations. For instance, with l=2 the vector noLead [ ][2]=[10, 9, 3, 2, 2, 0] defines respective a respective codebook structure signifying that the first truncation, i.e., the first union of leader classes, may be composed of the first 8 leader classes, the second one by the first 9 leader classes, the third one by the first 3 leader classes, and so on.

[0228] To each truncation of a respective codebook structure a respective scale representation may be assigned (e.g. through training), e.g.:

\[
\text{float scales}[16]=\{
0.9471, 1.5747, 2.4327, 1.2811, 2.2497, 5.5626, \\
0.8871, 1.6553, 2.6026, 1.2634, 2.7386, 0.00, \\
1.0056, 1.0858, 2.3394, 1.0707, 1.8957, 0.00, \\
0.9552, 2.4901, 6.4737, 0.9590, 1.9301, 2.4556, \\
1.1955, 3.6580, 0.00, 1.2253, 1.2725, 0.00, \\
1.0769, 2.9796, 0.00, 1.2592, 2.3896, 0.00, \\
0.9071, 3.0242, 1.2617, 2.4591, 0.00, \\
0.9181, 1.5571, 2.2407, 1.2553, 2.4393, 0.00, \\
0.9797, 1.9555, 3.2101, 1.3346, 3.1321, 0.00, \\
1.0998, 1.9060, 0.00, 1.2229, 3.6539, 0.00, \\
1.1832, 1.9135, 2.0424, 1.4302, 0.00, \\
0.9461, 1.6202, 2.5126, 1.3356, 3.0171, 0.00, \\
0.9494, 1.5391, 2.5834, 1.1487, 3.2156, 5.2310, \\
0.9494, 1.9541, 2.4868, 1.2735, 2.3530, 0.00, \\
0.9191, 1.6005, 2.2852, 1.2423, 2.4321, 0.00, \\
0.8387, 1.2536, 2.1086, 1.2565, 2.4567, 0.00\};
\]

[0229] Thus, as an example, the nth codebook of the plurality of codebooks may be defined by the plurality of truncations defined by the respective vector noLead [ ][ ] and the respective vector of scale representations scales [ ][ ] wherein each truncation k noLead [k] [ ][ ] is scaled with a respective scale representation scales [k] [ ][ ] associated with this truncation. Thus, a first set of codevectors of a plurality of codevectors of an nth codebook is defined by the first truncation scaled by the respective first scale representation, i.e., under the assumption of l=2 the first scale representation would be 0.887 in the above-mentioned example, a second set of codevectors of the plurality of codevectors nth codebook is defined by the second truncation scaled by the respective second scale representation, i.e., under the assumption of l=2 the second scale representation would be 1.635 in the above-mentioned example, and so on.

[0230] For instance, the number of codebooks of the plurality of codebooks may correspond to the number of codevectors of the first stage, wherein each codevector of the first stage is associated with a respective codebook of the second stage. As an example, the first quantized representation of the input vector may represent a codevector index being indicative of the codevector selected in the first stage. Then, in step 310, a corresponding codebook of the plurality of codevectors of the codebook is selected based on the codevector index. For instance, each codevector index of first stage may be associated with a corresponding codebook of the second stage.

[0231] As a non-limiting example, the codevector index may be denoted as l and the corresponding codebook may be defined by the a respective leader vector noLead [ ][ ][ ] and a respective vector of scale representations scales [ ][ ][ ];

[0232] Then, at a step 420 a second quantized representation of the input vector is determined based on the selected codebook.

[0233] It hast to be understood, that this input vector may represent to normalized input vector or the non-normalized input vector.

[0234] For instance, said determining a second quantized representation of the input vector may comprise determining a codevector of the plurality of codevectors of the selected codebook which has a minor or minimum distortion compared to the input vector.

[0235] As an example, a distortion metric may be used for determining the distortion of a codevector and the input vector. For instance, said distortion metric may be based on any kind of suitable distance between a codevector and the input vector. As an example, a Hamming distance or an Euclidian distance or any other distance may be used. As an example, the codevector for which the distortion metric is to be calculated must not necessarily determined and the distortion metric may be calculated by inherently considering the respective codevector associated with the selected scale representation and the set of basis codevectors associated with this selected scale representation.

[0236] For instance, if 
\[c_{l,0,0}=[c_{l,0,0,0}, \ldots c_{l,0,0,n-1}]\]

represents the codevector and 
\[l=[i_0, i_1, \ldots i_{n-1}]\]

represents the input vector, a distance \(d\) may be calculated based on

\[
d = \sum_{k=0}^{n-1} (c_k - c_{l,k})^2. \tag{1}\]

[0237] As an example, the respective codevector represents an n-dimensional vector comprising codevector values \(c_0, \ldots, c_{n-1}\) and the input vector represents an n-dimensional vector comprising input vector values \(i_0, \ldots, i_{n-1}\), wherein determining the respective distance \(d\) is performed based on calculating

\[
d' = \sum_{k=0}^{n-1} c_k^2 - 2 \sum_{k=0}^{n-1} c_k i_k. \tag{2}\]

[0238] This distortion metric (2) may be considered to represent a simplified metric of metric (1) without any loss of quality.

[0239] Furthermore, as an example, the distortion metric may be determined based on a weighting function.

[0240] For instance, the respective codevector represents an n-dimensional vector comprising codevector values \(c_0, \ldots, c_{n-1}\) and the input vector represents an n-dimensional vector comprising input vector values \(i_0, \ldots, i_{n-1}\), wherein determining the respective distance \(d''\) is performed based on calculating

\[
d'' = \sum_{k=0}^{n-1} w_k c_k^2 - 2 \sum_{k=0}^{n-1} w_k c_k i_k. \]
wherein \( w_i \) represent weighting factors of the weighting function.

Accordingly, in step 420 a codevector of the plurality of codevectors may be determined based on the applied distortion metric, wherein this determining may for instance comprise calculating the distortion for at least one codevector of the plurality of codevectors, wherein the codevector of the at least one codevector is selected for quantization in step 420 which has the lowest distortion in accordance with the determined distortion metric. For instance, said at least one codevector may represent all codevectors of the plurality of codevectors of the selected codebook or a subset of codevectors of the plurality of codevectors of the selected codebook.

FIG. 4a shows a flowchart 400 of a first example embodiment of a method according to a second aspect of the invention. The steps of this flowchart 500 may for instance be defined by respective program code 32 of a computer program 31 that is stored on a tangible storage medium 30, as shown in FIG. 1a. Tangible storage medium 30 may for instance embody program memory 11 of FIG. 1a, and the computer program 31 may then be executed by processor 10 of FIG. 1a.

For instance, this method 400 may be used for dequantizing the input vector quantized by any of the methods of the first aspect of the invention.

At a step 430, a codebook of a plurality of codebooks is selected based on a first quantized representation of a vector. This first quantized representation may represent any of the first quantized representations of the input vector described with respect to the first aspect of the invention. This selection of a codebook may be performed as described with respect to the first aspect of the invention.

For instance, the plurality of codebooks represent the plurality of codebooks used in step 220 depicted in FIG. 2 or in step 410 depicted in FIG. 4, wherein the first quantized representation indicates the codebook which is used for the second stage quantization in the first aspect of the invention.

At a step 440, a second quantized representation of the vector is dequantized based on the selected codebook. This second quantized representation may represent any of the second quantized representations of the input vector described with respect to the first aspect of the invention.

Thus, step 440 performs a reverse quantization of the second stage quantization of the first aspect of the invention in accordance with the selected codebook. Accordingly, all explanations given with respect to the second stage quantization in the first aspect of the invention also hold for the dequantization performed in step 440.

The dequantized second quantized representation of the vector may then correspond to the input vector of the first aspect of the invention.

If a normalization of the input vector has been performed in the first aspect of the invention, method 400 may comprise reversing this normalization by selected a normalization representation based on the first quantized representation.

For instance, said input vector may comprise a plurality of vector components, and said reverse normalization may comprise dividing at least one vector component of the dequantized input vector by a respective normalization coefficient depending on the first quantized representation.

As an example, a set of normalization coefficients may be selected from a plurality of sets of normalization coefficients based on the first quantized representations, as described with respect to the first aspect of the invention, and wherein the respective normalization coefficient to be divided with respect to one of the at least one vector component of the dequantized input vector is from the selected set of normalization coefficients.

For instance, any explanations presented with respect to the first aspect of the invention may also hold for the second aspect of the invention.

FIG. 5 shows a flowchart 500 of a method according to a first embodiment of a third aspect of the invention. The steps of this flowchart 500 may for instance be defined by respective program code 32 of a computer program 31 that is stored on a tangible storage medium 30, as shown in FIG. 1b. Tangible storage medium 30 may for instance embody program memory 11 of FIG. 1a, and the computer program 31 may then be executed by processor 10 of FIG. 1a.

For instance, in input vector comprising a plurality of vector coefficients may be provided, wherein this input vector may represent a vector quantization resulting in a residual vector representation, wherein the residual vector representation may represent the input vector. As a non-limiting example, the input vector may represent a vector comprising Line Spectral Frequencies (LSF) of an input signal, wherein this input signal may represent at least a part audio signal, e.g. a part of a voice signal or a part of a non-voice signal, wherein this audio signal may comprise voiced and/or unvoiced and/or generic and/or transition and/or CNG parts. For instance, the input signal to be quantized may represent residual data of an audio signal to be encoded.

As an example, the input vector may be defined as vector \( r = [i_0, i_1, \ldots, i_{k-1}] \) comprising \( k \) vector components \( i_j \) with \( x \in \{0, 1, \ldots, k-1\} \). It has to be understood that other representations may be used as well.

At a step 520, said plurality of vector components is grouped into at least two groups of vector components in accordance with a rule based on the vector components.

As an example, it may be defined that each group of the at least two groups of vector components comprises a predefined number of vector components. For instance, each vector component of the plurality of vector components may be associated with a respective group of the at least two groups of vector components, i.e., the vector components of the at least two groups of vector components represent the plurality of vector components, or, as another example, the vector components of the at least two groups of vector components may represent a subset of vector components of the plurality of vector components.

For instance, said rule may specify that the vector components of each of the at least two groups of vector components must fulfill a predefined energy characteristic. As an example, this rule may define that vector components of a group of the at least two groups of vector components may have similar energy values, and/or, for instance, said rule may specify that a first group of the at least two groups of vector components, this first group comprising \( i_0 < \ldots \) vector components, comprises the \( i_1 \) most or less energetic vector components of the plurality of vector components, whereas the remaining \( k-1 \) vector components of the plurality of vector components are associated with the remaining at least one group of the at least two groups of vector components not representing the first group of vector components.

For instance, said rule may represent a rule based on energy values associated with the vector components. As an example, the energy value associated with a respective vector
component may for instance represent the energy value of the respective vector component, or a value being proportional to the energy value of the respective vector component, or an energy value representing the energy value of the respective vector component weighted with a weighting factor associated with this vector component, or a value being proportional to the energy value representing the energy value of the respective vector component weighted with a weighting factor associated with this vector component, or the energy rank of the respective vector component with respect to the energy ranks of the remaining vector components of the plurality of vector components. For instance, the vector component being associated with the lowest energy value of the plurality of vector components may be associated with the lowest energy rank, e.g. rank = 1 or rank = k, and the vector component being associated with the highest energy value of the plurality of vector component may be associated with the highest energy rank, e.g. rank = k or rank = 1. Thus, the energy rank of a vector component may indicate the position of the respective vector component with regard to its energy compared to energy of all other remaining vector components of the plurality of vector components.

For instance, an 11 norm (i.e., \( p=1 \)) may be used, or an 12 norm (i.e., \( p=2 \)) may be used, or any other well-suited norm.

For instance, the grouping said plurality of vector components into at least two groups of vector components in step 520 may comprise an initialisation by an initial defining said at least two groups of vector components, wherein each of group of said at least two groups of vector components comprises at least one vector component of the plurality of vector components in accordance with an initial mapping of vector components of the plurality of vector components of the input vector to the at least two groups of vector components, and wherein vector components of different groups of the at least two groups of vector components are swapped between the different groups so long until the rule based on energy values associated with the vector components is fulfilled, i.e., until the vector components of each group of the at least two groups of vector components fulfil this rule.

Or, as another example, said initial mapping of vector components of the plurality of vector components of the first quantized representation to the at least two groups of vector components may be performed in a way that the vector components are mapped to the at least two groups of vector components in accordance with the rule based on energy values associated with the vector components. Thus, the mapping algorithm may consider the rule when mapping the vector components of the plurality of vector components to the at least two groups of vector components.

Accordingly, after the grouping in step 520 has been performed, the vector components of each group of the at least two groups of vector components fulfill the rule based on energy values associated with the vector components of the plurality of vector components.

At a step 530, for each group of at least one group of the at least two groups of vector components a quantized representation of the respective group of vector components is determined based on a codebook associated with the respective group of vector components. Accordingly, at least one quantized representation of at least one group of vector components is determined in step 530, wherein each of at least one quantized representation of the at least one group of vector components is associated with a corresponding group of vector components of the at least one group of vector components. For instance, each group of the at least two groups vector components may be quantized in step 530.

For instance, the same codebook may be used for quantizing each of the at least one group of vector components in step 530.

Or, as another example, a codebook used for quantizing a group of vector components of the at least one group of vector components to be quantized in step 530 may be chosen from a plurality of codebooks depending on the codevectors of the respective group of vector components. Thus, for instance, a group of vector components comprising vector components being associated with lower/low energy values may be quantized based on a codebook optimized for low energy vector components, whereas a group of vector components comprising vector component being associated with
higher/high energy values (e.g., higher energy values as the group of vector components comprising vector components being associated with lower/low energy values) may be quantized based on a codebook optimized for high energy vector components. Accordingly, for instance, a well-suited codebook for quantizing a respective group of at least one group of vector components to be quantized may be selected in step 530. Thus, as an example, due to fulfillment of the rule based on energy values associated with the vector components of the at least two groups of vector components the specific energy characteristic of a respective group of vector components may be used for selecting a respective codebook of the plurality of codebooks, wherein codebooks of the plurality of codebooks may be optimized for different energy characteristics of vector components.

[0273] For instance, each of the at least one group of the at least two groups to be encoded in step 530 may be encoded by applying the two-stage quantization in accordance with the first aspect of the invention, i.e., as an example, step 530 comprise performing any of the methods 200, 300 and 400 of the first aspect for the invention for each of the at least one group of vector components, i.e., the respective group of vector components of the at least one group of vector components to be encoded in step 530 represents a respective input vector in accordance with the first aspect of the invention.

[0274] The at least one quantized representation of the at least one group of coderecords of the at least two groups of coderecords obtained in step 530 may be considered as a second quantized representation of the input vector in accordance with the first aspect of the invention.

[0275] Furthermore, as an example, method 500 may comprise determining information being configured to determine the (input) vector comprising the plurality of vector components based on the at least two groups of vector components. For instance, said information may comprise information on the swapping performed between the vector components of different groups of the at least two groups of vector components. Accordingly, as an example, a receiver said swapping may be done in a reverse order in order to obtain the initial two groups of at least two groups of vector components, which may not fulfill the rule but which can be used to reconstruct the input vector. For instance, defining said initial at least two groups of vector components based on the plurality of vector components may be performed in a predefined manner, wherein said predefined manner may be known to the receiver.

[0276] This information being configured to determine the input vector comprising the plurality of vector components based on the at least two groups of vector components may be included as additional information in said second quantized representation of the input vector.

[0277] FIG. 6 shows an optional flowchart 600 of a method according to a second embodiment of the third aspect of the invention. This method 600 may for instance be used for grouping said plurality of vector components in at least two groups of vector components in step 510 of the method 500 according to a first embodiment of the third aspect of the invention. The steps of this flowchart 600 may for instance be defined by respective program code 32 of a computer program 31 that is stored on a tangible storage medium 30, as shown in FIG. 1b. Tangible storage medium 30 may for instance embody program memory 11 of FIG. 1a, and the computer program 31 may then be executed by processor 10 of FIG. 1a.

[0278] At a step 610 the plurality of vector components of the input vector are split into at least two groups of vector components. For instance, said splitting may represent an example of the above mentioned initial grouping of the vector components of the plurality of vector components in order to obtain the initial at least two groups of vector components, which may not fulfill the rule.

[0279] Under the assumption that the input vector may be defined as vector $i = [i_0, i_1, \ldots, i_k]$ comprising $k$ vector components $i_x$ with $x \in \{0, 1, \ldots, k-1\}$ said $k$ vector components $i_0, i_1, \ldots, i_k$ are split into the at least two groups of the at least two groups of vector components in accordance with a predefined manner in step 610. For instance, a first initial group of the at least two groups of vector components may comprise 11 vector components, wherein this 11 vector components may represent the first $l_1$ vector components of the input vector representation, i.e., $i_0, i_1, \ldots, i_{l_1 - 1}$. The second group of vector components may comprise 12 vector components, wherein this 12 vector components may represent the 12 vector components of the plurality of vector components directly succeeding the vector component of the preceding group of the second group, i.e., i.e., the first group of vector components, wherein this 12 vector components may represent $i_{l_1}, \ldots, i_{l_1 + 12-1}$. If the at least two groups of vector components represent more than two groups of vector components, then each of the further group of vector components comprises a number of neighboured vector components of the plurality of vector components, wherein said neighboured vector components are obtained through splitting the plurality of vector coefficients into said at least two groups of vector coefficients. For instance, each of the at least two groups may comprise the same number of vector coefficients, or, as another example, the number of vector coefficients may vary for different groups of the at least two groups of vector coefficients.

[0280] In the sequel, for instance, it may be assumed without any limitations that the input vector represents a vector comprising $k$ vector components, wherein this vector is split into two groups $g_1$ and $g_2$ of vector components:

$$l = \left\{ \begin{array}{c} \ldots, l_{1-2}, l_{1-1}, l_0, l_{1+1}, \ldots, l_{1+12-1} \end{array} \right\}$$

[0281] At a step 620, it is checked whether each group of the at least two groups of vector components fulfills the rule.

[0282] If each of the at least two groups fulfills the rule then there is no need for rearranging vector coefficients between two different groups of the at least two groups of vector coefficients and the method 600 may proceed at reference sign 640 where it may jump to step 530 of method 500 depicted in FIG. 5.

[0283] If it is determined at step 620 that at least one group of the at least one group does not fulfill the rule the method 600 proceeds with swapping a vector component of a first group of the at least two groups for a vector component of a second group of the at least two groups of vector components in a step 630. This swapping is performed in a way that the first group and the respective vector coefficient of the first group to be swapped and the corresponding second group and the
respective vector coefficient of the second group to be swapped are chosen based on the rule such that after the swapping the rule is fulfilled, or, if more than one couple of coefficients has to be swapped in order to fulfill the rule, that the selected vector coefficient of the selected first group and the selected vector coefficient of the selected second group represent one couple of coefficients of the more than one couple of coefficients to be swapped in order to fulfill the rule.

[0284] As an example, it may be necessary to swap $i_{1-1}$ of the first group of vector coefficients $g_1$ for $i_2$ of the second group of vector coefficients, wherein this swapping may result in rearranged groups of vector coefficients as follows:

$$i' = \begin{pmatrix} h_{1} & h_{2} & h_{3} & h_{4} & h_{5} & h_{6} & h_{7} & h_{8} \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}$$

[0285] Thus, as an example, each group of said at least two groups of vector coefficients may be associated with fixed positions of vector $i$ of the input vector, wherein said swapping may be performed by exchanging the positions of the vector coefficients to be swapped in vector $i$, wherein vector $i'$ may represent the input vector after the swapping.

[0286] Then, it may be checked in step 620 whether each group of the at least two groups of vector coefficients fulfills the rule. If no, then the method once again proceeds with swapping two vector coefficients of different groups for each other. Accordingly, the loop defined in FIG. 6 by steps 620 and 630 may be performed until the rule is fulfilled in step 620.

[0287] For instance, it may be assumed that the said rule may specify that a first group of the at least two groups of vector components comprises the $l_1$ most energetic vector components (or the $l_1$ less energetic vector components) of the plurality of vector components, whereas the remaining $k-l_1$ vector components of the plurality of vector components are associated with the remaining at least one group of the at least two groups of vector coefficients not representing the first group of vector components. Furthermore, as an example, in accordance with this rule, a second group of the at least two groups of vector components may comprise the $l_2$ most energetic vector components (or the $l_2$ less energetic vector components) of the remaining $k-l_1$ vector components of the plurality of vector components.

[0288] Thus, for instance, under the assumption that $n$ groups of vector coefficients $g_n$ with $n \in \{1, 2, \ldots, n\}$ are used, wherein an $a$th vector group $g_a$ comprises (or is associated with) $l_a$ vector coefficients of the plurality of vector coefficients of the the input vector, in accordance with the rule the $l_1$ vector coefficients of an $x$th group $g_x$ must represent the most energetic (or less energetic) vector coefficients of the plurality of vector coefficients.

[0289] Or, as another example, the above described rule based on a predefined norm may be associated with the vector components may be applied.

[0290] For instance, the order of the vector coefficients within a respective group of the at least two groups may be irrelevant for the applied rule.

[0291] As another example, the input vector may comprise 16 vector coefficients and the at least two groups of vector components are exactly two groups of vector coefficients, each of the two groups comprising 8 vector components, wherein initially the first group may comprise the first 8 vector components $i_0, \ldots, i_7$, and the second group may comprise the remaining 8 vector components $i_8, \ldots, i_{15}$ of the plurality of vector coefficients, e.g., obtained by step 610:

$$i = \begin{pmatrix} h_{1} & h_{2} & h_{3} & h_{4} & h_{5} & h_{6} & h_{7} & h_{8} \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}$$

[0292] Wherein the order of the energy values of the components may be in an example such that the rank of each component (corresponding the respective position in vector $i$) is:

$$\begin{align*}
0 & 1 4 5 6 2 9 3 7 1 1 2 10 8 13 14 15 16,
\end{align*}$$

[0293] Wherein 1 indicates that the respective vector component $i_1$ has the highest rank regarding the energy values of all vector components, and so on, i.e., 16 in indicates that vector component $i_{16}$ has the 16th highest rank regarding the energy values.

[0295] Then, for instance, at step 620 it is checked whether the rule is fulfilled or each of the two groups of vector coefficients $g_1$ and $g_2$. E.g., the rule may represent the above mentioned rule that the $l_1$ vector coefficients of an $x$th group $g_x$ must represent the most energetic vector coefficients of the plurality of vector coefficients.

[0296] Accordingly, it is detected in step 620 that the first and second group do not fulfill this rule, since the first group $g_1$ does not comprise the 1st to 8th most energetic vector coefficients because vector coefficient $i_1$ of the first group of vector component represents the 9th most energetic vector coefficient, and since the second group $g_2$ does not comprise the 9th to 16th most energetic vector coefficients because vector coefficient $i_{16}$ of the second group of vector coefficients represents the 8th most energetic vector coefficients.

[0297] Thus, in step 620 those vector coefficients may be identified which do not comply with the applied rule, i.e., these vector coefficients are swapped until the rule is fulfilled.

[0298] Accordingly, in this example, vector coefficient $i_1$ of the first group of vector component is swapped for vector coefficient $i_{16}$ of the second group of vector coefficients in order to rearrange the first and second group of vector coefficients, wherein the rearranged groups of vector coefficients may be expressed as follows:

$$i' = \begin{pmatrix} h_{1} & h_{2} & h_{3} & h_{4} & h_{5} & h_{6} & h_{7} & h_{8} \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}$$
Thus, the order of the energy values of the rearranged vector \( \mathbf{r} \) (or of the rearranged groups of vector coefficients) is:

\[ 1 \ 4 \ 5 \ 6 \ 2 \ 8 \ 3 \ 7 \ 11 \ 12 \ 10 \ 9 \ 13 \ 14 \ 15 \ 16. \]

Then, at step 620 it is detected that the first group \( \mathbf{g}_1 \) does comprise the 1\textsuperscript{st} to 8\textsuperscript{th} most energetic vector coefficients and that the second group \( \mathbf{g}_2 \) does comprise the 9\textsuperscript{th} to 16\textsuperscript{th} most energetic vector coefficients and thus the rule is fulfilled for each group of the two vector groups.

Then the method 600 may then proceed at reference sign 640 and may jump to step 530 of method 500.

FIG. 7 shows a flowchart 700 of a first example embodiment of a method according to a fourth aspect of the invention.

The steps of this flowchart 700 may for instance be defined by respective program code 32 of a computer program 31 that is stored on a tangible storage medium 30, as shown in FIG. 1b. Tangible storage medium 30 may for instance embody program memory 11 of FIG. 1a, and the computer program 31 may then be executed by processor 10 of FIG. 1a.

For instance, this method 700 may be used for dequantizing the quantized representations of the groups of vector components obtained by any of the methods of the third aspect of the invention, e.g., obtained by step 530 of FIG. 5.

At a step 710 each quantized representation of a group of vector components of at least two groups of vector components is dequantized. These quantized at least two groups of vector components may represent at least two quantized groups of vector components obtained by any of the methods of the third aspect of the invention, e.g., by means of step 530 of FIG. 5.

Thus, said dequantizing of step 710 may be performed in a reverse order with respect of step 530 of FIG. 5, wherein each quantized group of vector components is dequantized in order to determine a respective dequantized group of vector components in step 710. As an example, this dequantizing may be performed in accordance with the third aspect of the invention.

At a step 720, a vector comprising a plurality of vector components is determined based on the at least two dequantized groups of vector components based on information configured to determine the vector comprising the plurality of vector components based on the at least two dequantized groups of vector components. This information configured to determine the vector comprising the plurality of vector components based on the at least two dequantized groups of vector components may represent the information configured to determine the input vector comprising the plurality of vector components based on the at least two dequantized groups of vector components described in the third aspect of the invention may for instance be received at a receiver together with at least two dequantized groups of vector components.

For instance, step 720 may comprise a re-swapping of vector components between different groups of the at least two dequantized groups of vector components. As an example, the information may comprise information on swapping performed between vector components of different groups of the at least two groups of vector components, e.g., this information may comprise information on each swap performed at step 630 defining of a vector component of a first group of the at least two groups of vector components for a vector component of a second group of the at least two groups of vector component. Thus, as an example, based on the information comprising information on swapping performed between vector components of different groups of the at least two groups of vector components, the swaps performed by method 600 may be undone with respect to the at least two dequantized groups of vector components until the at least two dequantized groups of vector coefficients correspond to the initial at least two groups of vector components of the third aspect of the invention before the swapping has been performed. Then, based on these at least two dequantized groups of vector coefficients the first representation of the input vector can be obtained, e.g., by merging the at least two dequantized groups of vector coefficients together in order to undo the splitting of the plurality of components of the input vector performed at the third aspect of the invention. For instance, if no swapping was necessary at method 600, then this may be indicated by the information and the at least two dequantized groups of vector coefficients may for instance be merged without any swap together for obtaining the input vector.

Or, as another example, if the initial mapping of vector components of the plurality of vector components of the input vector to the at least two groups of vector components in the third aspect has been performed in a way that the vector components are mapped to the at least two groups of vector components in accordance with the rule based on energy values associated with the vector components, the information configured to determine the vector comprising the plurality of vector components based on the at least two dequantized groups of vector components is indicative of this mapping and in step 720 the first quantized representation is obtained by performing a corresponding reverse mapping of vector coefficients of the at least two dequantized groups of vector coefficients to the plurality of vector components of the (input) vector.

For instance, any explanations presented with respect to the third aspect of the invention may also hold for the fourth aspect of the invention.

It has to be understood that the loops in these pseudo code examples are not limiting and may be arranged in a different way in order to extract the at least two codecvector indexes from the single codecvector index.

As used in this application, the term 'circuitry' refers to all of the following:

(a) hardware-only circuit implementations (such as implementations in only analog and/or digital circuitry) and
(b) combinations of circuits and software (and/or firmware), such as (as applicable):

(i) to a combination of processor(s) or
(ii) to portions of processor(s)/software (including digital signal processor(s), software, and memory/ies) that work together to cause an apparatus, such as a mobile phone or a positioning device, to perform various functions) and
(c) to circuits, such as a microprocessor(s) or a portion of a microprocessor(s), that require software or firmware for operation, even if the software or firmware is not physically present.

This definition of 'circuitry' applies to all uses of this term in this application, including in any claims. As a further example, as used in this application, the term "circuitry" would also cover an implementation of merely a processor (or multiple processors) or portion of a processor and its (or their) accompanying software and/or firmware. The
term “circuitry” would also cover, for example and if applicable to the particular claim element, a baseband integrated circuit or applications processor integrated circuit for a mobile phone or a positioning device.

[0320] With respect to the aspects of the invention and their embodiments described in this application, it is understood that a disclosure of any action or step shall be understood as a disclosure of a corresponding (functional) configuration of a corresponding apparatus (for instance a configuration of the computer program code and/or the processor and/or some other means of the corresponding apparatus), of a corresponding computer program code defined to cause such an action or step when executed and/or of a corresponding (functional) configuration of a system (or parts thereof).

[0321] The aspects of the invention and their embodiments presented in this application and also their single features shall also be understood to be disclosed in all possible combinations with each other. It should also be understood that the sequence of method steps in the flowcharts presented above is not mandatory, also alternative sequences maybe possible.

[0322] The invention has been described above by non-limiting examples. In particular, it should be noted that there are alternative ways and variations which are obvious to a skilled person in the art and can be implemented without deviating from the scope and spirit of the appended claims.

1-61. (canceled)

62. A method comprising:

determining a first quantized representation of an input vector; and

determining a second quantized representation of the input vector based on a codebook depending on the first quantized representation.

63. The method according to claim 62, wherein said determining a second quantized representation of the input vector comprises selecting a codebook of a plurality of codebooks based on the first quantized representation.

64. The method according to claim 62, comprising, prior to determining the second quantized representation of the input vector, normalizing the input vector based on the first quantized representation.

65. The method according to claim 64, wherein said input vector comprises a plurality of vector components, and wherein said normalizing comprises multiplying at least one vector component of the input vector with a respective normalization coefficient depending on the first quantized representation.

66. The method according to claim 65, comprising selecting a set of normalization coefficients of a plurality of sets of normalization coefficients based on the first quantized representation, wherein the respective normalization coefficient to be multiplied with one of the at least one vector component of the input vector is from the selected set of normalization coefficients.

67. The method according to claim 62, wherein a codebook is defined by an associated set of basis codewectors and an associated at least one scale representative, wherein a codevector of the codebook is defined by a basis codewector of the associated set of basis codewectors scaled by a scale representative of the associated at least one scale representative.

68. The method according to claim 62, wherein said input vector at least partially represents at least one of a video, image, audio and speech signal.

69. An apparatus, comprising at least one processor; and at least one memory including computer program code, said at least one memory and said computer program code configured to, with said at least one processor, cause said apparatus at least to:

determine a first quantized representation of an input vector; and

determine a second quantized representation of the input vector based on a codebook depending on the first quantized representation.

70. The apparatus according to claim 69, wherein the apparatus caused to determine a second quantized representation of the input vector is further caused to select a codebook of a plurality of codebooks based on the first quantized representation.

71. The apparatus according to claim 69, wherein said at least one memory and said computer program code is configured to, with said at least one processor, cause said apparatus further to prior to being caused to determine the second quantized representation of the input vector, to normalize the input vector based on the first quantized representation.

72. The apparatus according to claim 71, wherein said input vector comprises a plurality of vector components, and wherein said apparatus caused to normalize is further caused to multiply at least one vector component of the input vector with a respective normalization coefficient depending on the first quantized representation.

73. The apparatus according to claim 72, wherein said at least one memory and said computer program code is configured to, with said at least one processor, cause said apparatus further to select a set of normalization coefficients of a plurality of sets of normalization coefficients based on the first quantized representation, wherein the respective normalization coefficient to be multiplied with one of the at least one vector component of the input vector is from the selected set of normalization coefficients.

74. The apparatus according to claim 69, wherein a codebook is defined by an associated set of basis codewectors and an associated at least one scale representative, wherein a codevector of the codebook is defined by a basis codewector of the associated set of basis codewectors scaled by a scale representative of the associated at least one scale representative.

75. The apparatus according to claim 69, wherein said input vector at least partially represents at least one of a video, image, audio and speech signal.

76. A method, comprising:

selecting a codebook of a plurality of codebooks based on a first quantized representation of an vector; and
dequantizing a second quantized representation of the vector based on the selected codebook.

77. The method according to claim 76, further comprising determining a normalization representation based on the first quantized representation of the vector and reversing a normalization of the vector based on the normalization representation.

78. An apparatus, comprising at least one processor; and at least one memory including computer program code, said at least one memory and said computer program code configured to, with said at least one processor, cause said apparatus at least to:

select a codebook of a plurality of codebooks based on a first quantized representation of an vector; and
dequantize a second quantized representation of the vector based on the selected codebook.

79. The apparatus as claimed in claim 78, where in the apparatus is further caused to determine a normalization representation based on the first quantized representation of the vector and reverse a normalization of the vector based on the normalization representation.

* * * * *