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tokens respectively renderable into a plurality of frames of video data; and responsive to determining that a length of a current set of
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COMPRESSION OF GRAPHICAL COMMANDS FOR REMOTE DISPLAY

TECHNICAL FIELD
{86611 This disclosure relates to techmiques for streaming video from a source device to

a sink device.

BACKGROUND

18062] Wircless display (WD) systems include a source device and one or more sink
devices. The source device and each of the sink devices may be either mobile devices
or wired devices with wireless communication capabilities. As mobile devices, for
example, one or more of the source device and the sink devices may comprise mobile
telephones, tablet computers, laptop computers, portable computers with wireless
commumication cards, personal digital assistants (PDAs), wireless gaming devices,
poriable media players, or other flash memory devices with wireless comumunication
capabilities. Mobile devices may zlso include so-called “sroart” phones and “smart”
pads or tablets, or other types of wireless communication devices. As wired devices, for
example, one or more of the source device and the sink devices may comprise
televisions, desktop computers, monitors, projectors, and the like, that include wireless
communication capabilitics.

(63803} The source device sends media data, such as audio and/or video data, to one or
more of the sink devices participating in a particular conunumication session. The
media data may be played back at both a local display of the source device and at cach
of the displays of the sink devices. More specifically, cach of the participating sink

devices renders the received media data on its display and audio equipment.

SUMBMARY

(8044} In general, this disclosure describes techniques for ransmitting video data from
a source device to & sink device using compressed graphical command tokens.

[80085] In one example, 2 method for transmitting video data includes capturing a
plurality of sets of graphical command tokens respectively renderable into a plorality of
frames of video data; and responsive to defermining that a length of a current set of
graphical command tokens of the plurality of sets of graphical conmmmand tokens is the

same as a length of a previous set of the plurality of sets of graphical command tokens,
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oufputting, by a source device and 1o a sink device a compressed version of the current
set of graphical conmand tokens.

[8666] In another example, a spurce device includes a memory, one or more
processors, and at least one module executable by the one or more processors. In this
example, the at least one module is executable by the one or more processors to capture
a plurality of sets of graphical command tokens respectively renderable into a plorality
of frames of video data; and responsive (o determining that a length of a current set of
graphical command tokens of the plurality of sets of graphical conmmand tokens is the
same as a length of a previous set of the plurality of sets of graphical command tokens,
cutput, to a sink device a compressed version of the current set of graphical command
tokens,

[8087] In another example, a source device inclades means for capturing a phurality of
sets of graphical commuand tokens respectively renderable into a plarality of frames of
video data; and means for outpuiting, to a sink device and respounsive {o detormining
that a length of a current set of graphical command tokens of the plurality of sets of
graphical command tokens is the same as a length of a previous set of the plurality of
sets of graphical command tokens, a compressed version of the current set of graphical
command tokens,

[8008] In another example, a non-transitory computer-readable storage medium stores
mstructions that, when execuied, cause one or more processors of a source device to
captore a plurality of scts of graphical command tokens respectively renderable into a
plurality of frames of video data; and responsive to determining that a length of a
current set of graphical command tokens of the phurality of sets of graphical command
tokens is the same as a length of a previous set of the plurality of sets of graphical
command tokens, output, to a sink device a compressed version of the current set of
graphical command tokens.

(8009} In another example, a method for receiving video data includes receiving, by 2
sinds device and from a source device, a version of 3 corrent set of graphical command
tokens and an indication of a compression status of the current sot of graphical
command tokens, wherein the current set of graphical command tokens is from a
plurality of sets of graphical command tokens respectively renderable into a phirality of
frames of video data; responsive to determining, based on the indication of the
compression status, that the version of the currert set of graphical command tokens is

compressed using frame based compression, generating a reconstructed version of the
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current set of graphical command tokens based on the previous set of graphical
command tokens and a received delta between the current set of graphical command
tokens and a previous set of graphical command tokens of the plurality of scts of
graphical command tokens; and rendering a trame of video data based on the
reconstructed version of the current set of graphical command tokens.

[8818] In another example, a sink device inchides 2 memory, one or more processors,
and at least one module executable by the one or more processors. In this example, the
at least one module is exccutable by the one or more processors to recetve, froma
source device, a version of a current set of graphical command tokens and an indication
of a compression status of the current set of graphical command tokens, wherein the
current set of graphical command tokens is from a plurality of seis of graphical
command tokens respectively renderable into a plarabity of frames of video data;
responsive to determining, based on the indication of the compression status, that the
version of the corrent set of graphical command tokens is compressed using frame based
compression, generate a reconstructed version of the current set of graphical comvnand
tokens based on the previous set of graphical command tokens and a received delia
between the current set of graphical command tokens and a previous set of graphical
command tokeons of the plurality of sets of graphical command tokens; and render 2
frame of video data based on the reconstructed version of the current set of graphical
command tokens.

{8818} In another example, a sink device inchudes means for receiving, from a source
device, a version of a current set of graphical coromand tekens and an indication of a
compression status of the current set of graphical command tokens, wherein the current
set of graphical command tokens is from a plorality of sets of graphical command
tokens respeciively renderable into 8 phurality of frames of video data; means for
generating, in response to determining, based on the indication of the compression
status, that the version of the carrent set of graphical command tokens is compressed
using frame based compression, a reconstructed version of the current set of graphical
command tokens based on the previous sct of graphical convuand tokens and a received
delta between the current set of graphical conmand tokens and a previous set of
graphical command tokens of the plurality of sets of graphical command tokens; and
means for rendering a frame of video data based on the reconstrocted version of the

current set of graphical commmand tokens.
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166121 In another example, 8 non-transitory compuuter-readable storage medium stores
mstructions that, when exccuted, cause one or more processors of a sink device to
receive, from a source device, a version of a current set of graphical command tokens
and an indication of a corapression status of the current set of graphical command
tokens, wherein the current set of graphical command tokens 15 from a plurality of sets
of graphical command tokens respectively renderable into a plorality of frames of video
data; responsive to determining, based on the indication of the compression status, that
the version of the current sct of graphical command tokens is compressed using frame
based compression, generate a reconstructed version of the current set of graphical
command tokens based on the previous set of graphical command tokens and a received
delta between the current set of graphical command tokens and a previous set of
graphical command tokens of the phurality of sets of graphical command tokens; and
render a frame of video data based on the reconstructed version of the carrent set of
graphical command tokens.

180131 The details of one or more examples are set forth in the accompanying
drawings and the description below. Other features, objects, and advantages will be

apparent from the description and drawings, and from the claims.

BRIEF DESCRIPTION OF DRAWEINGS

(8014} FIG. 1 is a conceptual diagram illustrating an example command frame 100
which may be output by a source device to stream video frames to a sink device, in
accordance with one or more techniques of this disclosure.

18615} FIG. 2 is a conceptual diagram dlustrating further details of one cxample of a
graphical command token, in accordance with one or more techniques of this disclosure.
(86161 FIG. 3 is a conceptual diagram of an example wireless display (WD) system in
which a source device is configured to transmit compressed graphical commands to a
sink device over a communication channel, in accordance with one or more technigucs
of this disclosure.

(8017} FIG. 4 18 a block diagram llustrating further details of one example of source
device 4 and sink device 6 of FIG. 3 in which source device 4 is configured to stream
video data to sink device 6 over communication channel 8, in accordance with one or

more techniques of the present disclosure.
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16018} FIGS. 5A-5C are concepual diagrams illustrating example sets of tokens which
may be analyzed by a source device to perform token based compression, in accordance
with one or more techaigues of this disclosure.

(8019} FIGS. 6A and 6B are conceptual diagrams illustrating example command frames
which may be output by a source device to stream video frames to a sink device, in
accordance with one or more techniques of this disclosure.

16628} FIGS. 7A and 7B are flow diagrams illustrating example operations of a source
device to stream video data to a sink device, in accordance with one or more techniques
of the present disclosure.

(8021} FIG. 8 1s a flow diagram illustrating example operations of a sowrce device to
stream video data to a sink device using frame based comapression, in accordance with
one or more technigues of the present disclosure.

(806221 FIG. 9 13 a flow diagram illastrating example operations of a sowrce device to
stream video data to a sink device using token based compression, in accordance with
one or more techniques of the present disclosure.

16623} FIG. 1015 a flow diagram llustrating example operations of a sink device to
recetve streaming video data from a source device, in accordance with one or more
techniques of the present disclosure.

(8024} FIG. 11 is a flow diagram illustrating example operations of a sink device to
perform frame based reconstraction on streaming video data received from a source
device, in accordance with ong or more techniques of the present disclosure.

16028) FIG. 12 s a flow diagram ilustrating exarple operations of a sink device to
perform token based reconstruction on streaming video data received from a source
device, in accordance with one or more techniques of the present disclosure.

(8026} FIG. 13 s a conceptual diagram tllustrating an example data flow withina WD
systern in which a source device is configured to transmit compressed graphical
commands 10 a sink device over a commumication channel, in accordance with one or
more techaigues of this disclosure.

186271 FIG. 14 is a graph illustrating a data rate as a function of frame number, in
accordance with one more technigues of this disclosure.

{8628} FIG. 15 is a graph illustrating amounts of data used to stream video data fora
plurality of applications using varying compression techniques, in accordance with one

more techniques of this disclosure.
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18629} FIG. 16 15 a graph illustrating amounts of data used 1o stream video data fora
plurality of applications using varying compression techmiques, i accordance with one

more technigues of this disclosure.

DETAILED DESCRIPTION

[8034] This disclosure describes technigues for streaming video from a source device
to a sink device. In some examples, a source device may stream video to a sink device
by capturing constructed frames from a frame buffer of the source device, and
transmitting the captured frames to the sink device, which may then displaying the
images at a display of the sink device. This method may be referred 10 as a “pixel
domain” transmission method. However, in some examples, 1t may not be desirable to
use the pixel domain method due to the high average data rate required for transmission
of the captured images.

(68031} Alteroatively, in some examples, a “graphics domain” transmission method may
be used by a spurce device to stream deconstructed video frames to a sink device.
Graphics domain transmission may be accomplished by capturing display data at an
input of a GPU of the source device in the form of graphics command tokens (e.g.,
tokens of Open(GL commands) and texture elements, transmitting the command tokens
and texture elements to the sink device. A GPU of the sink device may render the
command tokens and texture elements inte displayable frames, and output the rendered
frames at the display of the sink device.

(80321 In some examples, the graphical command tokens used to render consecutive
frames may be similar. For instance, the graphical command tokens used to render
frame » may be similar to the graphical command tokens used to render frame n+1. In
accordance with one or more technigues of this disclosure, as opposed to transmitting
complete graphical command tokens for each frame, a source device may exploit this

edundancy to compress the graphical command tokens for one or more frames. In
some examples, a source device may corapress the graphical cormmand tokens using one
or both of predictive frame-based coding and token-based coding. In this way, a source
device may reduce the data rate required for transmission of the graphical command
tokens.

16033} FIG. 1 1s a conceptual diagram ilustrating an example command frame 100

which may be output by a source device to stream video frames to a sink device, in
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accordance with one or more techniques of this disclosure. Ag illustrated in FIG. 1,
command frame 100 includes frame stari ficld 102, frame data ficld 104, and frame end
field 106.

(8034} In somme examples, frame start field 102 may mclude start flag 108, and frame
number field 112, In some examples, frame start ficld 102 may mdicate the beginning
of command frame 100 (Le., within a data stream). In some examples, frame number
ficld 112 may indicate a sequence numaber of command frame 100, In some cxamples,
the value of fraroe number ficld 112 may increment for subsequent frames. For
nstance, the value of frame number field 112 may be » for a current frame and n+1 for
a next frame.

[8035] In some examples, frame data field 102 may jnclude 2 plurality of graphical
command tokens 11441 14N (collectively, “tokens 1147). Each of tokens 114 may
correspond to a particular token of a graphical command. Further details of one
exaraple of a token of tokens 114 are provided below with reference to FIG. 2.

16036] In some examples, frame end field 106 may include ond flag 116, and frame
number field 120, In some examples, frame end field 116 may indicate the beginning of
frame end field 106 (i.e., within a data stream). In some examples, frame nomber ficld
120 may indicate a sequence mumber of command frame 100.

(8037} FIQG. 2 18 a conceptoal diagram illustrating further details of one example of a
graphical command token, in accordance with one or more techniques of this disclosure.
As illustrated in FIG. 2, token 114A may include token header field 122 and token dats
field 124,

16038} In some examples, token header ficld 112 may indicate one or more
characteristics of token 114A. In some examples, token header ficld 112 may be a fixed
length, such as 12 bytes. As illustrated in FIG. 2, token header ficld 112 may inclode
token type 126, and token data size 130, Token type 126 may indicate which graphical
command of a set of graphical commands corresponds to token 1i4A (1.e., which
graphical command token 14A is a token of). Token data size 130 may indicate a size
of token data ficld 124 (e.g., in bytes).

16039} Token data ficld 124 may indicate one or more arguments for token 114A. For
imstance, if the graphical command type indicated by token type 126 takes two
arguments, token data field 124 may include data for the two arguments.

[6048] FIG. 3 15 a conceptual dingram of an example wireless display (WD) system o

which a source device is configured 1o transmit compressed graphical commands to a
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sink device over a conmmunication channel, In accordance with one or more techmques
of this disclosure. As illustrated 1 FIG. 3, WD system 2 includes source device 4, sink
device 6, and communication channel 8.

(8041 Convmunication channel 8 may be any channel capable of propagating
commuumcative signals between source device 4 and sink device 6. In some examples,
communication channel 8 may be a wireless compuumication channel. For instance,
communication channel 8 may be implemented 1o radio frequency communications in
frequency bands such as the 2.4 gigahertz (GHZ) band, the 5 GHz band, the 60 GHz
band, or other frequency bands. In some examples, commumnication channel 8 may
comply with one or more sets of standards, protocols, or technologies such as universal
serial bus (USBE) (as promoted by the USB fmplementers Foromy), Wi-Fi (as promoted
by the Wi-Fi Alhance), WiGig (as promoted by the Wireless Gigabit Alhiance), and/or
the Institute of Electrical and Electronics Enginecrs (IEEE) 802,11 set of standards (e.g.,
802.11, 802.11a, %02.11b, BOZ.11g, 802.11n, 802.11ac, 802.11ad, etc.), or other
standards, protocels, or fechunologies. The frequency bands used, such as the 2.4 GHz, 3
(GHz, and 60 GHz bands, may be defined for purposes of this disclosure as they are
snderstood in ight of the standards of Wi-Fi, WiGig, any one or more IEEE 802.11
protocels, or other applicable standards or protocols.

[6042] WD 2 may include souwree device 4 which may be configured to transmit video
data in the form of compressed graphical conmmand tokens to a sink device, such as sink
device 6, over a communication chanuel, such as communication channel 8. Examples
of source device 4 may include, but are not limited to mobile devices such as
smartphones or other mobile handsets, tablet computers, laptop computers, desktop
computers, wearable computing devices (e.g., smart watches, visors, and the like), one
OF more processing units or other integrated circuits or chip sets, or other clecironic
devices. As illustrated in the example of FIG. 3, source device 4 may inchude
commumcation module 10, graphics processing unit (GPU) 12, streaming module i4,
texture clements 16, and application modules 18A-18N.

16043} Source device 4 may include commumnication module 10 which may manage
communications between source device 4 and one or more external devices, such as
sink device 6. For instance, communication module 10 may exchange data with sink
device 6 over communication channct 8. As onc example, commumication module 10
may stream compressed graphical command tokens 1o sink device 6 over

communication channel 3. In some examples, commumnication moduale 10 may receive
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nformation to be transmitted from other components of source device 4. For example,
communication module 10 may receive compressed graphical command tokens from
streaming module 14,

(8044} Source device 4 may include GPU 12 which may render frames of video data
based on one or more texture elements and graphical command tokens. Some examples
of graphical commands which may be performed by GPU 12 incloade, but are not
timited to, the DirectX” API by Microsoft”™, the OpenGL® AP1 by the Khronos group,
and the OpenCL ™ APL In some examples, GPU 12 may render frames of video data
based on graphical command tokens and texture elements associated with one or more
of apphication modules 18, For instance, GPU 12 may render frames of video data
based on graphical command tokens and texture elernents associated with an application
module of application modules 13 for cutput at a display operatively coupled to or
included in source device 4.

18845] Source dovice 4 may include streaming module 14 which may be configured to
strearn video data 1o one or more external devices. For instance, streaming module 14
may stream video data in the form of graphical conmnand tokens and texture elements to
sink device 6. In some examples streaming module 14 may encapsulate the graphical
command tokens in a command frame, such as command frame 100 of FIG. 1. In some
examples, streaming module 14 may capture the graphical commmand tokens and/or
textare clements 16 at an mput of GPU 2. In some examples, as opposed to outpuiting
complete graphical command tokens, streaming module 14 may output a compressed
version of the graphical command tokens. i some examples, streaming module 14 may
generate the compressed version of the graphical command tokens using one or both of
predictive frame-based coding and token-based coding.

[8046] In somc examples, in addition to the compressed version of the graphical
command tokeos, streaming module 14 may output an indication of a compression
status of the graphical command tokens. For instance, streaming module 14 may output
a command frame that inclodes a version of the graphical conmmand tokens and an
indication of whether the version of the graphical command tokens is uncompressed,
compressed using predictive frame-based coding, or compressed using, token-based
ceding.

18047} Source device 4 may include application modules 18 which may cach represent
an application provided by an ontity that manufactures source device 4 or software

operating on source device 4 or an application developed by a third-party for use with
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source device 4. Examples of application modules 18 may imchide apphications for
gaming, shopping, travel routing, maps, aadio and/or video presentation, word
processing, spreadsheets, voice and/or calls, weather, etc.

[8048] Source device 4 may include texture clements 16 which may be utilized by a
GPU to render frames of video data. In some examples, one or more of texture
elements 16 may be associated with a particalar application module of application
modules 18, For instance, where a gaming application of application modules 18 cntails
the slicing of falling froit (c.g., watermelons, avocados, pineapples, etc.), example
texture elements of texture clements 16 that may be associated with the gaming
application include a graphical representation of each of the types of fruit. In some
examples, texture elements 16 may be stored in a plurality of formats. Some example
formats mchude, but are not hmited to, RGBa 8888, RGBao 4444, RGBa 5551, RGE
563, Yo 88, and ¢ &.

18649] WD 2 may inchude sink device 6 which may be configured to receive video
data in the form of compressed graphical command tokens from a source device, such as
source device 4, over a4 communication chamnmel, such as communication channel R,
Examples of sink device 6 may inchude, but are not limited to mobile devices such as
smartphones or other mobile bandsets, tablet compuiers, laptop computers, desktop
computers, wearable computing devices {e.g., smart watches, visors, and the fike),
televisions, monitors, one or more processing uniis or other integrated circuits or chip
sets, ot other electronic devices. As illustrated in the example of FIG. 3, sink device 6
may include communication module 19, graphics processing unit (GPU} 20, streaming
module 22, and texture elements 24,

[8058] Sink device 6 may include commumication module 19 which may manage
communications between sink device 6 and one or more external devices, such as
source device 4. In some exarnaple, communication module 19 may perform operations
similar t0 communication module 10 of source device 4. For instance, comnuntication
module 19 may exchange data with source device 4 over communication channel 8. As
one example, conununication module 19 may receive graphical coromand tokeuns and
texture elements from source device 4 over a direct Wi-Fi connection. In some
examples, conumutication module 19 may provide received information to other
components of sink device 6. For example, communication module 19 may provide

received graphical command tokens and texiure clements to streaming module 22,
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166581} Sink device 6 may inchade GPU 20 which may perform operations similar to
GPU 12 of source device 4. For tastance, GPU 20 may render frames of video data
based on one or move texture clements and graphical command tokens. In some
examples, GPU 20 may be capable of performing the same graphical commands as
GPU 12, Some examples of graphical commands which may be performed by GPU 20
inclade, but are not Himited to, the DirectX™ API by Microsoft”, the OpenGL@) APEby
the Khronos group, and the OpenCL™ APL In some examples, GPU 20 may render
frames of video data based on graphical command tokeos and texture clements received
from one or more other components of sink device 6, such as streaming module 22, For
instance, GPU 20 may render frames of video data based on graphical command tokens
and texture clements associated received from streaming module 22 for output at 2
display operatively coupled to or included in sink device 6.

(86521 Sink device 6 may inclade streaming module 22 which may be configured to
receive strcaming video data from one or more external devices. For instance,
strearning moduie 22 may receive streaming video data in the form of graphical
command tokens and texture elements from source device 4. Tn some examples, the
graphical command tokens received by streaming moduole 22 may be encapsulated in a
command frare, such as command frame 100 of FIG. 1. insuch examples, streaming
moduie 22 may be configured to decapsulate the graphical command tokens. In some
examples, as opposed to receiving complete graphical command tokens, streaming
module 22 may receive compressed graphical command tokens. In such examples,
streaming module 22 may be configured to reconstruct the graphical conmmand tokens
based on the received compressed graphical command tokens.

(80531 In some examples, in addition to the compressed graphical command tokens,
streaming modele 22 may receive an indication of a compression status of the
compressed graphical command tokens. For instance, streaming module 22 may receive
a command frame that includes a version of the graphical command tokens and an
indication of whether the received version of the graphical command tokens is
uncompressed, compressed using predictive frame-based coding, or compressed using,
token-based coding.

{8654} Sink device 6 may inchide texture elements 24 which may be utilized by a GPU
to render frames of video data. In some examples, streaming module 22 may store

texture clements received from source device 4 in fexture elements 24.
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186551 A user of source device 4 may desire to stream video from source device 4 to
sink device 6. For instance, where a size of a display of source device 4 1s smaller than
a size of a display of sink device 6, the user of source device 4 may desire to utilize the
larger display of sink device 6 to output the videe. However, it may not be desirable to
transmit constructed frames of video data from source device 4 to sink device 6, e.g.,
due to bandwidth restrictions, processing power, and the Hke. In accordance with one or
more techniques of this disclosure, streaming module 14 source device 4 may output
graphical command tokens and one or more fexture clerents 1o streaming module 22 of
sink device 6 via commumication channel 8 n order to cause GPU 20 of sink device 6 to
render frames of video data. In this way, as opposed to sireaming video data in the pixel
domain, source device 4 may stream video data to sink device 6 in the graphics domain,
¢.g., by streaming graphical commands and texture elements,

[8056] In some examples, the graphical command tokens used to render consecutive
frames may be similar. For instance, the graphical command tokens used to render
frame » may be similar to the graphical command tokens used to render frame n+1. In
accordance with one or more fechnigues of this disclosure, as opposed to transmitting
complete graphical command tokens for each frame, source device 4 may exploit this
redundancy to compress the graphical command tokens for one or more frames. For
mstance, to cause sink device 6 1o render a current frame », source device 4 may
transmit a compressed version of the graphical command tokens for the current frame »
to sink device 6. In some examples, the compressed version of the graphical command
tokens for the current frame »n may define a difference botween the graphical command
tokens for frame » and graphical command tokens for a previous frame n-1. In this
way, source device 4 may redace the data rate required for transmission of the graphical
command tokens for the current frame 7.

(8057} FIQG. 4 1s a block diagram illustrating further details of one example of source
device 4 and sink device 6 of FIG. 3 i which source deviee 4 s configured to stream
video data to sink device 6 over communication channel 8, in accordance with one or
more techniques of the present disclosure.

186588] As illustrated in FIG. 4, source device 4 may include one or more processors 38,
one oF more communication units 32, one or more user interface (Ul devices 34, and
ong or more storage devices 36, Each of components 30, 32, 34, and 36 may be
interconnected (physically, conmnumicatively, and/or operatively) via conununication

channels 38 for inter-component compunications. [n some examples, conmmunication
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channels 38 may melude a system bus, network connection, interprocess
communication data struchire, or any other channel for communicating data. One or
more of storage devices 36, in some cxamples, may include communication moduole 14,
streaning module 14, texture clements 16, one or more application modules 18A-18N
{collectively, “application modules 187, and Ul module 40.

{80658 Processors 390, in one example, are configured to implement functionality and/or
process instructions for execution within source device 4. For example, processors 30
may be capable of processing instructions stored in one or more of storage devices 36.
Examples of processors 30 may inchide any one or more nicroprocessors, digital signal
processors (DSPs), application specific integrated circuits (ASICs), field programmabic
gate arrays (FPGAS), or any other equivalent integrated or discrete logic circuitry, as
well as any combinations of such components.

{88681 Source device 4, in some examples, also includes ones or more commumication
units 32. Source device 4, in one cxample, utilizes one or more of conunumication units
32 to conymumicate with external devices via one or more networks, such as one or more
wireless networks., One or more of comymunication units 32 may be a network fnterface
card, such as an Ethernet card, an optical transceiver, a radio frequency transceiver, or
any other type of device that can send and receive information. Other exaraples of such
network interfaces may include Bluetooth, 3G, and Wi-Fi radios. In some examples,
sowree device 4 utihzes commumication unit 32 to wirelessly commumicate with an
external device. For instance, sowrce device 4 may utilize commumication unit 32 o
wirclessly communicate with comuumication unit 52 of sink device 6 over
commumnication channel 8. In some examples, commmmication unit 32 may receive
mput from other components of source device 4, such as conmpunication module 10,
that causes communication unit 32 to communicate with an external device.

(8061 Source device 4, in some cxamples, may also include one or more Ul devices 34,
In some examples, one or more of Ul devices 34 can be configured to output content,
such as video data. For instance, 8 display of Ul devices 34 may be configured o
display frames of video data rendered by GPU 12, In addition to outputting content,
one or more of Ul devices 34 may be configured to receive tactile, audio, or visual
mputl. Some examples of Ul devices 34 inchude video displays, speakers, keyboards,
touch screens, mice, cameras, and the like.

(8062 Source device 4, in some cxamples, may also include Ul module 40, Ul module

49 can perform one or more functions to veceive, content, such as Ul data from other
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components assoctated with source device 4 and cause one or more of Ul devices 34 1o
cutput the content. In some examples, Ul module 40 may be configured to receive an
indication of input, such as user input, and send the indications of the input to other
components associated with source device 4, such as streaming module 14,

8063} One or more storage devices 36 may be configured to store mformation within
sowree device 4 during operation. One or more of storage devices 36, in some
examples, may comprise a computer-readable storage medium. o some examples, one
or more of storage devices 36 may comprise a fomporary remeory, meaning that 2
primary purpose of one or more of storage devices 36 is not long-term storage. One or
more of storage devices 36, in some examples, may comprise a volatile memory,
meaning that one or more of storage devices 36 does not maintain stored contents when
the system is turned oft. Example of velatile memories include random access
memories (RAM), dynamic random access memories (DRAM), static random aceess
memories (SRAM}, and other forms of volatile memories known in the art. In some
examples, one or more of storage devices 36 1s used to store program fostructions for
execution by processors 30, One or more of storage devices 36, in one example, may be
used by software or moduides ronning on source device 4 (e.g., communication module
10, streaming module 14, application modules 1%, and UT module 40) to temporarily
store information during program execution.

{8864} One or more of storage devices 36, in some examples, may also inchude one or
more computer-readable siorage media. One or more of storage devices 36 may further
be configured for long-term storage of information. o some examples, one or more of
storage devices 36 may include non-volatile storage elements. Examples of sach non-
volatile storage elements include magnetic hard discs, optical dises, floppy discs, flash
memories, or forms of electrically programmable memorics (EPROM) or electrically
erasable and progranunable (EEPROM) memories.

[8865] As discussed above, source device 4 may include streaming module 14, which
may be configured to stream video data to onc or more external devices. Insome
exaraples, streaming module 14 may inchude compression type module 41, frame based
compression module 42, and token based compression module 44,

[8066] Compression type module 41, in some examples, may be configured to
determine whether {o output a set of graphical command tokens with compression or
without compression. In some examples, where compression type module 41

determines to output the set of graphical command tokens with compression,
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compression type module 41 may be further configured to determine whether to
compress the set of graphical command tokens using frame based compression or token
based compression. In some exampies, compression type module 41 may nvoke frame
based compression module 42 to conpress the set of graphical convuand tokens using
frame based compression. In some examples, compression type module 41 may invoke
token based compression modile 44 to compress the set of graphical command tokens
using token based compression. In some examples, compression type module 41 may
determine whether to output a set of graphical command tokens with compression or
without compression in accordance with the technigues of FIG. 6A or FIG. 6B.

[8067] Frame based compression modale 42, in some examples, may be configured to
compress a set of graphical command tokens oun a frame level. In accordance with one
ot more techmiques of this disclosure, frame based compression module 42 may
compress a current set of graphical command tokens on a frame level by outputting
information corresponding o a delta between the current set of graphical command
tokens and a previous set of graphical conunand tokens. For instance, frame based
compression module 42 may determine a hist that indicates respective locations of one
or more chimks of data within a set tokens for a current frame that are different than
chunks of data within a set tokens for a previous frame, and outputting the list and the
one or more chunks of data within the set tokens for the current frame that are different
than chunks of data within the set tokens for the previous frame. In some examples,
frame based compression module 42 may compress a set of graphical command tokens
on a frame level in accordance with the techniques of FIG. 7.

16068} Token based compression module 44, 1n some examples, may be configared to
compress a set of graphical conmmand tokens on a token level. Token based
compression module 44 may be configured to determine the similarity between two sct
of graphical coramand tokens. For instance, token based compression module 44 may
perform a token search to determine whether tokens of a current frame are similar to
tokens of a previous frame. To perform the token scarch, token based compression
moduic 44 may, for cach token of a current frame, search a previous frame to determine
whether the previous frame inchades a similar token. In some examples, token based
compression module 44 may determine that a token of the carrent frame is similar to a
token of the previcus frame where the token of the current frame is of the same token
type and bas the saroe token data size as the token of the previous frame. As discussed

above with reference to FIG. 1, the type of a token (e.g., token type 126) may indicate
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which graphical command of a set of graphical commands the token corresponds to, and
the data size of a token {(¢.g., token data size 130) may indicate a size of one or more
arguments associated with the token.

(8069} In some examples, token based compression module 44 may generate a token
prediction map that indicates the results of the token search. For instance, the token
prediction map may indicate, for each token of the current frame, whether a similar
token can be located in the previous frame. As one cxample, if 8 similar token cannot
be located for a particular token of the current frame, the token prediction map may
mchide a zero for the particular token.  As another example, if 2 similar token can be
located for a particelar token of the current frame, the token prediction map may
identify which token of the previcus frame is similar to the particular token of the
current frame.

(80478 FIGS. SA-SC are conceptoal diagrams illustrating example sets of tokens which
may be analyzed by a source device to perform token based compression, in accordance
with one or more fechnigues of this disclosure. Each of FIGS. 5A-5C Ulustrates a
respective previouns frame of previous frames S02A-502C (collectively, “previous
frames 5027 and a respective current frame of curvent frames SO4A-504C {(collectively,
“current frames 5047). Each of previous frames 502 and corrent frames 504 includes
some combination of tokens S06A-506L

(88711 As discussed above, token based compression module 44 may perform a token
scarch to determine whether tokens of a current frame are similar o tokens of a previous
frame. In some exanmples, the tokens of a current frame may be totally different than the
tokens ot a previous frame and token based compression module 44 may be umable to
find a stmilar token in the previcos frame for any tokens of the current frame. For
instance, as illustrated in the example of FIG. 5A, token based compression module 44
may deternine that the tokens of current frame 504A arc completely different thao the
tokens of previous frame SO2A because tokens S06A-506D are completely different
than tokens 506E-506H.

16472} In some exaraples, at [east one tekens of the current frame may be similarto a
token of the previous frame. As one example, the previous frame may include one or
maore tokens that are not similar {0 tokens included i the current frame. For instance, as
tHustrated in the example of FIG. 5B, token based compression module 44 may
determing that previous frame 5028 inclades a token not included tn current frame

50418 because token 506C is not included in corrent frame 50418, As another exanple,
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the current frame may include one or more tokens that are not similar to tokens inclhaded
in the previous frame. For instance, as illustrated in the example of FIG. SC, token
based compression module 44 may determine that current frame 504C includes a token
not included in previous frame 502C because tokens 506H and 5061 are not similar to
tokens meluded in previous frame 502C.

(88731 As discossed above, token based compression module 44 may generate a token
prediction map that indicates the results of the token search. In the example of FIG. 5A,
where none of the tokens of previous frame 5024 (i.c., S06A-306D) arc similar to the
tokens of current frame SO4A (Le., SO6E-S06H), token based compression module 44
may generate a token prediction map that indicates that all of the tokens i current frame
S04A are new tokens [0, 0, 0, 0.

[8874] In the example of FIG. 5B, where a similar token can be found in previous frame
5028 {(i.e., 506A, S06B, and 506D) for each token of current frame 5048 (i.c., SO6A,
5068, and 506D), token based compression module 44 may generaie a token prediction
map of [1, 2, 4] to indicate that the similar token for the first token of current frame
5048 is the first token of previous frame 5028, the similar token for the second token of
current frame 504B is the second token of previous frame 5028, and similar token for
the third token of current frame 5048 is the fourth token of previous frame 502B.

[8875] In the example of FIG. 53¢, where a similar token can be found in previous frame
3028 {i.e., 506A, 5068, 506C, and S06D) for some tokens of current frame 504C (ie.,
S06A, 5068, 306C, and 506D, token based compression module 44 may goocrate a
token prediction map of [1, 2, 0, 0, 3, 4] to indicate that the similar token for the first
token of current frame 504C is the first token of previous frame S02C, the similar token
for the second token of current frame 504C is the second token of previous frame 502C,
the third and fourths tokens of current frame S04C are new tokens, the similar token for
the fitth token of current frame 504C is the third token of previous frame 502C, and the
similar token for the sixth token of current frame S04C 15 the fourth token of previous
frame 302C.

164776} In any case, based on the token prediction map, token based compression
module 44 may determine whether the set of tokens for the current frame is sufficiently
similar to the set of tokens for the previous frame. In some examples, token based
compression module 44 may determine a percentage of tokens of the sct of tokens for

the current frame for which a similar token can be located in the set of tokens for the
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previous frame. For instance, token based compression module 44 may deternune 2
percentage of non-zero valaes inchided in the token prediction map.

186771 In some examples, responsive to determining that the percentage satisfies a
threshold percentage (e.g., 10%, 20%, 30%), token based compreossion module 44 may
determinge that the set of tokens for the current frame is sufficiently similar to the set of
tokens for the previous frame. In some examples, responsive to determining that the
percentage does not satisfy the threshold percentage, token based compression module
44 may determine that the set of graphical convmand tokens for the current frame 18 not
sufficiently similar to the set of graphical conmand tokens for the previous frame. In
some examples, the percentage may satisfy the threshold percentage where the
percentage is greater than the threshold percentage.

[8878] Where the set of tokens for the current frame is not sufficiently similar to the set
of tokens for the previous frame, token based compression module 44 may outpuot an
uncompressed version of the current sct of graphical command tokens. Where the set of
tokens for the current frame 15 sufficiently stmilar to the sot of tokens for the previcus
frame, token based compression modale 44 may output the token prediction map and a
representation of cach token. As one example, for each respective token of the carrent
sot of graphical command tokens for which a similar graphical command token cannot
be located n the previous set of graphical coromand tokens, token based compression
module 44 may gutput the respective graphical command token, For instance, in the
exaraple of FIG. 5C, token based compression module 44 may output tokens 506H and
5061 of current frame 504C.

18079] As another example, for cach respective graphical command token of the current
set of graphical conmmand tokens for which a similar graphical conmumand token can be
located in the previous set of graphical comymand tokens, token based compression
moduie 44 may cutput a list indicating respective locations of one or more chunks of
data within the respective graphical commmand token that are ditfevent than chunks of
data within the located similar graphical command token of the previous set of graphical
command tokens, and the one or raore chunks of data within the respective token that
are different than the chumks of data within the stmilar graphical command token. For
imstance, in the example of FIG. SC, token based compression module 44 may output,
for token 306A of current frame 504C, a list indicating respective locations of one or
more chunks of data within token 506A of current framne 504C that are differernt than

chunks of data within token 506A of previcus frame 502C, and the one or more chunks
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of data within token 506A of current frame 504C that are different than the chunks of
data within token S06A of previces frame 502C. Token based compression module 44
may determing and output a similar fist and chunks for tokens S06B and 506D of
current frame 504,

{88881 Reforring back to FIG. 4, sink device 6 may include one or more processors 54,
one oF more commmunication units 52, one or more user interface (Ul) devices 54, and
one of more storage devices 56, Each of components 50, 52, 54, and 56 may be
ntercormected (physically, commumnicatively, and/or operatively) via comupmnication
channels 38 for inter-component communications. In some examples, communication
channels 58 may include a system bus, network connection, interprocess
compunication data structure, or any other channel for communicating data. One or
more of storage devices 56, in some examples, may include commumication module 19,
streaming moduile 22, texture elements 24, and Ul modulde 60.

18081} Processors 50, in some examples, may be configured to implement functionality
and/or process instructions for execution within sink device 6. For exaniple, processors
50 may be capable of processing instructions stored 1n one or more of storage devices
56. Examples of processors S8 may inchide any one or more microprocessors, digital
signal processors (DSPs), application specific imtegrated circuits (ASICs), ficld
programmable gate arrays (FPGAS), or any other equivalent integrated or discrete logic
cireaitry, as well as any combinations of such components.

18882} Sink device 6, in some examples, also inchides ones or more communication
units 52, Sink device 6, in one example, utilizes one or more of communication unis
52 to commmunicate with external devices via one or more networks, such as one or more
wireless networks. Ome or more of commaunication units 52 may be a network interface
card, such as a USB transceiver, an Ethernet card, an optical transceiver, a radic
frequency transceiver, or any other type of device that can send and receive mformation.
Other examples of such network interfaces may mclude Bluetooth, 3G, and Wi-Fi
radios. In some examples, sink device 6 wtilizes conununication unit 52 to wirelessly
comvaunicate with an external device, For instance, sink device 6 may utilize
commumnication unit 32 to wirclessly communicate with communication umt 32 of
source device 4 over communication channel 8. In some examples, communication onit
52 may provide received data to other componenis of sink device 6, such as

communication module 19.
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18883} Sink device 6, in some examples, may also include one or more Ul devices 54.
In some examples, one or more of Ul devices 54 can be configured to output content,
such as video data. For instance, a display of Ul devices 54 may be configured to
display frames of video data rendered by GPU 20, In addition to outputting content,
one or more of Ul devices 54 may be configured to receive tactile, audio, or visual
mnput. Some examples of Ul devices 34 inclade video displays, speakers, keyvboards,
touch screens, mice, cameras, and the like.

18084} Sink device 6, in some examples, may also include Ul module 60, Ul module
60 can perform one or more functions to receive, content, such as UT data from other
components assoctated with sink device 6 and cause one or more of Ul devices 54 to
output the content. In some examples, Ul module 60 may be configured to receive an
mdication of input, such as user input, and send the indications of the input to other
components associated with stnk device 6, such as streaming modude 14,

18085} One or morce storage devices 56 may be configured to store information within
sink device 6 during operation. Une or more of storage devices 56, in some exaraples,
may comprise a computer-readable storage medium. In some examples, one or more of
storage devices 56 may comprise a temporary memory, meaning that a primary purpose
of one or more of storage devices 56 is not long-term storage. One or more of storage
devices 56, in some examples, may comprise a volatile memory, meaning that one or
more of storage devices 56 does not maintain stored contents when the system is turned
off. Exampic of velatile memories include random access memories (RAM), dynamic
random access memories {DRAM), static random access memories (SRAM), and other
forms of volatile memories known in the art. In some examples, one or more of storage
devices 56 is used to store program instructions for execution by processors 58, One or
more of storage devices 56, in onc cxample, may be used by software or modules
running on sink device 6 {e.g., communication module 19, streaming module 22, and Ul
moduie 60} to temporarily store nformation during program execution.

188861 One or more of storage devices 56, in some examples, may also inchude one or
more compiier-readable storage media. One or more of storage devices 56 may fimther
be configured for long-term storage of information. Tn some examples, one or more of
storage devices 56 may inchude non-volatile storage elements. Examples of such non-
volatile storage elements include magnetic hard discs, optical dises, floppy discs, flash
memaories, or forms of electrically programmable memories (EPROM) or clectrically

erasable and programmable (EEPROM) memories.
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188871 As discussed above, sink device 6 may include streaming module 22, which may
be configured to receive streaming video data from one or more external devices. In
some examples, sireaming module 22 may inchude compression type module 61, frame
based reconstruction module 42, and token based reconstruction module 64.

{8088} Compression type module 61, In some examples, may be configared to
determine whether or not a corrent set of graphical command tokens is compressed. In
some cxamyples, such as where the corrent set of graphical command tokens is
compressed using frame based compression, compression type module 61 may inveke
frame based reconstruction module 62 1o reconstruct the current set of graphical
command tokens. In some examples, such as where the curvent set of graphical
command tokens is compressed using token based compression, compression type
moduie 61 may invoke token based reconstruction module 64 1o reconstruct the current
set of graphical command tokens.

18889 Frame based reconstruction module 62, in some examples, may be configured to
reconstruct a set of graphical command tokens on a frame level. in accordance with one
or more techniques of this disclosure, frame based reconstruction modude 62 may
reconstrict a current set of graphical command tokens on a frame level based on
information corresponding to a delia between the current set of graphical command
tokens and a previous set of graphical command tokens. For instance, based on a list
that indicates respective locations of one or more chumks of data within a current set of
tokens that are different than chunks of data within a previous st of tokens, and the one
or more chunks of data, frame based reconstraction module 62 may reconstruct the
current set of graphical command tokens on a frame level by replacing data at the
respective locations of the previous set of graphical command tokens with the one or
more received chunks of data.

[8098] FIGS. 6A and 6B are conceptual diagrams illustrating example command frames
which may be output by a source device to stream video frames to a sink device, in
accordance with one or more techuigues of this disclosure. As iliustrated in FIG. 64,
command frame 602 includes prediction flag 606, frame size field 608, and frame copy
field 610, As illustrated in FIG. 6B, command frame 604 includes prediction flag 606,
hist size field 612, new data size field 614, list ficld 616, and new data field 613,

(8091} FIGS. 7A and 7B are flow diagrams illustrating cxample operations of a source
device to stream video data to a sink device, in accordance with one or more technigues

of the present disclosure. The techniques of FIGS. 7A and 78 may be performed by one
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or more processors of & computing device, such as source device 4 illustrated in FIGS. 3
and 4. For purposes of illustration, the techniques of FIGS. 7A and 7B are deseribed
within the context of source device 4 illustrated in FIGS. 3 and 4, although computing
devices having configurations different than that of source device 4 may perform the
techniques of FIGS, 74 and 7B.

(88821 In accordance with gne or more techniques of this disclosure, streaming module
14 of source device 4 may capiure a set of graphical comumand tokens for a first frame
(702). For example, streaming module 14 may capture the set of graphical command
tokens for a first frame at an input of a GPU included m source device 4.

[8093] Streaming module 14 may output the set of graphical command tokens for the
first frame to sink device 6 (704). For exanple, streaming module 14 may transmit the
set of graphical command tokens for the first frame via a wireless communication fink
between source device 4 and sink device 6. In some examples, in addition to the set of
graphical command tokens for the first frame, streaming module 14 may also output one
or more texture clements to sink device 6.

16094} In some examples, streaming module 14 may output the set of graphical
command tokens for the first frame without compression. For instance, streaming
module 14 may gencrate a command frame, such as coromand frame 100 of FIG. 1, that
melades the set of command tokens for the first frame (1.¢., the set of command tokens
for the first frame may be tokens 114 of FIG. 1)

186951 As discussed above and in accordance with one or more techniques of this
disclosure, streaming module 14 may output sets of graphical command tokens for
subsequent frames with compression. For instance, streaming module 14 may capture a
set of graphical command tokens for an ™ frame (706). Similarly to the first frame,
streaming module 14 may capture the set of graphical command tokens for the »™ frame
at the input of the GPU included in source device 4.

[8096] Compression type module 41 may determine whether to output the set of
graphical command tokens for the #™ frame with compression or without compression.
For instance, compression type module 41 may determine whether a length of the set of
graphical conmmand tokens for the ™ frame is the same as a length of a set of graphical
command tokens for an n-1% frame (708).

{8097} Responsive to determining that the length of the set of graphical conumand
tokens for the »™ frame is the same as the length of the set of graphical command tokens

st e N o) . - P .
forthe »-17 frame (“Yes” branch of 708), compression type module 41 may invoke
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frame based compression module 42 o generate a compressed version of the set of
graphical command tokens for the #™ frame using frame based coding (710}, and output
the compressed version of the set of graphical command tokens for the #™ frame to sink
device 6 (712). In some cxamples, frame based compression module 42 may perform
frame based compression m accordance with the techmques of FIG. 7.

[8098] In some examples, such as the example of FIG. 6A, responsive to determining
that the length of the set of graphical command tokens for the ™ frame is different than
the length of the set of graphical command tokens for the 1-1* frame (“No” branch of
7083, streaming module 14 may output an uncompressed version of the set of graphical
command tokens for the n™ frame to sink device 6 {714A). In some examples,
streaming module 14 may encapsulate the uncompressed version of the set of graphical
cormmand tokens for the n™ frame in a command frame. For instance, streaming module
14 may generate a first command frame, such as conmmand frame 100 of FIG. 1, where
frame data field 104 inchudes the set of graphical command tokens for the »™ frame (i.e.,
tokens 114 include the set of graphical command tokens for the #™ frame). In some
exanples, streaming module 14 may further encapsulate the first commmand frame ina
second command frame, such as command frame 602 of FIG. 6A, where prediction flag
606 indicates that the set of graphical coramand tokens for the #™ frame arc
uncompressed, frame size field 608 indicates a size of the second command frame, and
frame copy field 610 is the first command frame.

18499} In some examples, such as the example of FIG. 7B, responsive to determining
that the length of the set of graphical cormmand tokens for the #™ frame is difforent than
the length of the set of graphical command tokens for the #-1% frame (“No” branch of
7083, frame based compression modele 42 may invoke token based compression
module 44 to generate a compressed version of the set of graphical command tokens for

th

the n™ frame using token based coding (714B), and owiput the compressed version of
the set of graphical command tokens for the 1™ frame to sink device 6 (712). Tn some
examples, token based compression module 44 may perform token based compression
in accordance with the technigues of FIG. 9.

161668] FIG. 815 a flow diagram illustrating example operations of a source deviee to
stream video data to a sink device vsing frame based compression, in accordance with
one or more techniques of the present disclosure. The techniques of FIG. & may be
performed by one or more processors of a computing device, such as source device 4

llustrated 1o FIGS. 3 and 4. For purposes of illustration, the technigues of FIG. 8 are
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described within the context of source device 4 illustrated in FIGS. 3 and 4, although
computing devices having configerations different than that of source device 4 may
perform the techuigues of FIG. 8.

(8181} As discussed above, in some examples, frame based compression module 42
may perform frame based compression in accordance with the techmiques of FIG. &,
For instance, frame based compression modole 42 may determine a list that indicates
respective locations of one or more chunks of data within a set of graphical command
tokens for an #™ frame that are different than a set of graphical command tokens for an
n-1" frame (802). In some examples, the chunks of data may be bytes of data. As one
example, if the bvtes at locations 70, 71, 72, 80, 113, 114, 158, 159, 160, 161, and 18R
within the set of graphical command tokens for the #™ frame are different bytes of data
at locations 70, 71, 72, 80, 113, 114, 158, 159, 160, 161, and 188 of the set of graphical
command tokens for the #-1% frame, frame based compression module 42 may generate
a list that indicates locations 70, 71, 72, 80, 113, 114, 158, 139, 160, 161, and 188. In
some examples, frame based compression module 42 may generate the list by
differentially encoding the locations. For instance, frame based compression module 42
may differentially encode locations 706, 71, 72, 80, 113, 114, 158, 159, 160, 161, and
188as 70,1, 1,8,33,1,44,1, 1, 1, and 27. In some cxamples, frame based
compression module 42 may encode the differential locations using exponential
Golomb coding. For instance, frame based compression module 42 may encode the
above differential locations using exponcutial Golomb coding as “00000010001107,
1, 1, RO010007, 000001000017, <17, ete... In this way, frame based compression
module 42 may reduce the amount of data required to represent the hist of locations.
{8162} In any case, frame hased compression module 42 may output a compressed
version of the set of graphical command tokens for the #™ frame by cutputting the list
and the one or more chunks of data within the set of graphical command tokens for the
5™ frame that are different than chunks of data within the set of graphical command
tokens for the n-1" frame (804). In some examples, frame based compression module
42 may encapsufate the compressed version of the set of graphical conuand tokens for
the #™ frame in a command frame, such as command frame 604 of FIG. 68, For
imstance, frame based compression module 42 may generate command frame 634 with
prediction flag 606 indicating that the set of graphical command tokens for the »™ frame
is compressed using frame based compression, list size field 612 indicating a size of the

hist of locations, new data size 614 mndicating a size of the one or more chunks of data
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within the set of graphical command tokens for the ™ frame that are different than
chunks of data within the set of graphical conmand tokens for the n-1% frame, list 616
inchiding an encoded version of the Hst of locations, and new data field 618 including
the onc or more chunks of data within the set of graphical comand tokens for the #”
frame that are different than chumks of data within the set of graphical command tokens
for the n-1" frame. In this way, frame based compression modale 42 may compress
graphical command tokens using frame based compression.

16343] FIG. 9 15 a flow diagram illustrating example operations of a sowrce deviee to
stream video data to a sink device using token based compression, in accordance with
one or more techniques of the present disclosure. The techniques of FIG. 9 may be
performed by one or more processors of a computing device, such as source device 4
lustrated 1o FIGS. 3 and 4. For purposes of illustration, the technigues of FIG. 9 are
described within the context of source device 4 illustrated in FIGS. 3 and 4, although
computing devices baving configurations different than that of source device 4 may
perform the techmigues of FIG. 9.

18184} As discussed above, in some examples, token based compression module 44
may perform token based compression in accordance with the techniques of FIG. 9. For
instance, token based compression module 44 may determine a token prediction map
that mdicates, for cach graphical command token M of a set of graphical command
tokens for an #" frame, whether a similar graphical command token can be located in
the a set of graphical command tokens for an #-1% frame (902). In some examples,
token based compression modube 44 may detormine, for a particular graphical command
token of the set of graphical coromand tokens for the »™ frame, that that a similar
graphical command token can be located in the set of graphical command tokens for the
-1 frame where a particular graphical command token of the set of graphical
command tokens for the n-1% frame has a same token type {e.g., token type 126 of FIG.
1) as the particular graphical command token of the set of graphical command fokens
for the ™ frame, and a same token data size (¢.g., token data size 130 of FIG. 1) as the
particular graphbical conunand token of the set of graphical command tokens for the #™
frame. In some examples, as opposed to searching the complete set of graphical
command tokens for the #-17 frame, token based compression module 44 may search a
subset of searching the set of graphical command tokens for the #-1% frame (ie., a
scarch range). In some examples, the search range may include a quantity of tokens

(e.g., 10,20, 30, 100, ..., etc.).
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16185} Token based compression module 44 may determine whether the token
prediction map indicates that the set of graphical command tokens for the #™ frame is
sufficiently similar to the set of graphical command tokens for the n-1" frame (904).
For tostance, token based compression module 44 may determine a percentage of
graphical command tokens of the set of graphical command tokens for the #™ frame for
which a similar graphical command token can be located in the sct of graphical
command tokens for the #-1% frame. In some examples, responsive to determining that
the percendage satisfies a threshold percentage {e.g., 10%, 20%, 30%:), token based
compression module 44 may determine that the set of graphical command tokens for the
n" frame is sufficiently similar to the set of graphical command tokens for the #-1%
frame. In some examples, responsive to determining that the percentage does not satisfy
the threshold percentage, token based compression module 44 may determine that the
set of graphical command tokens for the »" frame is not sufficiently similar to the set of
graphical command tokens for the #-1" frame. In some examples, the percentage may
satisty the threshold percentage where the percentage is greater than the threshold
percentage.

{8166} Responsive to determining that the token prediction map does not indicate that
the set of graphical command tokens for the ™ frame is sufficiently similar to the sct of
graphical command tokens for the n-17" frame (“No” branch of 904), token based
compression moduole 44 may outpet an uncompressed version of the set of graphical
contmand tokens for the n” frame to sink device 6. For instance, token based
compression module 44 may output the uncompressed version of the set of graphical
command tokens for the " frame similar to operation 714A of FIG. 7A.

[8167] Responsive to determining that the token prediction map indicates that the set of
graphical command tokens for the #™ frame is sufficiently similar to the st of graphical
command tokens for the n-1% frame (“Yes” branch of 904), token based compression
module 44 may encode the set of graphical command tokens for the n" frame using
token based compression. Token based compression module 44 may process a first
graphical command token m by setting index value m to zero (908). For instance, for
cach graphical command token m of the set of graphical command tokens for the »™
frame, token based compression module 44 may determine whether a graphical
command token similar to graphical command token m can be located in the set of

graphical command tokens for the n-1" frame (910),
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16148} I a graphical command token similar to graphical command token m cannot be
located in the set of graphical command tokens for the #-1% frame (“No” branch of 910),
token based compression module 44 may encode, in the compressed version of the set
of graphical coramand tokens for the »™ frame, graphical command token m (912), and
determine whether graphical command token m is the last token in the set of graphical
command tokens for the »™ frame (914).

14109} If a grapbical comunand token similar to graphical command token m can be
focated in the set of graphical convmand tokens for the -1 frame (“Yes™ branch of
8103, token based compression module 44 may encode a delta between graphical
command token m and the similar graphical conmmand token in the set of graphical
command tokens for the #-1% frame, and determine whether graphical command token
m is the Tast token in the set of graphical command tokens for the #” frame (914). In
some cxamples, token based compression module 44 may encode the delta using
techniques similar to the frame based compression techniques of FIG. 8. For instance,
token based compression module 44 may determine a Ust that indicates tespective
locations of one or more chunks of data within graphical command token m that are
different than chunks of data located within the similar graphical command token in the
set of graphical command tokens for the n-1™ frame (916), and encode, in the
compressed version of the set of graphical command tokens for the #™ frame, the list
and the one or more chunks of data within graphical command token m that are different
than the chunks of data located within the similar graphical command token in the set of
graphical command tokens for the #-1* frame (918),

161168] In any case, 1f graphical command token m is not the last token in the set of
graphical command tokens for the 7™ frame (“No” branch of 914), token based
compression module 44 may advance to a next graphical command token in the set of
graphical command tokens for the 7™ frame (920) and determine whether a graphical
command token similar to graphical command token m+1 can be located in the set of
graphical command tokens for the #-1% frame (910). If graphical command token m is
the last token in the set of graphical conmand tokens for the #” frame (“Yes” branch of
314), token based compression module 44 may output the compressed version of the set
of graphical command tokens for the 2" frame to sink device 6 (922). In this way,
token based compression moduole 44 may compress graphical command tokens using

token based compression,
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16111} FIG. 1015 a flow diagram llustrating example operations of a sink device to
receive streaming video data from a source device, in accordance with one or more
techniques of the present disclosure. The technigues of FIG. 10 may be performed by
one or more processors of a computing device, such as sink device 6 illustrated 1o FIGS.
3 and 4. For purposes of illustration, the techmiques of FIG. 10 are deseribed within the
context of sink device 6 Hlustrated in FIGS. 3 and 4, although computing devices having
configurations different than that of sink device 6 may perform the technigues of

FI1G. 10,

18112} In accordance with one or more techmiques of this disclosure, streaming module
22 of sink device 6 may receive, from a source device, a version of a carrent set of
graphical command tokens and an indication of a compression status of the curcent set
of graphical command tokens (1002). In some examples, the current set of graphical
command tokens may be from a plurality of sets of graphical command tokens that may
be respectively renderable into a plurality of frames of video data. In some examplcs,
the received version of the current set of graphical command tokens may be
encapsulated in a command frame, such as command frame 100 of FIG. 1, command
frame 602 of FIG. 6A, or command frame 604 of FIG. 6B. In some examples, the
indication of the corapression status may be a prediction flag, such as prediction flag
606 of FIGS. 6A and 6B,

(8113} Compression type module 61 of streaming module 22 may determine whether
the compression status indicates that the received version of the current set of graphical
convmand tokens is compressed using frame based compression {1004), using token
based compression (1008), or 1s uncompressed (1012). As one example, if a prediction
flag recetved with the received version of the current set of graphical command tokens
has a value that indicates frame based compression (i.c., equals 255}, compression type
module 61 may determine that the received version of the current set of graphical
command tokens is compressed using frame based compression. As another example, if
a prediction flag received with the received version of the current set of graphical
command tokens has a value that indicates token based compression {(i.¢., cquals a value
different than 255}, compression type module 61 may determine that the received
version of the current set of graphical commmand tokens is compressed using token based
compression. As another example, if a prediction flag is not received with the received
version of the current set of graphical command tokens, compression type moduic 61

may determine that the received version of the current set of graphical command tokens
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is uncompressed. As another example, if a prediction flag received with the received
version of the current set of graphical command tokens equalsQ, compression type
modude 61 may determine that the received version of the current set of graphical
command tokens is uncompressed.

{68114} If the received version of the current set of graphical command tokens s
compressed using frame based compression (“Yes” branch of 1004), streaming module
22 may generaic an uncompressed version of the current set of graphical command
tokens using frame based reconstruction (1006). For instance, compression type
module 61 may invoke frame based reconstruction module 62 to generate the
sncompressed version of the current set of graphical command tokens based on a
previous set of graphical command tokens using frame based reconstruction in
accordance with the techniques of FIG. 11,

[8115] If the received version of the current set of graphical command tokens is
compressed using token based compression (Y es™ branch of 1008}, streaming module
22 may generate an uncompressed version of the current set of graphical command
tokens using token based reconstruction (1010}, For instance, compression type module
61 may invoke token based reconstruction module 64 to gencrate the uncompressed
version of the current set of graphical command tokens based on & previous set of
graphical command tokens using token based reconstroction in accordance with the
techniques of FIG. 12.

13116} I the received version of the current set of graphical command tokens is
uncompressed (“No” branch of 1008}, following frame based reconsiruction, or token
based reconstruction, streaming module 22 may render a frame of video data based on
the uncompressed version of the corrent set of graphical command tokens (1014). For
instance, streaming module 22 may cause GPY 20 of sink device 6 to render the frame
of video data based on the uncompressed version of the current set of graphical
command tokens. In some examples, GPU 2 may render the frame of video data for
cuiput at a display of Ul devices 54 of sink device 6.

18317} FIG. 11 15 a flow diagram illustrating example operations of a sink device to
perform frame based reconstruction on streaming video data received from a source
device, in accordance with one or more technigues of the present diselosure. The
techniques of FIG. 11 may be performed by one or more processors of a computing
device, such as sink device 6 illustrated in FIGS. 3 and 4. For purposes of illustration,

the techniques of FIG. 11 are described within the context of sink device 6 illustrated in
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FIGS. 3 and 4, although computing devices having configurations different than that of
sink device 6 may perform the techniques of FIG. 11

(8118} As discussed above, in some examples, compression type module 61 may
invoke frame based reconstruction module 62 to generate the uncompressed version of
the current set of graphical commmand tokens using frame based veconstruction in
accordance with the techniques of FIG. 11, When invoked to perform frame based
reconstruction, frame based reconstruction module 62 may determine that the received
version of the current set of graphical command tokens indicates a dehta between the
current set of graphical command tokens and a previous set of graphical command
tokens, For instance, frame based reconstruction module 62 may determine that the
received version of the current set of graphical command tokeus jncludes a st that
mdicates respective locations of one or more chumnks of data within the current set of
graphical command tokens that are different than chunks of data within the previous set
of graphical command tokens, and the one or more chunks of data {1102).

16119} Fraroe based reconstruction module 62 may gencrate a reconstructed version of
the current set of graphical command tokens based on the deha and the previous set of
graphical command tokens. For instance, frame based reconstruction module 62 may
generate the reconstructed version of the current set of graphical command tokens by
replacing data at the respective locations of the previous set of graphical command
tokens with the one or more chunks of data included in the received version of the
current set of graphical command tokens {1104). Frame based reconstruction module
62 may output the reconstructed version of the current set of graphical command tokens
to GPU 20 of sink device 6 1o cause GPU 20 to render the frame of video data based on
the reconstructed version of the current set of graphical command tokens. In this way,
frame based reconstruction module 62 may reconstruct a set of graphical command
tokens using frame based compression.

(6126} FIG. 12 18 a flow diagram llustrating example operations of a sink device to
perform token based reconstruction on streaming video data received from a source
device, in accordance with one or more techniques of the present disclosure. The
techniques of FIG. 12 may be performed by one or more processors of a computing
device, such as sink device 6 illustrated in FIGS. 3 and 4. For purposes of illastration,
the techniques of FIG. 12 are described within the context of sink device 6 iilustrated in
FIGS. 3 and 4, although computing devices baving configurations difforent than that of

sink device 6 may perform the technigues of FIG. 12,
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181211 As discussed above, and in some examples, compression type module 61 may
invoke token based reconstruction module 64 to generate the uncompressed version of
the current set of graphical command tokens using token based reconstruction in
accordance with the techmigues of FIG. 12, When invoked to perform token based
reconstruction, token based reconstruction module 64 may determine that the received
version of the current set of graphical conmmand tokens inchdes a token prediction map
that indicates, for cach graphical command token of the current set of graphical
command tokens, whether a similar graphical command token can be focated ina
previous set of graphical commmand tokens (1202). In some examples, the token
prediction map may be encoded. For instance, the token prediction map [1, 2, 0,0, 3, 7,
8, 10] may be encoded as a vector of non-zero values {1, 1, 0, 0, 1, 1, 1, 1] that indicates
which graphical command tokens of the current set of graphical commmand tokens have
similar graphical command tokens in the previous set of graphical command tokens, and
a vector of differential non-zero values [1, 1, 1, 4, 1, 2] that can be combined with the
vector of non-zero values to recounstruct the token prediction map. In scre examples,
the vector of differential non-zero values may be encoded using exponential Golomb
ceding {€.g., the vector of differential non-zere values [1, 1, 1, 4, 1, 2] may be encoded
as 17, 1T ST, 001007, <1, <o),

(8122} Token based reconstruction module 64 may process a first graphical command
token m by setting index value m to zero (1204). Token based reconstraction module 64
may deiermine, based on the token prediction map, whether a graphical command token
similar to graphical comnand token m may be located in the previous set of graphical
command tokens (1206). As one example, it an entry in the token prediction map is
non-zery, token based reconstruction modele 64 may determine that a graphical
command token similar to graphical command token m can be located in the previous
set of graphical command tokens. As another example, if an cotry 1 the token
prediction map 18 zero, token based reconstruction module 64 may determine that a
graphical command token similar to graphical command token m caunot be located in
the previous set of graphical command tokens.

16123} ¥ a graphical command token similar to graphical command token m cannot be
located in the previous set of graphical command tokens (“No” branch of 1206), token
based reconstruction medule 64 may determine that the received version of the current
set of graphical command tokens mehades graphical command token m (1208). For

mstance, token based reconstruction module 64 may determine that the received version
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of the carrent set of graphical command tokens includes an uncompressed version of
graphical command token m. Token based reconstroction module 64 may include token
m in the uncompressed version of the current set of graphical command tokens (1210},
and determine whether token m is the last graphical commmand token in the current set of
graphical command tokens (1212).
[#124] If a graphical command token similar to graphical command token m can be
focated in the previous sct of graphical command tokens {(“Yes” branch of 1206}, token
hased reconstruction module 64 may reconstruct graphical command token m using
techniques similar to the frame based reconstruction techniques discussed above. For
imstance, token based reconstruction module 64 may determine that the received version
of the current set of graphical coramand tokens jucludes a list indicating respective
locations of one or more chunks of data within token m that are different than chunks of
data within the located similar token of the previous set of graphical command tokens,
and the one or more chunks of data within token m that are differcut than the chunks of
data within the located similar token of the previous st of graphical command tokens
(1216). Based on the hst and the one or more chunks of data, token based
reconstruction module 64 may generate a reconstructed version of token m by replacing
data at the respective locations of the located similar graphical command token of the
previous set of graphical command tokens with the one or more chunks of data within
token m that are different than the located similar graphical command token (1218).
Token based reconstruction module 64 may include the reconstructed version of
graphical command token m in the uncorapressed version of the current set of graphical
command tokens (1220), and determine whether token m is the last graphical command
token in the current set of graphical command tokens (1212).

(8125} In any case, if graphical comumand token m is not the last token in the current set
of graphical comamand tokens (*“No” branch of 1212), token based reconstruction
module 64 may advance to a next graphical command token 1n the current set of
graphical command tokens (1212} and determine whether a graphical comnmand token
similar to graphical comnand token m+1 may be located in the previous set of graphical
command tokens (1206). If graphical command token m is the last token in the current
set of graphical conmand tokens (“Yes” branch of 914), token based reconstruction
module 64 may output the uncompressed version of the current set of graphical
command tokens {1222}, For instance, token based reconstruction module 64 may

output the uncompressed version of the current set of graphical commuand tokens to
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GPU 20 of sink device 6 to cause GPU 20 to render the frame of video data based on the
sncompressed version of the current set of graphical command tokens. In this way,
token based reconstruction module 64 may reconstruct a sct of graphical command
tokens using token based compression.

(8126} FIQG. 13 s a conceptual diagram tllustrating an example data flow withina WD
system in which a source device is configured to transmit compressed graphical
commands to a sink device over a comununication channel, in accordance with cne or
more techniques of this disclosure. Tn some examples, the data flow illustrated by FIG.
13 may correspond to a data flow within WD system 2 of FIGS. 3 and 4.

(8127} As illustrated in FIG. 13, one or more of application modules 18 of source
device 4 may output graphical command tokens, e.g., to GPU 12, In some examples,
GPU 12 may render the graphical command tokens into video data and output the
rendered video to a display of Ul devices 34, In some examples, GPU 12 may not
render the graphical command tokens. In accordance with one or more techniques of
this disclosure, streaming module 14 may capture the graphical command tokens at an
nput of GPU 12, Streaming module 14 may process the graphical commmand tokens and
cutput compressed graphical command tokens to commumication units 32. For instance,
streaming module 14 may generate compressed graphical command tokens using one or
both of frame-based encoding or token-based encoding. Communication units 32 may
puiput the compressed graphical command tokens to commumication units S2 of sink
device 6.

16128) Comuunication units 52 may output the received compressed graphical
command tokens to streaming module 22, In accordance with one or more techniques
of this disclosure, streaming modale 22 may decompress the compressed graphical
command tokens to generate graphical command tokens and output the generated
graphical command tokens to GPU 20, GPLU 20 may render the graphical conmmand
tokens recetved from streaming module 22 into rendered video and output the rendered
video for display. For instance, GPU 20 may output the rendered video for display at s
display of Ul devices 54.

16125] FIG. 14 s a graph illustrating a data rate as a function of frame mumber, in
accordance with one more techniques of this disclosare. In some examples, the data
rate illustrated by graph 1400 of FIG. 14 may correspond to a rate at which a source

device, such as source device 4 of FIGR. 3 and 4 may generate data for transfer to a sink
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device, such as sink device 6 of FIGS. 3 and 4, when transmitting video data as
graphical command tokens and texture elements.

[8138] In some examples, peaks 1402A-1402C (collectively, “peaks 14027) may
correspond to frames which include texture elements. For instance, frame numbers 1,
25, and 50 may include texture clements. In the example of FIG. 14, the total amount of
data used to transmit the texture elements may be approximately 77MB.

16131} As discussed above, in addition to transmitting fexture ¢lements, the source
device also transmits graphical command tokens. For fnstance, frame mumbers 51
through 1000 may inchade sets of graphical command tokens. In the example of FIG.
14, the total amount of data used to transmit the sets of graphical conumand tokens may
be approxiroately 242MB. As such, while fransmitting texture elersents may cause
spikes in the data vate, transmitting the graphical command tokens may heavily
contribute to the overall amount of data transmitted.

18132} In accordance with one or more techniques of this disclosure, a source device
may taplement ene or more compression techniques to reduce the amount of data
required to transmit the graphical command tokens. For instance, a source device may
implement one or more compression techniqoes in accordance with the technigues of
FIGS. 79, Similarly, a sink device may tplement onc or more complimontary
decompression technigues in accordance with the techmiques of FIGS. 10-12. In this
way, the source device and the sink device may redoce the amount of data required to
transmit the graphical command tokens.

16333) FIG. 15 s a graph illustrating amounds of data used to strears video data fora
plurality of applications using varying compression techmiques, in accordance with one
more technigues of this disclosure. In some examples, original size 1502 data
itlustrated by graph 1500 of FIG. 15 may correspond to amounts of data used by a
source device to stream video data for a plurality of applications (i.e., “Aungry Birds,”
“Fruit Nigja 1,” “Fruit Niga 2,7 “Google Maps 1,” “Google Maps 2,7 “Bridges,” and
“Bus Simulator”) without compressing graphical command tokens. In some examples,
frame-based 1504 data tllustrated by graph 1500 of FIG. 15 may correspond to amounts
of data used by a source device to stream video data for the plurahity of applications
using frame based compression techniques to compress graphical command tokens. In
some examples, token-based 1506 data illustrated by graph 1500 of FIG. 15 may
correspond to amounds of data used by a source device to stream video data for the

plurality of applications using frame based and token based compression technigues o
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compress graphical commmand tokens. As shown by FIG. 15, by compressing graphical
command tokens with one or both of frame based techniques and token based
techniques, a source device may reduce the amount of data used to stream video data to
a sink device,

(8134} FIG. 16 1s & graph llustrating amounts of data used to stream video data fora
plurality of applications using varying compression techriques, in accordance with one
more techaniques of this disclosure. Graph 1600A of FIG. 16 illustrates differcut
amounts of data used by a source device 1o transmit a first subset of frames of video
data for a plurality of applications (1.e., “Angry Birds,” “Fruit Ninja 1,7 “Fruit Ninja 2,7

s g,

“Google Maps 1,7 “Google Maps 2,7 “Bridges,” and “Bos Strmulator™). For instance,

original size 1602A indicates the amount of data used by the source device to stream the
first subset of frames without compressing graphical command tokens, and compressed
data 1604A indicates the amount of data used by the source device to stream the first
subset of frames with frame-based graphical conumand token compression.

18135} Graph 16008 of FiG. 16 illustrates different amounts of data used by a source
device to stream a second subset of frames of video data for the plurality of
applications. For wstance, onginal size 16028 ndicates the amount of data used by the
source device to transmyit the second subset of frames without compressing graphical
command tokens, and compressed data 16048 imdicates the amount of data used by the
souree device to stream the second subset of frames with token-based graphical
command token compression.

18136} The video data may also include a third subset of frames that are transmitied
without compression. For mnstance, the third subset of frames may include a first frame
of the video data, and frames of the video data that are not sufficiently similar to
previous frames of the video data to perform token based compression. Together, the
amounts of data used to transmit the first subsct of data tlustrated by graph 16004, the
second subset of data iHlustrated by graph 1600B, and the third subset of data may equal
the amounts of data ifhustrated by FIG. 15,

18137} The following examples may illustrate one or more tochmiques of the disclosure:
(6138} Example 1. A method for transmitting video data comprising: capturing a
plurality of sets of graphical command tokens respectively renderable into a phirality of
frames of video data; and responsive to determining that a length of a current set of
graphical command tokens of the plurality of sets of graphical command tokens 1s the

same as a length of a previous set of the plarality of sets of graphical command tokens,
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outputting, by a source device and to a sink device, a compressed version of the current
set of graphical conmand tokens.

(8139} Examplc 2.  The method of example i, wherein the compressed version of the
current set of graphical command tokens includes: a list indicating respective locations
of one or more chunks of data within the current set of graphical command tokens that
are different than the previous set of graphical command tokens, and the one or more
chunks of data.

16148] Example 3. The method of any cormabination of examples 12, wherein the list
is encoded using exponential Golomb coding.

{6141} Example 4.  The method of any combination of examples 1--3, further
compristug: responsive to detormining that a length of the current set of graphical
command tokens is different than the length of the previous set of graphical command
tokens, outputting, by the source device and to the sink device an uncompressed version
of the current set of graphical comumand tokens.

16142} Example 5. The method of any cornhination of examples 1-4, wherein the
compressed version of the current set of graphical command tokens is a first compressed
version, the method further comprising: responsive to determining that a length of the
current set of graphical command tokens 1s different than the leogth of the previous set
of graphical command tokens: determining a token prediction map that indicates, for
each graphical command token of the current set of graphical command tokens, whether
a similar graphical command token can be located in the previous set of graphical
comvmand tokens; respounsive 1o determining, based on the token prediction map, that the
current set of graphical command tokens 1s sufficiently similar to the previous set of
graphical command tokens, outputting, by the source device and to the sink device, a
second compressed version of the current set of graphical command tokens; and
responsive to determining, based on the token prediction map, that the current set of
graphical command tokens is not sufficiently similar to the previous set of graphical
command tokens, outputting, by the source device and to the sink device, an
uncompressed version of the current set of graphical command tokens.

16143} Example 6. The method of any combination of examples 1-3, wherein
determining whether the curvent set of graphical command tokens is sufficiently similar
to the previous set of graphical command tokens comprises: determining a percentage of
graphical command tokens of the current set of graphical command tokens for which a

similar graphical command token can be located in the previous set of graphical
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command tokens; and responsive to determining that the percentage satisfies a threshold
percentage, determining that the current set of graphical command tokens is sufficiently
similar to the previous set of graphical comumand tokens.

[8144] Example 7. The method of any combination of examples 1-6, wherein the
second compressed version of the current st of graphical command tokens includes: the
token prediction map, for cach respective graphical command token of the current set of
graphical command tokens for which a similar graphical comumand token cannot be
focated in the previous set of graphical convmand tokens, the respective graphical
command token, and for each respective graphical command token of the current set of
graphical command tokens for which a similar graphical command token can be located
in the previous set of graphical command tokeos: a list indicating respective locations of
one or more chunks of data within the respective graphical command token that are
different than the located similar graphical command token of the previous set of
graphical command tokens, and the one or more chunks of data within the respective
token that arc difforent than the located stmilar graphical command token.

16145} Example 8. The method of any combination of examples 1-7, further
comprising determining, for a particular graphical command token of the current set of
graphical command tokens, that a similar graphical comand token can be located in
the previous set of graphical conwnand tokens where a particular graphical command
token of the previous set of graphical command tokens has: a same token type as the
particular graphical command token of the corrent sct of graphical command tokens,
and a same token data size as the particular graphical command token of the current set
of graphical command tokens.

[6146] Example 8. The method of any combination of examples 1§, forther
comprising outpuiting, by the source device and to the sink device, an indication of 3
compression status of the current set of graphical command tokens.

(81471 Example 10, A source device comprising: a memory; One of more processors;
and at least one module executable by the one or more procossors to: capture a plurality
of sets of graphical command tokens respectively renderable into a plurality of frames
of video data; and responsive to determining that a length of a current set of graphical
command tokens of the plurality of sets of graphical command tokens is the same as a
length of a previous sct of the plurslity of sets of graphical command tokens, output, 1o

a sink device a compressed version of the current set of graphical command tokens.
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16148} Example 11, The source device of example 10, wherein the at least one module
is further executable by the at least one processors to perform any combination of the
method of examples 1-9.

(6149} Example 12, A source device comprising means for performing any
combination of the method of examples 1-9.

[#1568] Example 13, A computer-readable storage mediom storing instructions that,
when executed, cause one or morg processors of a source device to perform any
combination of the method of examples 1-9.

16181} Example 14, A method for receiving video data comprising: receiving, by a
sink device and from a sowree device, a version of a current set of graphical command
tokens and an indication of & compression status of the current set of graphical
command tokens, wherein the current set of graphical connmand tokens 1s froma
plurality of sets of graphical command tokens respectively renderable into a plorality of
frames of video data; responsive to determining, based on the indication of the
compression status, that the version of the current set of graphical command tokens is
compressed using trame based compression, generating a reconstructed version of the
current set of graphical command tokens based on the previcus set of graphical
command tokens and a received delta between the current set of graphical command
tokens and a previous set of graphical cornmand tokens of the phurality of sets of
graphical command tokens; and rendering a frame of video data based on the
reconstructed version of the current set of graphical command tokens.

18152} Example 15, The method of example 14, wherein the received version of the
current set of graphical command tokens 1s compressed using frame based compression
where a length of the current set of graphical command tokens is the same as a length of
the previous set of graphical command tokens.

(8153} Example 16, The method of any combination of examples 14-15, wherein the
received version of the current set of graphical command tokens is uncompressed where
a fength of the current set of graphical command tokeuns is different than a length of the
previous set of graphical convmand tokens.

16184} Example 17, The method of any combination of examples 14-16, wherein: the
delta between the current set of graphical command tokens and the previous set of
graphical command tokens inchides: a list indicating vespective locations of one or more
chunks of data within the current set of graphical command tokens that are different

than chunks of data within the previous set of graphical command tokens of the plurality
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of sets of graphical command tokens, and the one or more chunks of data, and
generating the reconstructed version of the current set of graphical commands comprises
replacing data at the respective locations of the previous set of graphical command
tokens with the one or more chunks of data included in the compressed version of the
current set of graphical command tokens.

[#155] Example 18, The method of any combination of examples 1417, further
comprising, responsive to determining, based on the indication of the compression
status, that the version of the current set of graphical comomand tekens is compressed
using token based compression: determining that the version of the corrent set of
graphical command tokens indicates respective deltas between respective graphical
command tokens of the current set of graphical command tokens and similar graphical
command tokens of a previcus set of graphical conumand tokens; and generating
reconstructed versions of respective graphical conmmand tokens of the corrent set of
graphical command tokens based on the previous set of graphical command tokens and
the respective doltas,

16186} Example 19, The method of any combination of examples 1418, wherein the
version of the current set of graphical command tokens further inclodes a token
prediction map that indicates, for cach graphical command token of the current set of
graphical command tokens, whether a similar graphical command token can be located
i the previous set of graphical command tokens, for each respective graphical
command token of the current set of grapbical command tokens for which the token
prediction map indicates that a similar graphical command token cannot be located in
the previous set of graphical command tokens, the version of the current set of graphical
command tokens further inclodes the respective graphical command token, and for cach
respective graphical command token of the current set of graphical command tokens for
which the token prediction map indicates that a simoilar graphical command token can be
located in the previous set of graphical command tokens, the delta for the respective
graphical command token includes: a list indicating respective locations of one or more
chunks of data within the respective graphical coromand token that are differcut than the
located similar graphical command token of the previous set of graphical command
tokens, and the one or more chunks of data within the respective token that are different
than the located simifar graphical command token.

(81587} Example 20.  The method of any combination of examples 14-19, wherein the

current set of graphical command tokens is compressed using token based compression
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where the current set of graphical command tokens is sufficiently similar to the previous
set of graphical conmand tokens.

(8158} Examplc 21. The method of any combination of examples 14-20, wherein the
received version of the current set of graphical comamand tokens is uncompressed where
the current set of graphical command tokens 1s not sufficiently similar to the previous
set of graphical command tokens.

[#159] Example 22. A sink device comprising: a momory; one Of more processors;
and at least one module executable by the one or more processors to: receive, from a
source device, a version of a current set of graphical command tokens and an indication
of a compression status of the current set of graphical command tokens, wherein the
current set of graphical command tokens is from a plurality of scts of graphical
command tokens respectively renderable into a plarabity of frames of video data;
responsive to determining, based on the indication of the compression status, that the
version of the corrent set of graphical command tokens is compressed using frame based
compression, generate a reconstructed version of the current set of graphical command
tokens based on the previous set of graphical command tokens and a received delia
between the current set of graphical command tokens and a previous set of graphical
command tokens of the plurality of sets of graphical coromand tokens; and render 2
frame of video data based on the reconstructed version of the current set of graphical
command tokens.

18168} Example 23, The sink device of example 22, wherein the at least one module is
further exccutable by the one or more processors to perform any conbination of the
method of examples 12-19,

(8161} Example 24. A sink device comprising means for performing any combination
of the method of examples 12-19.

(8162} Example 25, A computer-readable storage medinm storing instructions that,
when executed, cause one or more processors of a sink device to perform any
combination of the method of examples 12-19.

163163} It is to be recognized that depending on the example, certain acts or events of
any of the techniques described heremn can be performed in a different sequence, may be
added, merged, or left out altogether (e.g., not all described acts or events are necessary
for the practice of the techniques). Morcover, in cortain examples, acts or evenis may
be performed concurrently, e.g., through multi-threaded processing, interrupt

processing, or multiple processors, rather than sequentially.



WO 2016/073150 PCT/US2015/055298

41

18164} In one or more examples, the functions described may be mmplemented in
hardware, software, firmware, or any combination thereof. If implemented in software,
the functions may be stored on or transmitted over as ong or more instructions or code
on a computer-readable medium and executed by a hardware-based processing unit.
Computer-readable media may include computer-readable storage media, which
corresponds to 8 tangible medium such as data storage media, or commuumication media
incloding any medivm that facilitates transfer of a computer program from one place to
another, ¢.g., according to a conununication protocol. In this manner, computer-
readable media generally may correspond to (1) tangible computer-readable storage
media which is non-transitory or (2} a communication medium such as a signal or
carricr wave. Datfa storage media meay be any available media that can be accessed by
ONE OF MOTS COMPULETS OF ONE OF WOre Processors to retrieve mstructions, code and/or
data stractares for implementation of the techniques described tn this disclosure. A
computer program product may include a computer-readable mediumn.

16165] By way of cxample, and not imitation, such computer-readable storage media
can comprise RAM, ROM, EEPROM, CD-ROM or other optical disk storage, magnetic
disk storage, or other magnetic storage devices, flash memory, or any other mediom that
can be used to store desired program code in the form of mstractions or data structures
and that can be accessed by a computer. Also, any connection is properly termed a
computer-readable medium. For example, if instructions are trapsmitted from a
website, server, or other romote source using a coaxial cable, fiber optic cable, twisted
pair, digital subscriber line (DSL), or wircless technologies such as infrared, radio, and
microwave, then the coaxial cable, fiber optic cable, twisted pair, DSL, or wireless
technologics such as infrared, radio, and microwave are included i the definition of
medium. Tt should be understood, however, that computer-readable storage media and
data storage media do not include connections, carricr waves, signals, or other tfransitory
media, but are instead directed to non-transitory, tangible storage media. Disk and disc,
as used herein, includes compact disc (CD), laser disc, optical disc, digital versatile disc
(DVIN, floppy disk and Blu-ray disc, where disks usually reproduce data magnetically,
while discs reproduce data optically with lasers. Combinations of the above should also
be included within the scope of computer-readable media.

(8166} Instructions may be executed by one or more processors, such as one or more
digital signal processors (DDSPs), general purpose microprocessors, apphication spocific

mtegrated circuits {ASICs), field programmable logic arrays (FPGAsg), or other
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equivalent integrated or diserete logic circuitry. Accordingly, the term “processor,” as
used herein may refer to any of the foregoing structure or any other structure suitable for
implementation of the techniques described herein. In addition, in some aspects, the
functionality described beren may be provided within dedicated hardware and/or
software modules configured for encoding and decoding, or incorporated in a combined
codee. Also, the techniques could be fully implemented in one or more cirenits or logic
clements.

18167} The techniques of this disclosure may be implemented ina wide variety of
devices or apparatuses, includmg a wircless handset, an mtegrated circuit (JC) or a set of
ICs {e.g., a chip set). Various components, modules, or units are described in this
disclosure to emphasize functional aspects of devices counfigured to perform the
disclosed technmiques, but do not necessarily require realization by different hardware
units. Rather, as described above, various units may be combioed in a codec hardware
unit or provided by a collection of interoperative hardware gails, including one or more
processors as described sbove, in conjunction with suitable software and/or firmware.
18168] Various examples have been described. These and other examples are within the

scope of the following clatms.
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WHAT IS CLAIMED 1S:

1. A method for transmitiing video data comprising:

capturing a plurality of sets of graphical command tokeus respectively
renderable into a plurality of frames of video data; and

responsive to determining that a fength of a current set of graphical conumand
tokens of the plurality of seis of graphical command tokens is the same as a length of a
previous set of the plurality of sets of graphical coramand tokens, cutputiing, by a
source device and to a sink device, a compressed version of the current set of graphical

command tokens.

2. The method of claim 1, wherein the compressed version of the current set of
graphical command tokens inclades:

a list indicating respective locations of onc or more chunks of data within the
current set of graphical command tokons that arc different than the previous sct of
graphical command tokens, and

the one or more chunks of data.

3. The method of claim 2, wherein the list is encoded using exponential Golomb
coding.
4. The method of claim 1, further comprising:

responsive to determining that a length of the current set of graphical command
tokens is different than the length of the previous set of graphical command tokens,
outputting, by the source device and to the sink device an uncompressed version of the

current set of graphical commmand tokens.
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5. The method of claim {, wherein the compressed version of the current set of
graphical command tokens is a first compressed version, the method forther comprising:
responsive to determining that a length of the current set of graphical command
tokens is different than the length of the previous set of graphical command tokens:
determining a token prediction map that indicates, for each graphical
command token of the current set of graphical conumand tokens, whether a
similar graphical command token can be located in the provious set of graphical
command tokens;
responsive to determining, based on the token prediction map, that the
current set of graphical command tokens is sufficiently similar to the previous
set of graphical command tokens, cutputting, by the source device and to the
sink device, a second compressed version of the current set of graphical
command tokens; and
responsive to determining, based on the token prediction map, that the
current set of graphical command tokens is not sufficiently similar to the
previous set of graphical conmmand tokens, outputting, by the source device and
i the sink device, an vncompressed version of the current set of graphical

command tokens.

6. The method of claim S, wherein determining whether the current set of graphical
command tokens is sufficiently similar to the previous set of graphical command tokens
COmprises:

determining a percentage of graphical command tokens of the current set of
graphical command tokens for which a similar graphical conmand token can be located
in the previous set of graphical command tokens; and

responsive to determining that the percentage satisfics a threshold percentage,
determining that the current set of graphical command tokens is sufficiently similar to

the previous set of graphical command tokens.
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7. The method of claim 5, wherein the second compressed version of the current
set of graphical command tokens inchudes:

the token prediction map,

for cach respective graphical comunand token of the current set of graphical
command tokens for which a stmilar graphical command token carmot be located 1n the
previous set of graphical commmand tokens, the respective graphical command token,
and

for each respective graphical comamand token of the current set of graphical
command tokens for which a similar graphical command token can be located in the
previous set of graphical command tokens:

a list indicating respective locations of one or more chunks of data within
the respective graphical commuand token that are different than the located
similar graphical command token of the previous set of graphical command
tokens, and

the one or more chunks of data within the respoctive token that are

different than the located similar graphical command token.

s, The method of claim 4, further comprising deternmining, for a particular
graphical command token of the current set of graphical command tokens, that a similar
graphical command token can be located n the previcus set of graphical command
tokens where a particular graphical command token of the previous set of graphical
convuand tokens has:

a same token type as the particular graphical command token of the curvent se
of graphical command tokens, and

a same token data size as the particular graphical command token of the current

st of graphical command tokens.

9. The method of claim 1, further comprising outputting, by the source device and
to the sink device, an indication of a compression status of the current sot of graphical

command tokens.
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10, A source device comprising:

8 MEemory;
ORC Of MOTe processors; and
at least one module exccutable by the one or more processors to:

capture a plurality of sets of graphical command tokens respectively
renderable mto a plorality of frames of video data; and

responsive to determining that a length of a current set of graphical
command tokens of the plurality of sets of graphical conumand tokens 1s the
same as a length of a previous set of the plurality of sets of graphical command
ickens, output, to a sink device a compressed version of the current set of

graphical command tokens.

11, Thesource device of claim 10, wherein the compressed version of the current set
of graphical command tokens includes:

a list indicating respective locations of one or more chunks of data withio the
current set of graphical command tokens that are different than the previous set of
graphical copmmand tokens, and

the one or more chunks of data,

12. Thesource device of claim 11, wherein the list is encoded using exponential

Golomb coding.

13, The source device of claim 10, whereim, responsive to determining that a length
of the current set of graphical command tokens is different than the length of the

previous set of graphical command tokens, the at least one medule is further executable
by the one or more processors 1o output, 1o the sink device an uncompressed version of

the current set of graphical command tokens.
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14. The source device of claim 10, wherein the compressed version of the current set
of graphical command tokens is a first compressed version, and wherein responsive to
determining that a length of the current set of graphical command tokens is different
than the length of the previous set of graphical command tokens, the at least one module
1s further executable by the one or more processors o

determine a token prediction map that indicates, for cach graphical command
token of the current set of graphical comumand tokens, whether a similar graphical
command token can be located in the previous sct of graphical coramand tokens;

responsive to determining, based on the token prediction map, that the current
set of graphical conmmand tokens is sufficiently similar to the previous set of graphical
command tokens, output, 1o the sink device, a second compressed version of the current
set of graphical command tokens; and

responsive to determining, based on the token prediction map, that the current
set of graphical command tokens is not sufficicntly similar o the previous set of
graphical command tokens, output, 1o the sink device, an uncompressed version of the

current set of graphical command tokens.

15, The sowrce device of claim 14, wherein the at least one module is executable by
the one or more processors to determine whether the current set of graphical command
tokens s sufficiently similar to the previous set of graphical command tokens by at
feast:

determining a percentage of graphical command tokens of the current sct of
graphical command tokens for which a similar graphical command token can be located
in the previowus set of graphical command tokens; and

responsive to determining that the percentage satisfies a threshold percentage,
determining that the current set of graphical command tokens is sufficiently similar to

the previous set of graphical command tokens.
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16, The source device of claim 14, wherein the second compressed version of the
current set of graphical command tokens includes:

the token prediction map,

for cach respective graphical comunand token of the current set of graphical
command tokens for which a stmilar graphical command token carmot be located 1n the
previous set of graphical commmand tokens, the respective graphical command token,
and

for each respective graphical comamand token of the current set of graphical
command tokens for which a similar graphical command token can be located in the
previous set of graphical command tokens:

a list indicating respective locations of one or more chunks of data within
the respective graphical commuand token that are different than the located
similar graphical command token of the previous set of graphical command
tokens, and

the one or more chunks of data within the respoctive token that are

different than the located similar graphical command token.

17. The source device of claim 13, wherein the at lcast one module is fimther
exccutable by the one or more processors to determine, for a particular graphical
command token of the current set of graphical command tokens, that a similar graphical
command token can be located in the previous set of graphical command tokens where a
particular graphical conumand token of the previous set of graphical command tokens
has:

a same token type as the particular graphical command token of the current set
of graphical command tokens, and

a same token data size as the particular graphical conumand token of the current

set of graphical command tokens.

18, The source device of elaim 10, wherein the at least one module is further
executable by the one or more processors to output, to the sink device, an indication ofa

compression status of the current set of graphical command tokens.
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19, A method for receiving video data comprising:

receiving, by a sink device and from a source device, a version of a current set of
graphical command tokens and an indication of a compression status of the current set
of graphical comamand tokens, wherein the current set of graphical command tokens is
from a plurality of sets of graphical command tokens respectively renderable into a
plurality of frames of video data;

responsive to determining, based on the indication of the compression status,
that the version of the current set of graphical command tokens is compressed using
frame based compression, generating a reconstructed version of the current set of
graphical command tokens based on the previous set of graphical command tokens and
a received delta between the current set of graphical command tokens and & previous set
of graphical command tokens of the plurality of sets of graphical command tokens; and

rendering a frame of video data based on the reconstructed version of the current

set of graphical command tokens.

20. The method of claim 19, wherein the received version of the current sct of
graphical command tokens is compressed using frame based compression where 3
length of the current set of graphical command tokens is the same as a length of the

previous set of graphical command tokens.

21. The method of claim 19, wherein the received version of the current set of
graphical command tokens is uncompressed where a length of the current set of
graphical command tokens is different than a length of the previous set of graphical

command tokens.
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The method of claim 19, wherein:
the delta between the current set of graphical command tokens and the previous
set of graphical command tokens inchides: a list indicating respective locations of one
or more chunks of data within the currerd set of graphical command tokens that are
different than chunks of data within the previous set of graphical command tokens of
the plurality of sets of graphical command tokens, and the one or more chunks of data,
and

generating the reconstructed version of the current set of graphical commmands
comprises replacing data at the respective locations of the previous set of graphical
command tokens with the one or more chunks of data inchuded in the compressed

version of the current set of graphical command tokens.

23. The method of claim 19, further comprising, responsive to determining, based
on the indication of the compression status, that the version of the current set of
graphical command tokens is compressed using token based compression:

determining that the version of the current set of graphical command tokens
mdicates respective deltas between respective graphical command tokens of the current
set of graphical command tokens and similar graphical comamand tokens of a previous
set of graphical command tokens; and

generating reconstructed versions of respective graphical command tokens of the
current set of graphical command tokens based on the previous set of graphical

command tokens and the respective deltas,
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24. The method of claim 23, wherein

the version of the carrent set of graphical command tokens further inchides a
token prediction map that indicates, for each graphical command token of the current set
of graphical coramand tokens, whether a simoilar graphical conunand token can be
located m the previous set of graphical command tokens,

for cach respective graphical command token of the current set of graphical
command tokens for which the token prediction map indicates that a similar graphical
command token cannot be located in the previous set of graphical command tokens, the
version of the current set of graphical command tokens further includes the respective
graphical copmmand token, and

for cach respective graphical comunand token of the current set of graphical
command tokens for which the token prediction map indicates that a similar graphical
command token can be located in the previous set of graphical command tokens, the
delta for the respective graphical command token inchudes:

a list indicating respective locations of one or more chunks of data within
the respective graphical command token that are different than the located
stimilar graphical command token of the previous set of graphical command
tokens, and

the one or more chunks of data within the respective token that are

different than the located similar graphical command token.

25, The method of claim 23, wherein the current set of graphical command tokens is
compressed using token based compression where the current set of graphical command

tokens 1s sufficiently similar to the previous set of graphical command tokens.

26, The method of claim 25, wherein the received version of the current set of
graphical command tokens is uncompressed where the current set of graphical
command tokens is not sufficiently similar to the previous set of graphical command

tokens.
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27. A sink device compriging:

8 MEemory;

ORC Of MOTe processors; and

at least one roodule executable by the one or more processors to:

receive, from a source device, a version of a current set of graphical command
tokens and an indication of a compression statas of the current set of graphical
command tokens, wherein the current set of graphical command tokens is from a
plurality of sets of grapbical comumand tokens respectively renderable into a plurality of
frames of video data;

responsive to determining, based on the indication of the compression status,
that the version of the current set of graphical conunand tokens is compressed using
frame based compression, generate a reconstructed version of the current set of
graphical command tokens based on the previous set of graphical command tokens and
a received delta between the current set of graphical command tokens and a previous set
of graphical comnand tokens of the plurality of sets of graphical conmmand tokens; and
render a frame of video data based on the reconstructed version of the current set

of graphical command tokens.
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28. The sink devics of claim 27, wherein:

the delta between the current set of graphical command tokens and the previous
set of graphical command tokens inchides: a list indicating respective locations of one
or more chunks of data within the currerd set of graphical command tokens that are
different than chunks of data within the previous set of graphical command tokens of
the plurality of sets of graphical command tokens, and the one or more chunks of data,
and

the at least one module 18 executable by the one or more processors 10 generate
the reconstructed version of the current set of graphical commands by at least replacing
data at the respective locations of the previous set of graphical command tokens with
the one or more chunks of data included in the compressed version of the current set of

graphical command tokens.

29. The sink device of claim 27, wherein, responsive to determining, based on the
indication of the compression status, that the version of the current set of graphical
command tokens s compressed using token based compression, the at least one module
is further executable by the one or more processors to:

determine that the version of the current sct of graphical command tokens
mdicates respective deltas between respective graphical coromand tokens of the current
set of graphical command tokens and siniiar graphical command tokens of a previous
set of graphical command tokens; and

generate reconstructed versions of respective graphical command tokens of the
current set of graphical command tokens based on the previous set of graphical

command tokens and the respective dekas.
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34, The sink device of claim 29, wherein

the version of the carrent set of graphical command tokens further inchides a
token prediction map that indicates, for each graphical command token of the current set
of graphical comomand tokens, whether a similar graphical command token can be
located m the previous set of graphical command tokens,

for cach respective graphical command token of the current set of graphical
command tokens for which the token prediction map indicates that a similar graphical
command token cannot be located in the previous set of graphical command tokens, the
version of the current set of graphical command tokens further includes the respective
graphical copmmand token, and

for cach respective graphical comunand token of the current set of graphical
command tokens for which the token prediction map indicates that a similar graphical
command token can be located in the previous set of graphical command tokens, the
delta for the respective graphical command token inchudes:

a list indicating respective locations of one or more chunks of data within
the respective graphical command token that are different than the located
stimilar graphical command token of the previous set of graphical command
tokens, and

the one or more chunks of data within the respective token that are

different than the located similar graphical command token.
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DETERMINE LIST THAT INDICATES RESPECTIVE LOCATIONS OF | —802

ONE OR MORE CHUNKS OF DATA WITHIN SET TOKENS FOR N™

FRAME THAT ARE DIFFERENT THAN SET OF TOKENS FOR N-1°7
FRAME

l

OUTPUT, TO SINK DEVICE, LIST AND ONE OR MORE CHUNKS OF | —804
DATA WITHIN SET OF TOKENS FOR NTH FRAME THAT ARE
DIFFERENT THAN CHUNKS OF DATA FROM SET OF TOKENS FOR
N-15T FRAME

FIG. 8
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DETERMINE THAT RECEIVED VERSION OF CURRENT SET OF | 1102
TOKENS INCLUDES LIST THAT INDICATES RESPECTIVE
LOCATIONS OF ONE OR MORE CHUNKS OF DATA WITHIN
CURRENT SET OF TOKENS THAT ARE DIFFERENT THAN CHUNKS
OF DATA WITHIN THE PREVIOUS SET OF TOKENS, AND THE ONE
OR MORE CHUNKS OF DATA

Y

GENERATE RECONSTRUCTED VERSION OF CURRENT SET OF | 1104
TOKENS BASED ON PREVIOUS SET OF TOKENS BY REPLACING
DATA AT RESPECTIVE LOCATIONS OF PREVIOUS SET OF
TOKENS WITH ONE OR MORE CHUNKS OF DATA INCLUDED IN
RECEIVED VERSION OF CURRENT SET OF TOKENS

FIG. 11
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