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lated to updating reliability data. A number of methods can include receiv-
ing, at a variable node, either a first reliability data value with a first hard
data value or a second reliability data value with a second hard data value,
sending the first hard data value or the second hard data value to each
check node coupled to the variable node according to a parity check code,
and updating the reliability data based on input from less than all of the
check nodes.
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UPDATING RELIABILITY DATA

Technical Field

[0001] The present disclosure relates generally to semiconductor
memory and methods, and more particularly, to apparatuses and methods related

to updating reliability data.

Background
[0002] Memory devices are typically provided as internal,

semiconductor, integrated circuits in computers or other electronic devices.
There are many different types of memory including volatile and non-volatile
memory. Volatile memory can require power to maintain its data (e.g., host
data, error information, etc.) and includes random-access memory (RAM),
dynamic random access memory (DRAM), and synchronous dynamic random
access memory (SDRAM), among others. Non-volatile memory can provide
persistent data by retaining stored data when not powered and can include
NAND flash memory, NOR flash memory, read only memory (ROM),
Electrically Erasable Programmable ROM (EEPROM), Erasable Programmable
ROM (EPROM), and resistance variable memory such as phase change random
access memory (PCRAM), resistive random access memory (RRAM), and
magnetoresistive random access memory (MRAM), among others.

[0003] Memory devices can be combined together to form a storage
volume of a memory system such as a solid state drive (SSD). A solid state
drive can include non-volatile memory (e.g., NAND flash memory and NOR
flash memory), and/or can include volatile memory (e.g., DRAM and SRAM),
among various other types of non-volatile and volatile memory.

[0004] An SSD can be used to replace hard disk drives as the main
storage volume for a computer, as the solid state drive can have advantages over
hard drives in terms of performance, size, weight, ruggedness, operating
temperature range, and power consumption. For example, SSDs can have
superior performance when compared to magnetic disk drives due to their lack
of moving parts, which may avoid seek time, latency, and other electro-

mechanical delays associated with magnetic disk drives.
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[0005] Memory is utilized as volatile and non-volatile data storage for a
wide range of electronic applications. Non-volatile memory may be used in
portable electronic devices, such as laptop computers, portable memory sticks,
digital cameras, cellular telephones, portable music players such as MP3 players,
movie players, and other electronic devices. Memory cells can be arranged into
arrays, with the arrays being used in memory devices.

[0006] When data is sent (e.g., communicated, passed, transferred,
transmitted, etc.) from one location to another there is the possibility that an
error may occur. Errors can also occur over time while data is stored in a
memory. There are a number of techniques that can be used to encode data so
that an error can be detected and/or corrected. Since data is routinely sent to and
from memory, and stored therein, memory can employ error correction
techniques to attempt to correct data associated with the memory.

[0007] One type of error correction relies on low-density parity-check
(LDPC) codes. Unencoded (e.g., “raw”) data can be encoded into codewords for
transmission and/or storage. The codewords can subsequently be decoded to
recover the data. Powerful error correction may be desired but balanced against
latency, throughput, and/or power constraints such as those imposed by portable

electronic devices.

Brief Description of the Drawings

[0008] Figure 1 is a block diagram of an apparatus in the form of a
computing system including at least one memory system in accordance with a
number of embodiments of the present disclosure.

[0009] Figures 2A-2I illustrate flow diagrams for updating reliability
data in accordance with a number of embodiments of the present disclosure.
[0010] Figure 3 illustrates a block diagram of an apparatus including an
etror correction circuit in accordance with a number of embodiments of the
present disclosure.

[0011] Figure 4 is a plot illustrating block error rate versus raw bit error
rate (RBER) according to various approaches including at least one in

accordance with a number of embodiments of the present disclosure.
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Detailed Description

[0012] The present disclosure includes apparatuses and methods related
to updating reliability data. A number of methods can include receiving, at a
variable node, either a first reliability data value (e.g., a maximum reliability
data value) with a first hard data value or a second reliability data value (e.g., a
minimum reliability data value) with a second hard data value, sending the first
hard data value or the second hard data value to each check node coupled to the
variable node according to a parity check code, and updating the reliability data
based on input from less than all of the check nodes. For example, a reliability
circuit can be configured to provide specific reliability data values for particular
hard data values, such as a maximum reliability data value in response to a first
hard data value or a minimum reliability data value in response to a second hard
data value (e.g., in hard data mode). However, in soft or semi-soft modes, the
reliability circuit can be configured to provide other initial reliability data values
(e.g., between a maximum and a minimum value).

[0013] In the following detailed description of the present disclosure,
reference is made to the accompanying drawings that form a part hereof, and in
which is shown by way of illustration how one or more embodiments of the
disclosure may be practiced. These embodiments are described in sufficient
detail to enable those of ordinary skill in the art to practice the embodiments of
this disclosure, and it is to be understood that other embodiments may be utilized
and that process, electrical, and/or structural changes may be made without
departing from the scope of the present disclosure. As used herein, the
designators “C”, “N”, “M”, “P”, and “V” particularly with respect to reference
numerals in the drawings, indicates that a number of the particular feature so
designated can be included. As used herein, “a number of” a particular thing can
refer to one or more of such things (e.g., a number of memory devices can refer
to one or more memory devices).

[0014] The figures herein follow a numbering convention in which the
first digit or digits correspond to the drawing figure number and the remaining
digits identify an element or component in the drawing. Similar elements or
components between different figures may be identified by the use of similar
digits. For example, 114 may reference element “14” in Figure 1, and a similar

element may be referenced as 314 in Figure 3. As will be appreciated, elements
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shown in the various embodiments herein can be added, exchanged, and/or
eliminated so as to provide a number of additional embodiments of the present
disclosure. In addition, as will be appreciated, the proportion and the relative
scale of the elements provided in the figures are intended to illustrate certain
embodiments of the present invention, and should not be taken in a limiting
sense.

[0015] Figure 1 is a block diagram of an apparatus in the form of a
computing system 100 including at least one memory system 104 in accordance
with a number of embodiments of the present disclosure. As used herein, a
memory system 104, a controller 108, or a memory device 110 might also be
separately considered an “apparatus.” The memory system 104 can be a solid
state drive (SSD), for instance, and can include a host interface 106, a controller
108 (e.g., a processor and/or other control circuitry), and a number of memory
devices 110-1, . . ., 110-M (e.g., solid state memory devices such as NAND
Flash devices), which provide a storage volume for the memory system 104. In
another embodiment, the memory system 104 may be a single memory device.
[0016] As illustrated in Figure 1, the controller 108 can be coupled to
the host interface 106 and to the memory devices 110-1, ..., 110-M via a
plurality of channels and can be used to send data between the memory system
104 and a host 102. The interface 106 can be in the form of a standardized
interface. For example, when the memory system 104 is used for data storage in
a computing system 100, the interface 106 can be a serial advanced technology
attachment (SATA), peripheral component interconnect express (PCle), or a
universal serial bus (USB), among other connectors and interfaces. In general,
however, interface 106 can provide an interface for passing control, address,
data, and other signals between the memory system 104 and a host 102 having
compatible receptors for the interface 106.

[0017] Host 102 can be a host system such as a personal laptop
computer, a desktop computer, a digital camera, a mobile telephone, or a
memory card reader, among various other types of hosts. Host 102 can include a
system motherboard and/or backplane and can include a number of memory
access devices (e.g., a number of processors). Host 102 can also be a memory
controller, such as where memory system 104 is a memory device (e.g., having

an on-die controller).
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[0018] The controller 108 can communicate with the number of
memory devices 110-1, . . ., 110-M (which in some embodiments can be a
number of memory arrays on a single die) to control data read, write, and erase
operations, among other operations. In some embodiments, the controller 108
can be on the same die or a different die than any or all of the number of
memory devices 110.

[0019] Although not specifically illustrated, in some embodiments, the
controller 108 can include a discrete memory channel controller for each channel
coupling the controller 108 to the memory devices 110-1, ..., 110-M. The
controller 108 can include, for example, a number of components in the form of
hardware and/or firmware (e.g., one or more integrated circuits) and/or software
for controlling access to the number of memory devices 110-1, ..., 110-M and/or
for facilitating data transfer between the host 102 and memory devices 110-1,
...y 110-M.

[0020] As illustrated in Figure 1, the controller 108 can include a
reliability circuit 112 and an error correction circuit 114. For example, the
reliability circuit 112 can be a log likelihood ratio (LLR) circuit and/or the error
correction circuit 114 can be a low density parity check (LDPC) circuit. Each of
the reliability circuit 112 and an error correction circuit 114 can be discrete
components such as an application specific integrated circuit (ASIC) or the
components may reflect functionally provided by circuitry within the controller
108 that does not necessarily have a discrete physical form separate from other
portions of the controller 108. Although illustrated as components within the
controller 108 in Figure 1, each of the reliability circuit 112 and an error
correction circuit 114 can be external to the controller 108 or have a number of
components located within the controller 108 and a number of components
located external to the controller 108.

[0021] An error correction circuit 114 can include two types of
processing nodes: variable nodes and check nodes. The processing nodes can be
coupled according to the code’s parity check code. In a number of embodiments
of the present disclosure, the variable nodes can be implemented as circulant
memories and the check nodes can be implemented as circuits that compute
(e.g., calculate) parity data (e.g., perform a syndrome check) and/or increment

and/or decrement reliability data, among other functions. As such, the check
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nodes can include XOR circuits and/or up/down counters, among other circuitry.
In a number of embodiments, the variable nodes can be implemented as up/down
counters (e.g., saturating up/down counters) and the check nodes can be
implemented as combinational logic (e.g., exclusive or (XOR) circuits). The
input to the error correction circuit 114 can be hard data from the memory 110 as
received from the reliability circuit 112 (e.g., included with reliability data from
the reliability circuit 112). An LLR value can be stored for each variable node
and the LLR value can be updated during each layer (or some multiple of the
layers, or once per iteration, for example) of decoding as described herein.
[0022] In a number of embodiments, the input to the error correction
circuit 114 can comprise semi-soft data or full-soft data (e.g., in response to a
failure of a syndrome check on the hard data and/or the semi-soft data). Hard
data is data that corresponds only to the data state of a memory cell. For
example, a 2-bit memory cell can be programmed to one of four data states,
where each data state corresponds to one of data 00, 01, 10, or 11. For example,
the hard data (of the most significant bit (MSB) of data states 00 and 01 is 0
while the hard data of data states 10 and 11 is 1 (of the MSB). In contrast, soft
data associated with a memory cell can indicate a location of a state (e.g.,
threshold voltage (Vt)) stored on the memory cell within a distribution of states
(e.g., Vt distribution) representing the target state to which the memory cell was
programmed. Additionally, soft data associated with a memory cell can indicate
a probability of whether the state of the memory cell corresponds to the target
state to which the memory cell was programmed. A memory device can be
configured to determine a particular number of soft data bits for hard data read
therefrom. For the 2-bit memory cell described above, an example of soft data
could include a greater resolution that uses four bits, which could represent up to
sixteen different states. Semi-soft data indicates that less than all of the soft data
is sent with the hard data. Full-soft data indicates that all of the soft data is sent
with the hard data. Additional functionality associated with the controller 108 is
described in more detail herein.

[0023] The number of memory devices 110-1, . . ., 110-M can include
a number of arrays of memory cells (e.g., non-volatile memory cells). The
arrays can be Flash arrays with a NAND architecture, for example. However,

embodiments are not limited to a particular type of memory array or array
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architecture. The memory cells can be grouped, for instance, into a number of
blocks including a number of physical pages. A number of blocks can be
included in a plane of memory cells and an array can include a number of planes.
As one example, a memory device may be configured to store 8KB (kilobytes)
of user data per page, 128 pages of user data per block, 2048 blocks per plane,
and 16 planes per device.

[0024] In operation, data can be written to and/or read from memory
(e.g., memory devices 110-1, . . ., 110-M of system 104) as a page of data, for
example. As such, a page of data can be referred to as a data transfer size of the
memory system. Data can be sent to/from a host (e.g., host 102) in data
segments referred to as sectors (e.g., host sectors). As such, a sector of data can
be referred to as a data transfer size of the host.

[0025] Figures 2A-21 illustrate flow diagrams for updating reliability
data in accordance with a number of embodiments of the present disclosure.
Although not specifically illustrated in Figures 2A-21, an error correction circuit
implementing an LDPC scheme can include a multitude of variable nodes and
check nodes coupled according to a parity check code. LDPC codes are a class
of binary linear block codes in which a set of codewords spans the null space of
a sparse parity check matrix H. LDPC codes can be represented by a bipartite
graph called a factor graph, which illustrates the variable nodes, check nodes,
and the connections therebetween. The LDPC decoding process can also be
referred to as an iterative message passing process over the edges (connections
between nodes) of the factor graph.

[0026] Figure 2A illustrates an initialization step where reliability data
including hard data is received at a number of variable nodes 216-1, 216-2,...,
216-V from a reliability circuit 212 (e.g., an LLR circuit). The reliability data
including hard data received by each of the variable nodes 216-1, 216-2,..., 216-
V is not necessarily the same (e.g., variable node 216-1 can receive hard data
“HD1,” variable node 216-2 can receive hard data “HD?2,” and variable node
216-V can receive hard data “HD3”) as the hard data values can be derived from
a codeword read from a memory device. The hard data (e.g., a codeword) can be
read from a memory device (e.g., memory device 110 illustrated in Figure 1) and
received by the reliability circuit 212 for determination (e.g., assignment,

generation, etc.) of reliability data, which is to include the hard data. Although
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not specifically illustrated, the reliability circuit 212 can provide semi-soft data
and/or full-soft data to the variable nodes 216-1, 216-2,..., 216-V (e.g., in
response to a failed syndrome check for the hard data and/or the semi-soft data).
[0027] The reliability data can be generated by the reliability circuit 212.
A variable node 216-1, 216-2,..., 216-V can receive either a first reliability data
value (e.g., a maximum reliability data value) with a first hard data value or a
second reliability data value (e.g., a minimum reliability data value) with a
second hard data value (e.g., in hard data mode). The reliability circuit 212 can
be configured to provide specific reliability data values for particular hard data
values, such as a maximum reliability data value in response to a first hard data
value or a minimum reliability data value in response to a second hard data value
(e.g., in hard data mode). However, in soft or semi-soft modes, the reliability
circuit 212 can be configured to provide other initial reliability data values (e.g.,
between a maximum and a minimum value).

[0028] The variable nodes 216-1, 216-2,..., 216-V can store the received
reliability data, for example, a first reliability data value in response to a hard
data input having a first hard data value (e.g., first binary value) or a second
reliability data value in response to the hard data input having a second hard data
value (e.g., second binary value). In a number of embodiments, the reliability
data can be a two’s complement representation of an LLR value. For example,
the two’s complement value can be > 0 (e.g., a maximum LLR value) for “0”
hard data values and the two’s complement value can be < 0 (e.g., a minimum
LLR value) for “1” hard data values received from the memory.

[0029] The reliability circuit 212 can be configured to provide a
maximum or minimum LLR value for respective hard data values as initial
inputs to the error correction circuit (e.g., error correction circuit 114 illustrated
in Figure 1). In a three-bit implementation (e.g., including one bit of hard data
and a two-bit count collectively representing the reliability data), the “0” hard
data value can correspond to a two’s complement LLR value of +3 and the “1”
hard data value can correspond to a two’s complement LLR value of -4. The
following table illustrates a correspondence befween a three-bit value that
includes one bit of hard data, two bits of reliability data, and a two’s complement

value representing the reliability data:
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Table 1
3-bit Value Hard Data 2’s Complement LLR
000 0 0
001 0 1
010 0 2
011 0 3
100 1 -4
101 1 -3
110 1 -2
111 1 -1

As illustrated in Table 1, the most significant bit (MSB) of the three-bit value
can comprise the hard data value. Although not illustrated in Table 1, the two’s
complement LLR can be automatically set to a particular value (such as a
maximum or minimum value) based on the hard data. Thus, the two’s
complement LLR values of 0, 1, and 2 can be initially set to 3 and the two’s
complement LLR values of -3, -2, and -1 can be initially set to -4. Embodiments
are not limited to a three-bit implementation, the respective correspondence of
hard data values to LLR values, using maximum and minimum LLR values, or
using two’s complement representation (e.g., as other representations such as
sign-magnitude can be used) which are used to illustrate an example
implementation to facilitate understanding of the present disclosure.

[0030] Figure 2B illustrates a particular variable node 216-1 and a
plurality of check nodes 218-1, 218-2, 218-3,..., 218-C coupled to the particular
variable node 216-1 according to a parity check code. During a first iteration,
each of the variable nodes (e.g., variable nodes 216-1, 216-2,..., 216-V
illustrated in Figure 2A) can send the hard data to each of the plurality of check
nodes coupled thereto (e.g., variable node 216-1 can send hard data “HD1” to
check nodes 218-1,218-2, 218-3,..., 218-C). The variable node 216-1 can send
the same hard data to each check node 218-1, 218-2, 218-3,..., 218-C.

[0031] Although not specifically illustrated in Figure 2B, the particular
variable node 216-1 can send the stored reliability data including the hard data to

the check nodes 218-1, 218-2, 218-3,..., 218-C coupled thereto. In a number of
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embodiments, the particular variable node 216-1 can include an up/down
counter, in which case the particular variable node 216-1 can send the hard data
without the reliability data because the particular variable node 216-1 can update
the reliability data. In some embodiments, the particular variable node 216-1
can be a memory without a counter, in which case the particular variable node
can send the reliability data including the hard data so that the check nodes 218-
1,218-2,218-3,..., 218-C can update the reliability data.

[0032] Figure 2C illustrates a particular check node 218-1 receiving,
during the first iteration, a respective hard data value from each of a number of
variable nodes 216-1, 216-2,..., 216-V that are coupled to the particular check
node 218-1. As described herein, the respective hard data values received from
each of the variable nodes 216-1, 216-2,..., 216-V can be independent of the
other hard data values, thus Figure 2C shows the hard data as “HD1” from
variable node 216-1, “HD2” from variable node 216-2, and “HD3” from variable
node 216-V. The use of different designators for the hard data does not imply
that the respective hard data values are different (e.g., it is possible that all of the
values are the same, such as “1”’s). In a number of embodiments, the particular
check node 218-1 can receive a respective reliability data value with the hard
data value from each of the number of variable nodes 216-1, 216-2,..., 216-V
coupled thereto.

[0033] The check node 218-1 can compute parity data based at least in
part (e.g., in some embodiments, based only) on the received respective hard
data values (e.g., perform a syndrome check). For example, the check node 218-
1 can compute first parity data by performing an XOR operation on the hard data
values from each of the variable nodes 216-1, 216-2,..., 216-V. The check node
218-1 can compute second parity data by performing an XOR operation on the
first parity and respective hard data received from a respective variable node
(e.g., variable node 216-1). The second parity data can be sent to the respective
variable node as described in more detail below. In a number of embodiments,
each check node (e.g., check nodes 218-1, 218-2, 218-3,..., 218-C) can compute
parity data once per clock cycle.

[0034] Figure 2D illustrates a particular check node 218-1 sending
respective parity data to respective variable nodes 216-1, 216-2,..., 216-V. The

parity data can be the second parity data described above (e.g., computed based
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at least in part (e.g., in some embodiments, based only) on an XOR of the hard
data from a respective variable node with a result of an XOR of all of the hard
data received by the check node 218-1). Thus, Figure 2D illustrates the check
node 218-1 sending parity data “XOR1” to variable node 216-1, sending parity
data “XOR2” to variable node 216-2, and sending parity data “XOR3” to
variable node 216-V. The parity data sent from the check node 218-1, as
illustrated in Figure 2D can be part of a first layer of the first iteration. The
layered approach to message passing is described in more detail below. The
parity data can effectively replace the hard data sent from the variable nodes
216-1, 216-2,..., 216-V as updated hard data. In a number of embodiments, the
particular check node 218-1 can send the respective reliability data along with
the respective parity data to respective variable nodes 216-1, 216-2,..., 216-V.
The respective reliability data can be the same reliability data sent by the
respective variable nodes 216-1, 216-2,..., 216-V, or the reliability data can be
updated by the check node 218-1 prior to transmission.

[0035] Each of the variable nodes 216-1, 216-2,..., 216-V can update
their respectively stored reliability data based at least in part (e.g., in some
embodiments, based only) on their respectively received parity data from the
check node 218-1 and/or updated reliability data received from the check node
218-1. In a number of embodiments, the variable nodes 216-1, 216-2,..., 216-V
can update their respective reliability data by incrementing or decrementing the
reliability data value based at least in part (or, in some embodiments, based only)
on the parity data received from the particular check node 218-1 (e.g., without
regard to parity data received from any other check nodes during a past, current,
or future layer of the iteration, or a different iteration of the message passing
algorithm). The variable nodes 216-1, 216-2,..., 216-V can increment or
decrement the stored reliability data once per clock cycle. With respect to those
embodiments that include maximum and/or minimum reliability data values
stored at the variable nodes 216-1, 216-2,..., 216-V, the reliability data value can
be incremented and/or decremented within a range defined by the maximum and
minimum values such that, for example, if the reliability data value is already at
a maximum, and the received parity data value calls for the reliability data value
to be incremented, it will not be incremented. In a number of embodiments, the

variable nodes 216-1, 216-2,..., 216-V can update their respective reliability data
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by storing the updated reliability data received from the particular check node
218-1.

[0036] Figures 2E-2H illustrate four layers of an iteration of message
passing from those check nodes 218-1, 218-2, 218-3,..., 218-C coupled to a
particular variable node 216-1. In a number of embodiments, one layer can
include incrementing or decrementing the stored reliability data value at the
variable node 216-1 based at least in part (or, in some embodiments, based only)
on parity data from one of the check nodes 218-1, 218-2, 218-3,..., 218-C
coupled to the particular variable node 216-1. In a number of embodiments, one
layer can include updating the stored reliability data value at the variable node
216-1 based at least in part (or, in some embodiments, based only) on the
updated reliability data from one of the check nodes 218-1, 218-2, 218-3,...,
218-C coupled to the particular variable node 216-1.

[0037] Figure 2E illustrates a first check node 218-1 of the check nodes
218-1,218-2,218-3,..., 218-C coupled to the variable node 216-1 sending parity
data (e.g., “XOR-A”) to the variable node 216-1 in the first layer of the first
iteration. The parity data sent by the first check node 218-1 can be based at least
in part (e.g., in some embodiments, based only) on hard data sent by the variable
node 216-1 and other variable nodes (not illustrated). In the first layer, the
variable node 216-1 can update the reliability data stored therewith based at least
in part (e.g., in some embodiments, based only) on the parity data received from
the first check node 218-1. Updating the reliability data in response to the parity
data can include updating the parity data because of the reception of the parity
data (e.g., receiving the parity data causes the reliability data to be updated).
Updating the reliability data based at least in part (e.g., in some embodiments,
based only) on the parity data can include incrementing or decrementing the
reliability data value according to a value of the received parity data. For
example, if the parity data XOR-A is a first value (e.g., binary “1”), then the
variable node 216-1 can increment the reliability data and if the parity data
XOR-A is a second value (e.g., binary “0”), then the variable node 216-1 can
decrement the reliability data. Incrementing and/or decrementing the reliability
data can include incrementing and/or decrementing the reliability data by a
predetermined amount unless the incrementing or decrementing of the stored

reliability data value would exceed a predetermined range for the reliability data
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value. Although not specifically illustrated in Figure 2E, the check node 218-1
can send updated reliability data with the parity data to the particular variable
node 216-1. In the first layer, the variable node 216-1 can update the reliability
data stored therewith based at least in part (e.g., in some embodiments, based
only) on the updated reliability data received from the first check node 218-1.
[0038] Figure 2F illustrates a second check node 218-2 of the check
nodes 218-1, 218-2, 218-3,..., 218-C coupled to the variable node 216-1 sending
parity data (e.g., “XOR-B”) to the variable node 216-1 in a second layer of the
first iteration. In the second layer, the variable node 216-1 can update the
reliability data stored therewith based at least in part (e.g., in some embodiments,
based only) on the parity data received from the second check node 218-2.
Although not specifically illustrated in Figure 2F, the check node 218-2 can send
updated reliability data with the parity data to the particular variable node 216-1.
In the second layer, the variable node 216-1 can update the reliability data stored
therewith based at least in part (e.g., in some embodiments, based only) on the
updated reliability data received from the first check node 218-2.

[0039] Figure 2G illustrates a third check node 218-3 of the check nodes
218-1,218-2,218-3,..., 218-C coupled to the variable node 216-1 sending parity
data (e.g., “XOR-C”) to the variable node 216-1 in a third layer of the first
iteration. In the third layer, the variable node 216-1 can update the reliability
data stored therewith based at least in part (e.g., in some embodiments, based
only) on the parity data received from the third check node 218-3. Although not
specifically illustrated in Figure 2G, the check node 218-3 can send updated
reliability data with the parity data to the particular variable node 216-1. In the
third layer, the variable node 216-1 can update the reliability data stored
therewith based at least in part (e.g., in some embodiments, based only) on the
updated reliability data received from the first check node 218-3.

[0040] Figure 2H illustrates a fourth check node 218-C of the check
nodes 218-1, 218-2, 218-3,..., 218-C coupled to the variable node 216-1 sending
parity data (e.g., “XOR-D”) to the variable node 216-1 in a fourth layer of the
first iteration. In the fourth layer, the variable node 216-1 can update the
reliability data stored therewith based at least in part (e.g., in some embodiments,
based only) on the parity data received from the fourth check node 218-C.
Although not specifically illustrated in Figure 2H, the check node 218-C can
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send updated reliability data with the parity data to the particular variable node
216-1. In the fourth layer, the variable node 216-1 can update the reliability data
stored therewith based at least in part (e.g., in some embodiments, based only)
on the updated reliability data received from the first check node 218-C.

[0041] Each layer can include receiving an input from less than all (e.g.,
a respective one of the check nodes 218-C) of the check nodes 218-1, 218-2,
218-3,..., 218-C and updating the reliability data based at least in part (e.g., in
some embodiments, based only) on the input (e.g., parity data and/or updated
reliability data) from the respective one of the check nodes 218-1, 218-2, 218-
3,...,218-C. Although not specifically illustrated, some embodiments can
include updating the reliability data every L-number (e.g., where L is a variable
from 1 layer to all layers, where the reliability data can be updated every layer,
every other layer, every third layer, and so on, up to once per iteration) of the
number of layers include updating the reliability data based on the input from the
respective ones of the plurality of check nodes. In a number of embodiments,
the layered updating can proceed until the variable node 216-1 has received an
input from each of the plurality of check nodes 218-1,218-2,218-3,..., 218-C.
The layered incrementing or decrementing of the stored reliability data value at
the variable node 216-1 for all of the number of check nodes 218-1,218-2, 218-
3,..., 218-C coupled thereto can be completed for one iteration before sending a
subsequent (updated) hard data value from the variable node 216-1 to each of the
check nodes 218-1, 218-2, 218-3,..., 218-C.

[0042] Figure 2] illustrates the variable node 216-1 sending updated hard
data corresponding to the updated reliability data to each of the check nodes 218-
1,218-2,218-3,...,218-C. For example, the variable node 216-1 can send
updated hard data “HD4” to check nodes 218-1,218-2, 218-3,..., 218-C.
Because the updated hard data “HD4” represents the hard data corresponding to
the updated reliability data stored in association with the variable node 216-1,
the same hard data value “HD4” can be sent to each of the check nodes 218-1,
218-2,218-3,..., 218-C coupled to the variable node 216-1 after the layered
updating. For example, the updated hard data can be an MSB of the updated
reliability data (e.g., where the updated reliability data is an LLR). In a number
of embodiments, the variable node 216-1 can send updated reliability data

including the updated hard data. Sending the updated hard data from the
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variable node 216-1 to the check nodes 218-1, 218-2, 218-3,..., 218-C can
represent the beginning of a second iteration. The layered updating and sending
of updated hard data can repeat iteratively until a particular number of iterations
have been performed and/or until a syndrome check performed by the check
nodes 218-1, 218-2, 218-3,..., 218-C is correct.

[0043] Figure 3 illustrates a block diagram of an apparatus including an
error correction circuit 314 in accordance with a number of embodiments of the
present disclosure. A data input 320 can be provided from a memory device
(e.g., memory device 110-1 illustrated in Figure 1) via a reliability circuit (e.g.,
reliability circuit 112 illustrated in Figure 1). The data can be input to an input
control/buffer/aligner 322. Although not specifically illustrated, the input
control/buffer/aligner 322 can receive control and status information from
control circuitry to arrange timing and signaling between the input 320 and the
error correction circuit 314. The input control/buffer/aligner 322 can receive
reliability data including hard data (e.g., a number of codewords) and provide the
same (e.g., a circulant aligned hard data input expanded to three bits per LLR
with one bit of hard data and two bits of reliability data) to a plurality of
circulant memories 328-1,..., 328-N. In a number of embodiments, the input
control/buffer/aligner 322 can receive semi-soft or full-soft data (e.g., in
response to a failed syndrome check).

[0044] The number (N) of circulant memories 328-1,..., 328-N can be
equal to a total number of circulants in an H matrix (representing the parity
check code) row. A circulant memory 328-1 can store a circulant matrix that is
specified by one vector that can appear in one of the columns of the circulant
matrix, where the remaining columns are cyclic permutations of the vector with
an offset equal to the column index. For example, an H matrix can include
20,480 columns and 2,048 rows representing the parity check code. Each
variable node can have its own column in the H matrix. Each row can represent
a parity check constraint and each column can represent one bit of a received
codeword. The H matrix can be broken into smaller matrices called circulants
(e.g., 512 x 512 matrices). Each layer of decoding can consist of a single row of
circulants and each entry in the circulant can be a parity check, where each layer

processes inputs from less than all (e.g., only one) of the check nodes. The
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circulant memories 328-1,..., 328-N can exchange control and/or status
information therebetween and/or with control circuitry.

[0045] The circulant memories 328-1,..., 328-N can be coupled to a
number of check node processors 330-0,..., 330-1 according to the parity check
code. The circulant memories 328-1,..., 328-N can send hard data and reliability
data to the check node processors 330-0,..., 330-1. The check node processors
can receive the reliability data including the hard data, compute parity data
(updated hard data), update the reliability data based at least in part (e.g., in
some embodiments, based only) on the parity data, and output the updated
reliability data including updated hard data to the circulant memories 328-1,...,
328-N. Although only two check node processors 330-0,..., 330-1 are illustrated
in Figure 3, embodiments are not so limited as more or fewer check node
processors can be included with an error correction circuit 314. The check node
processors 330-0,..., 330-1 can exchange control and/or status information
therebetween and/or with control circuitry.

[0046] The circulant memories 328-1,..., 328-N can output updated hard
data to the output control/buffer/aligner 324. In a number of embodiments, the
circulant memories 328-1,..., 328-N do not output the reliability data to the
output control/buffer/aligner 324. Although not specifically illustrated, the
output control/buffer/aligner 324 can exchange control and/or status information
with control circuitry and/or with the circulant memories 328-1,. .., 328-N. The
output control/buffer/aligner 324 can output the hard data to an output 326 (e.g.,
an output to a host).

[0047] Figure 4 is a plot illustrating block error rate versus raw bit error
rate (RBER) according to various approaches including at least one in
accordance with a number of embodiments of the present disclosure. The plotis
comparing the block failure rate using a four bit min-sum algorithm for error
correction (e.g., first curve 432 according to some previous approaches) versus
using a three-bit algorithm according to a number of embodiments of the present
disclosure (e.g., second curve 434) with hard data inputs. The first curve 432 is
the block failure rate with four bits of reliability data including one bit of hard
data as an input to the min-sum error correction algorithm. The second curve
434 is the block failure rate with three bits of reliability data including one bit of

hard data as an inputs to the error correction algorithm according to a number of
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embodiments of the present disclosure. The min-sum approach can have a block
error rate of 9.0 x 10, whereas the error correction algorithm according to a
number of embodiments of the present disclosure can have a block error rate of
2.0 x 107 for a same RBER. Although not specifically illustrated in Figure 4,
the error correcting performance can be further improved with the use of semi-
soft or full-soft data.

[0048] Some advantages of a number of embodiments of the present
disclosure over a four-bit min-sum approach include lower complexity error
correction circuitry. For example the variable nodes can be implemented as
up/down counters with associated memory (or, simply as memory when the
check node provides the up/down counting functionality), and the check nodes
can be implemented as combinational logic (e.g., XOR gates and/or up/down
counters). Furthermore, the error correction can be implemented in a bit-serial
decoding approach. Using three bits of data (hard data and reliability data)
provides for 25% less memory usage than using four bits of data. Error
correction circuitry according to the present disclosure can be implemented
without memory resources between the variable nodes and the check nodes, for

example to store output bits of the variable nodes and/or the check nodes.

Conclusion
[0049] The present disclosure includes apparatuses and methods related
to updating reliability data. A number of methods can include receiving, at a
variable node, either a first reliability data value with a first hard data value or a
second reliability data value with a second hard data value, sending the first hard
data value or the second hard data value to each check node coupled to the
variable node according to a parity check code, and updating the reliability data
based on input from less than all of the check nodes.
[0050] Although specific embodiments have been illustrated and
described herein, those of ordinary skill in the art will appreciate that an
arrangement calculated to achieve the same results can be substituted for the
specific embodiments shown. This disclosure is intended to cover adaptations or
variations of one or more embodiments of the present disclosure. It is to be
understood that the above description has been made in an illustrative fashion,

and not a restrictive one. Combination of the above embodiments, and other
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embodiments not specifically described herein will be apparent to those of skill
in the art upon reviewing the above description. The scope of the one or more
embodiments of the present disclosure includes other applications in which the
above structures and methods are used. Therefore, the scope of one or more
embodiments of the present disclosure should be determined with reference to
the appended claims, along with the full range of equivalents to which such
claims are entitled.

[0051] In the foregoing Detailed Description, some features are grouped
together in a single embodiment for the purpose of streamlining the disclosure.
This method of disclosure is not to be interpreted as reflecting an intention that
the disclosed embodiments of the present disclosure have to use more features
than are expressly recited in each claim. Rather, as the following claims reflect,
inventive subject matter lies in less than all features of a single disclosed
embodiment. Thus, the following claims are hereby incorporated into the
Detailed Description, with each claim standing on its own as a separate

embodiment.

18



WO 2014/058855 PCT/US2013/063843

What is claimed is:

L. A method, comprising:

receiving, at a variable node, either a first reliability data value with a
first hard data value or a second reliability data value with a second hard data
value;

sending the first hard data value or the second hard data value received at
the variable node to each of a plurality of check nodes coupled to the variable
node according to a parity check code;

updating the reliability data based on input from less than all of the
plurality of check nodes.

2. The method of claim 1, wherein updating the reliability data comprises

updating the reliability data with the variable node.

3. The method of claim 1, wherein updating the reliability data comprises

updating the reliability data at a respective one of the plurality of check nodes.

4, The method of claim 1, wherein updating the reliability data comprises
layered updating of the reliability data by the variable node, wherein each layer
includes:

receiving an iﬁput from a respective one of the plurality of check
nodes; and

updating the reliability data based on the input from the
respective one of the plurality of check nodes; and

wherein layered updating proceeds until the variable node has received

an input from each of the plurality of check nodes.
S. The method of claim 4, wherein the method includes sending updated

hard data corresponding to the updated reliability data to each of the plurality of
check nodes after the layered updating.
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6. The method of claim 5, wherein the updated hard data comprises a most
significant bit (MSB) of the updated reliability data, wherein the reliability data
comprises a log likelihood ratio (LLR).

7. The method of claim 5, wherein the method includes repeating the
layered updating and sending updated hard data until a particular number of

iterations have been performed.

8. The method of claim 5, wherein the method includes repeating the
layered updating and sending updated hard data until a syndrome check

performed by the plurality of check nodes is correct.

0. The method of any one of claims 1-8, wherein the method includes
sending either the first reliability data value or the second reliability data value

with the hard data to each of the plurality of check nodes.

10. A method, comprising:

storing a reliability data value that corresponds to a hard data value at a
particular variable node;

sending the hard data value from the particular variable node to each of a
number of check nodes coupled to the particular variable node according to a
parity check code;

receiving a respective hard data value from each of a number of variable
nodes coupled to a particular check node;

computing parity data based on the received respective hard data values
at the particular check node; and

incrementing or decrementing the reliability data value based at least in

part on the parity data computed by the particular check node.
11. The method of claim 10, wherein incrementing or decrementing

comprises incrementing or decrementing the reliability data value based only on

the parity data computed by the particular check node.
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12. The method of any one of claims 10-11, wherein the method includes
sending the reliability data value from the particular variable node to each of the
number of check nodes coupled to the particular variable node; and

receiving a respective reliability data value from each of the number of
variable nodes coupled to the particular check node; and

wherein incrementing or decrementing the stored reliability data value
comprises incrementing or decrementing the reliability data value at the

particular check node.

13. The method of claim 12, wherein the method includes sending the
incremented or decremented reliability data value from the particular check node
to the particular variable node; and

replacing the stored reliability data value with the incremented or

decremented reliability data value at the particular variable node.

14. The method of any one of claims 10-11, wherein the method includes
layered incrementing or decrementing of the stored reliability data value for each
of the number of check nodes coupled to the particular variable node; and
wherein one layer comprises one incrementing or decrementing of the
stored reliability data value based only on the parity data computed by a
respective one of the number of check nodes coupled to the particular variable

node.

15. The method of claim 14, wherein the method includes layered
incrementing or decrementing of the stored reliability data value for all of the
number of check nodes coupled to the particular variable node before sending a
subsequent hard data value from the particular variable node to each of the

number of check nodes coupled to the particular variable node.

16. The method of any one of claims 10-11, wherein incrementing or
decrementing the stored reliability data value comprises incrementing or
decrementing the stored reliability data value by a predetermined amount unless
the incrementing or decrementing of the stored reliability data value would

exceed a predetermined range for the reliability data value.
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17. The method of claim 16, wherein the stored reliability data value
comprises a log-likelihood ratio (LLR) value, and wherein storing the reliability
data value comprises:

storing a first reliability data value comprising a maximum LLR value in
response to the hard data value comprising a first binary value; and

storing a second reliability data value comprising a minimum LLR value

in response to the hard data value comprising a second binary value.

18. The method of any one of claims 10-11, wherein incrementing or
decrementing the stored reliability data value comprises:

incrementing the stored reliability data value in response to the parity
data comprising a first value; and

decrementing the stored reliability data value in response to the parity

data comprising a second value.

19. The method of claim any one of claims 10-1 1, wherein computing the
parity data comprises:

computing first parity data based on the received respective hard data
values at the particular check node; and

computing second parity data based on the first parity data and the hard
data value received from the particular variable node at the particular check
node; and

wherein the method includes sending the second parity data from the
particular check node to the particular variable node, but not sending the second

parity data to other variable nodes.

20.  An apparatus, comprising:
a plurality of check nodes; and
a plurality of variable nodes comprising memory that store reliability
data coupled to the plurality of check nodes according to a parity check code;
wherein the plurality of check nodes are configured to:
receive respective hard data inputs from those of the plurality of

variable nodes coupled thereto; and
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compute respective parity data for those of the plurality of
variable nodes coupled thereto based on the respective hard data inputs;
wherein the apparatus is configured to update respective reliability data

based at least in part on the respective parity data.

21.  The apparatus of claim 20, wherein the apparatus is configured to update
respective reliability data at the plurality of check nodes for those of the variable

nodes coupled thereto based at least in part on the respective parity data.

22.  The apparatus of any one of claims 20-21, wherein the plurality of check
nodes are configured to compute the respective parity data by:

computing first parity data based on the respective hard data inputs;

computing second parity data based on the first parity data and a
respective hard data input from a particular variable node; and

wherein the plurality of check nodes are configured to update respective
reliability data for the particular variable node based at least in part on the

respective second parity data.

23.  The apparatus of claim 22, wherein:

the plurality of check nodes include exclusive or (XOR) circuits;

the first parity data comprises an XOR of the respective hard data inputs;
and

the second parity data comprises an XOR of the first parity data with the

respective hard data input from the particular variable node.

24.  The apparatus of any one of claims 20-21, wherein the plurality of
variable nodes are configured to update the reliability data stored therein based
on information received from each of the check nodes coupled thereto on a

separate clock cycle.

25.  The apparatus of any one of claims 20-21, wherein the respective
reliability data comprises a log-likelihood ratio (LLR) and the plurality of check
nodes are configured to increment or decrement the LLR by a fixed amount

based on the respective parity data.
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26.  An apparatus, comprising:

a memory device;

a reliability circuit coupled to the memory device and configured to
receive hard data from the memory device and to determine reliability data
assigned thereto, the reliability data comprising a first reliability data value in
response to the hard data comprising a first value or comprising a second
reliability data value in response to the hard data comprising a second value;

an error correction circuit coupled to the reliability circuit and configured
to receive the hard data and the reliability data from the reliability circuit,
wherein the error correction circuit is further configured to:

iteratively compute parity data for the hard data; and
increment or decrement the reliability data once per L-number of
layers of parity data, wherein one iteration includes a plurality of layers of parity

data.

27.  The apparatus of claim 26, wherein the error correction circuit includes:
a plurality of check nodes configured to iteratively compute the parity
data for the hard data; and

a plurality of variable nodes configured to update the reliability data.

28.  The apparatus of claim 26, wherein the error correction circuit is coupled
to a host and configured to provide the hard data to the host in response to either
a particular number of iterations being performed or in response to a syndrome

check on the hard data being correct.

29.  The apparatus of any one of claims 26-28, wherein the reliability circuit
comprises a log likelihood ratio (LLR) circuit and the error correction circuit

comprises a low density parity check (LDPC) circuit.

30.  An apparatus, comprising:
a plurality of circulant memories;
a plurality of check nodes coupled to the plurality of circulant memories

according to a parity check code; and
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wherein the plurality of circulant memories are each configured to
provide respective hard data and respective reliability data to those of the
plurality of check nodes coupled thereto; and

wherein the plurality of check nodes are each configured to compute
parity data for received hard data, update received reliability data based at least
in part on the parity data, and send the parity data and updated reliability data to

those of the circulant memories coupled thereto.

31.  The apparatus of claim 30, wherein the apparatus includes:

an input coupled to the plurality of circulant memories, the input
configured to provide hard data and reliability data thereto; and

an output coupled to the plurality of circulant memories and configured
to receive hard data therefrom; and

wherein the plurality of check nodes are configured to perform a

syndrome check based on the hard data received from the plurality of circulant

memories.

32. The apparatus of any one of claims 30-31, wherein the input is
configured to provide semi-soft data to the circulant memories in response to the

syndrome check failing for the hard data.

33. The apparatus of claim 32, wherein the input is configured to provide

full-soft data in response to the syndrome check failing for the semi-soft data.

34.  An apparatus, comprising:
a plurality of check nodes; and
a plurality of variable nodes coupled to the plurality of check nodes
according to a parity check codé;
wherein the plurality of check nodes are configured to:
receive respective hard data inputs from those of the plurality of
variable nodes coupled thereto; and
compute respective parity data for those of the plurality of

variable nodes coupled thereto based on the respective hard data inputs;

25



WO 2014/058855 PCT/US2013/063843

wherein the plurality of variable nodes are configured to update

respective reliability data based at least in part on the respective parity data.

35.  The apparatus of claim 34, wherein the plurality of variable nodes

comprise up/down counters.
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