**Title:** AUGMENTING AND PRESENTING CAPTURED DATA

**Abstract:** Captured data can be transformed and augmented for a particular presentation in a document, such as a note of a notebook application, based on an identified entity for the captured data. The particular presentation of captured data can be provided based on entity detection, extraction, and knowledge base resolution and retrieval. Methods, systems, and services are provided that identify a primary entity of an item input to a notebook application and create an entity object for the primary entity of the item at least from one or more structured representations for content associated with the item. A template for presenting the entity object can be determined according to the primary entity, where the template is selected from a set of templates corresponding to different primary entities such that an arrangement and presentation for one primary entity is different than that of another primary entity.

**Flowchart Description:**
- **Receive clip**
- **Determine entity**
- **Assign entity as marker for object in clip**
- **Perform augmentation**
- **Store augmented clip**
- **Provide preview/template view**
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CROSS-REFERENCE TO RELATED APPLICATION

[1] This application claims the benefit of U.S. Provisional Application Serial No. 61/863,241, filed August 7, 2013.

BACKGROUND

[2] Collecting content for later access, organization, and modification is facilitated by a variety of webpage and user-generated content capture tools and their associated collection and curation applications such as Microsoft OneNote® and Evernote® notebook applications. A "web clipper" is a tool that generally runs on a web browser at a client to enable clipping of content from a web page displayed from a web browser. Other tools and input mechanisms may be used to gather and save content. For example, audio or video may be captured by a microphone and camera; and certain text may be captured by a keyboard, keypad, touchscreen, or mouse.

[3] While within the notebook application, a user may annotate, tag, and otherwise organize the content captured into the notebook. Often a basic copy/paste or a screenshot/photo of content is captured into a notebook. For example, a capture of a webpage may often include advertisements and, in some cases, navigation bars and other elements of the webpage. Similarly, other input such as photographs may be directly captured by the notebook application as-is.

BRIEF SUMMARY

[4] Captured data can be transformed and augmented for a particular presentation in a document, such as a note of a notebook application, based on an identified entity for the captured data. The particular presentation of captured data can be provided based on entity detection, extraction, and knowledge base resolution and retrieval.

[5] Methods of presenting and augmenting information input into a notebook application can include receiving one or more structured representations for content associated with an item input to a notebook application, identifying a primary entity of the item, and creating an entity object for the primary entity of the item from at least the one or more structured representations of the item. The entity object can be presented in a user interface to the notebook application according to a template for the primary entity. The template can be
selected from a set of templates corresponding to different primary entities so that an arrangement and presentation for one primary entity is different than that of another primary entity.

[6] Systems and services can be provided for facilitating the entity-specific presentation of captured data. The system may include one or more servers supporting a notebook application capture service that can enhance the presentation of captured content based on a determined primary entity of the content. The service can create an entity object for a primary entity of an item input to a notebook application from at least one or more structured representations for content associated with the item. The entity object can include content extracted from the item as well as additional content retrieved for augmenting the captured data from the item.

[7] Systems can also be provided in which entity objects for content associated with an item input to a notebook application can be displayed according to an entity-specific template. The system can request an entity object for content associated with the item input to the notebook application and, in a user interface to the notebook application, an entity-specific presentation of the entity object can be surfaced.

[8] The item may be a uniform resource locator (URL), audio, video, image (photograph, graphic, etc.), word processing document, hypertext markup language (HTML) document, presentation document, Adobe® Portable Document Format (PDF), and the like. The primary entity of the item can be identified through an entity determination of content (or data) captured by, or otherwise input to, a notebook application. The entity object can be created from at least one or more structured representations of the item. In some cases, one or more structured representations of the content (e.g., from the content source, a knowledge base, or both) can be used to facilitate the identification of the primary entity of the item.

[9] This Summary is provided to introduce a selection of concepts in a simplified form that are further described below in the Detailed Description. This Summary is not intended to identify key features or essential features of the claimed subject matter, nor is it intended to be used to limit the scope of the claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

[10] Figure 1 illustrates an operating environment for capturing data.

[11] Figure 2 illustrates a process flow diagram of an implementation.

[12] Figure 3 illustrates a functional diagram for an example capture service.
[13] **Figure 4** illustrates entity object creation from multiple models.

[14] **Figure 5** illustrates a functional diagram for a system having a user interface.

[15] **Figure 6** illustrates an example process flow for a capture service according to an implementation.

[16] **Figures 7A and 7B** illustrate an example scenario in which a recognized entity in a web clipping is assigned an entity container.

[17] **Figures 8A-8E** illustrate user interfaces for a process flow of an example scenario according to an implementation.

[18] **Figures 9A-9G** illustrate an example scenario according to an implementation.

[19] **Figures 10A-10D** illustrate a scenario for capturing and presenting an image item.

[20] **Figures 11A-11C** illustrate another scenario for capturing and presenting an image item.

[21] **Figure 12** illustrates yet another scenario for capturing and presenting an image item.

[22] **Figures 13A-13C** illustrate scenarios of capturing content associated with a URL.

[23] **Figure 14** illustrates an augmented presentation of a captured URL.

[24] **Figures 15A-15C** illustrate system architecture diagrams with process flows for certain implementations.

[25] **Figure 16** illustrates a system architecture of an entity mining engine that may be implemented for a capture service.

[26] **Figure 17** is a block diagram illustrating components of a computing device used in some embodiments.

[27] **Figure 18** illustrates components of a computing system that may be used to implement the methods and services described herein.

**DETAILED DESCRIPTION**

[28] Captured data can be transformed and augmented for a particular presentation in a document, such as a note of a notebook application, based on an identified entity for the captured data. The particular presentation of captured data can be provided based on entity detection, extraction, and knowledge base resolution and retrieval.

[29] The item may be a URL, audio, video, image (photograph, graphic, etc.), word processing document, HTML document, presentation document, PDF, and the like. The primary entity of the item can be identified through an entity determination of content (or other data) associated with the item and captured by, or otherwise input to, a notebook.
application. The content can be, for example, audio, photos, video, formatting, style, layout and/or text from a webpage or other document file type (which includes file formats of HTML, PDF, Microsoft Word® document (DOC), Office Open Extensible Markup Language (OOXML) format (DOCX) and the like).

[30] In some cases, document understanding technology may be used to parse the content in order to identify and understand objects on the page (e.g., entity type determination). This way it is possible to understand what is on the page, for example, if the content is about a movie, a book, a recipe, a business contact, etc.

[31] An entity may refer to a person, place, thing, event, task, or concept. An object of an entity references a tangible form of the entity. An entity is a strong entity type if it has at least one specified attribute and is not dependent on another entity. For example, "The Lord of the Rings" names an object of a "book" entity type that can be defined with attributes that may include title, author, and International Standard Book Number (ISBN) number. The "book" entity can be considered a strong entity type, whereas "ISBN" is dependent on the book and would not be considered to be a strong entity type.

[32] Since there can be many entities identified from content, a primary entity refers to the main or dominant entity that can be used to define content. For example, a primary entity may be "book," "recipe," "business card" or other specific entity that, when determined to exist in the captured content, facilitates in the selection of a template for presenting the entity object created for the content. It is not necessary for all entities to have a corresponding template. In some cases, a default template may be used for those primary entities that do not have a specific associated template (or templates).

[33] In some methods a service makes an entity determination from content associated with an item input to a notebook application and creates an entity object of structured data, such as an entity container described herein, which provides an object and one or more attributes (attribute elements) of the object. In some implementations, the entity container further includes service elements. A service element can enable a user to take an action related to the entity (e.g., purchase an item, set calendar events, share and recommend an item). The services available for the service elements can be made available from a variety of online services. The attributes of the object can be obtained from multiple sources across the Internet.

[34] An entity object can be created using one or more structured representations of the item. Both the terms "entity object" and "entity container" may be used interchangeably
herein to refer to the augmentation of captured content into a particular structured format tied
to an identified primary entity. The one or more structured representations may include
models (or topic cards) created by web data services to describe (and store information about)
a website and/or one or more web pages. In addition to those provided by web data services,
structured representations may be found in knowledge bases or available from the content
source (e.g., built in to a web page or other document referenced by or included as the item
input to the notebook application). In some cases, one or more structured representations of
the content (e.g., from the content source, a knowledge base, or both) can be used to facilitate
the identification of the primary entity of the item.

[35] In certain implementations, elements on a page (or retrieved from sources at various
locations) can be arranged into structured data so that the information can be shown (e.g.,
rendered) in a contextual appropriate way. Templates can be provided so that the entity
objects that are created for an item input to the notebook application can be presented based
on the identified primary entity. That is, a transformed view of the thing (i.e. the entity) the
user is trying to capture can be presented and stored. This can also be adjusted for the device
(for example, depending on available bandwidth, display screen size, viewing application,
and other client-specific characteristics).

[36] For a URL, the website page (or other document) can be transformed for presentation
based on a primary entity identified from the website page. An entity object can be created
for the content of the website page (or other document) and presented according to a template
associated with the primary entity. For example, a primary entity of a recipe can result in the
selection of a recipe template for presenting an entity object created for the recipe that makes
it possible for a user to check off the use or purchase of ingredients from a list of the
ingredients.

[37] For an image, if the image is able to have information be extracted and be classified
as an identifiable entity, an entity object can be created for the content of the image and the
content of the image can be transformed for presentation based on the identified primary
entity. For example, an image identified with having a primary entity of a business card can
be transformed into a table of information about the person of whom the business card
provides contact information. Additional information not found in the image (or the content
of the website page or other document), but relevant to the primary entity, may be obtained
through a knowledge base. For the business card example, supplemental information about
the person may be obtained from a social media site such as LinkedIn®.
Advantageously, certain implementations provide the ability to capture structured content and maintain its semantics all the way through capture, recall, and reuse. This enables the user to capture what is truly of interest to the user and store it in a preferred location and format. Furthermore, upon recall, relevant information can be accessible at the right time and place.

Augmentation and other enhancements to content being collected, authored, consumed, or clipped are described. Entry points for the services providing augmentation to content can be, for example, from clippers, readers, document or image viewers, word processing and other productivity applications, collection and curation applications, and messaging applications.

Techniques are described that provide a user with content capturing options that recognize the subject matter of the content being captured and supply additional information relevant to the captured subject matter that is otherwise not immediately available to the user at the time of capture. This augmentation, along with other enhancements, can be automatic or performed in response to a user's request. Augmentation services are presented that may be provided as part of a capture service (e.g., a service associated with a notebook application such as Microsoft OneNote® or Evernote®).

In some cases, the augmentation occurs at the time of collection (e.g., as a user is clipping content from a web page or following the input of an item to a note). In some cases, the augmentation can be performed while a user is modifying or manipulating content in a document, for example, in a note of a notebook application. In some cases, the augmentation can be performed when content is being saved into a document. Other cases may be suitable for automatic or user-requested augmentation as well.

The augmented content can include more specific and/or relevant content to that which is provided in an item. The capture services facilitate the augmentation of content by accessing additional information relating to the content and/or manipulating the content in custom and convenient ways.

The augmentation of the content can further facilitate taking action with the item, the primary entity, the object of the primary entity, the entity object or the attributes of the entity object. In addition, enhanced user experiences can be facilitated through understanding the subject (entity) that is being collected. Certain implementations apply structure and semantics to the user's notes in order to enhance the entire experience.
[44] Figure 1 illustrates an operating environment for capturing data. Referring to Figure 1, a capture service 115 can facilitate entity determination and augmentation of a clip or other item input to a notebook application to include entity-related features and/or functionality. As part of the entity determination, entity recognition can be performed with respect to the content being captured. This process may be performed locally at a client 100 or as part of the capture service 115.

[45] A capture service 115 of an embodiment performs some processing to customize or augment the clipping for an application. The capture service 115 can provide augmentation services (either directly or indirectly) and may provide an application programming interface for augmentation services. The augmentation services may be provided integral with or independently of capture.

[46] The capture service 115 can be web service that may be hosted in the cloud or run by one or more allocated servers by an entity providing the notebook service or the capture service.

[47] A cloud service generally refers to hosted services providing scalable processing and storage capabilities. Cloud computing may often include virtualized resources. The resources presented by cloud computing are in themselves provided as a service, where cloud computing customers rent usage of resources from a third-party provider that owns the physical infrastructure. Web services can be provided and/or hosted by a cloud service (e.g., as part of a large-scale distributed computing environment). A web service is a software system that supports interoperable machine-to-machine interaction over a network and enables software to connect to other software applications.

[48] A web service provides a collection of technological standards and protocols. For example, a web service provides functions that may be implemented by a software or hardware agent that sends and receives messages (e.g., the computing platforms requesting and providing a particular service). Applications can access web services via ubiquitous web protocols and data formats such as hypertext transfer protocol (HTTP), XML, JavaScript Object Notation (JSON), and SOAP (originally an acronym for simple object access protocol). The systems, applications and services described herein may exchange communications in accordance with one or more application programming interfaces (APIs).

[49] Client(s) 100 can be used to browse the Web and run applications such as a messaging application 102, browser 104 and, in some cases, a productivity application or a reader or notebook application 106.
[50] The messaging application 102 may be, but is not limited to an email application, an application supporting short message service (SMS) communication, or an application supporting multimedia messaging service (MMS) communication. Examples of messaging applications 102 include native applications available through an operating system (e.g., Apple® iOS messaging, Apple® iMessage, Android® OS messaging, Windows® messaging), messaging apps (WhatsApp, Facebook®, Facebook® Messenger, Microsoft Skype™, Windows® Live Messenger, Google® Hangouts, Handcent SMS, Hello SMS, Go SMS, KaKao Talk, Blackberry® Messenger), and email applications (Microsoft Outlook®, Google GMail®, Gmail® App for Android™, MailDroid™, TouchDown™, Yahoo® Mail). In some cases, content can be sent to the capture service 115 as a recipient of a message sent from the messaging application 102. For example, a user can send a message to "me@onenote.com" to add the content of the message to their notebook account.

[51] Examples of browsers 104 include Microsoft® Internet Explorer, Google Chrome®, Apple Safari®, and Mozilla Firefox®. Examples of productivity applications, readers, and notebook applications 106 include Microsoft® Office, Microsoft OneNote®, Evernote®, Google Drive™, Google® Reader, Apache® OpenOffice, Zoho® Office, Apple® Reeder, and Apple iWork®.

[52] A clipper 108 is locally running application that can be used to collect and capture content (including augmented content) for a user. Through the clipper 108, a user can select to clip the whole page, extracted portions of the whole page, one or more regions of the page and/or a recognized object/entity of the page (in the form of an entity container). The clipper 108 may be a web clipper, a clipping tool running on an operating system, an application having a clipping feature, or an augmentation feature of a notebook application, as some examples. The clipper 108 may also be available as an option for sharing photographs on the client 100. The clipper 108 may or may not be directly associated with a destination application for the content.

[53] A web clipper typically clips content from a website and inserts the content into a note or other application to which the clipper is associated. Web clippers generally run on a web browser 104 at a client 100. The web clipper may be implemented in JavaScript, as an example, and can be interoperable (and in some cases integrated) with the web browser 104. Because each web browser has different capabilities, web clippers may be configured based on the web browser.
[54] In some cases, the clipper 108 may include a software tool associated with an operating system on a computing device (such as a tablet) that can be invoked to determine the entity that is most dominant on the screen at the time. For example, a touch or non-touch gestural swipe may be used to invoke the tool and get the entity (and in further implementations get the entity container for the dominant entity). As another example, a keyboard button (such as Print Screen) may be depressed to invoke the tool and get the entity.

[55] In some cases, the clipper 108 is included as an add-on, plug-in, or bookmarklet for the browser 104 to clip content rendered in the browser 104. A bookmarklet is an extended functionality for a web browser, usually in the form of a JavaScript program stored as part of a bookmark in a web browser (or hyperlink on a web page). In some cases the clipper may be included as a feature of the operating system (not shown) to capture any content being rendered on a display (similar to a print screen function). In some cases, the clipper may be included as a web function or add-on of the productivity or notebook application 106.

[56] In various embodiments, the clipper 108 can collect and capture content that is then stored in the "cloud" storage 110 or at another remote (non-local) destination. The cloud refers to the storage and systems that are made available to a user over the Internet as part of a hosted service. The captured content may be stored locally at the client as well.

[57] Content can be sent to a user's note or other application document through the messaging application 102 and/or the clipper 108. The note or other application document may be stored in the cloud (e.g., as storage 110). In some cases, a local copy of the note or other application is available. The note or other application document may be accessed or associated with the application 106 running on the client. The clipper 108 can provide content from the browser 104 (or some other application) to multiple notes and/or other application documents, as well as present additional functionality and enhancements through the capture service 115. The capture service 115 can also provide functionality and enhancements for content sent through the messaging application 102.

[58] When using the capture service 115 to recognize an entity (or more than one entity) from the content, the capture service 115 may interface with the cloud storage 110 and/or destination storage (e.g., enterprise server or other specific remote storage) (not shown), for example by providing the content (and any enhancements or augmentation of the content) to the cloud storage 110 and/or destination storage.

[59] In some implementations, as part of the augmentation (and object entity creation), the capture service may communicate with a web data service 125 to obtain information from a
database 130 of related structured content (also referred to as "structured knowledge" or a "knowledge graph"). The database 130 may be aggregated and hosted by search engine providers such as Google® and Bing®; however other knowledge base databases that are accessible over the Internet, other networks (private and/or public), or even on a user’s local machine may be used. In one implementation, the capture service 115 can obtain structured content from database 130 directly.

[60] In some cases, the related structured content can be generated on the spot. In one such case, the capture service 115 can communicate with a search engine service to perform a search. The search engine service can retrieve information from a variety of sources across the Internet (e.g., sources 140, 142, 144). In some cases, the search engine service may be separate functionality provided by the same provider of the web data service 125. In other cases, the search engine service may performed by a different provider.

[61] The capture service can include an API to enable any application to capture an entity on a page, get an entity package (including associated template), and even store the entity package for a designated application (or at a storage location associated with a user and accessible by one or more applications). In some cases, where the page is a web page (or portion of a web page), a card can be obtained by the capture service from a search engine service. The capture service can detect the entity (or entities) of the page from the card.

[62] The application or clipper can request to the service whether there is a recognizable entity for a page or document. The service can determine the dominant object (or objects) and provide an entity container for the object. The primary entity (based on the dominant object or objects) can be determined and an entity object can be created for the entity container. The entity object can be presented according to a template corresponding to the primary entity.

[63] The capture service 115 may be implemented using one or more physical and/or virtual servers communicating over a network. In some cases, the capture service 115 may store or maintain an address of the clippings provided from the clipper 108 in the storage 110. The captured content (including entity containers) can be accessed directly from storage 110 or through the capture service 115 for inserting into different types of documents. In some implementations, other clients and servers may communicate with the capture service to utilize the functionality available from the capture service without using the clipper 108.

[64] The various networks described and/or shown as part of the environment illustrated in Figure 1 can include, but are not limited to, an internet, an intranet, or an extranet, and can be
any suitable communications network including, but not limited to, a cellular (e.g., wireless phone) network, the Internet, a local area network (LAN), a wide area network (WAN), a WiFi network, an ad hoc network or a combination thereof. Such networks may involve connections of network elements, such as hubs, bridges, routers, switches, servers, and gateways. The network may include one or more connected networks (e.g., a multi-network environment) including public networks, such as the Internet, and/or private networks such as a secure enterprise private network. Access to the network may be provided via one or more wired or wireless access networks as will be understood by those skilled in the art.

[65] Figure 2 illustrates a process flow for facilitating automatic augmentation according to an implementation. Referring to Figure 2, in response to receiving a clip or other item (e.g., URL, image) for input to a notebook application (200), an entity determination can be performed (210).

[66] The entity may be automatically resolved or a user may select the type of entity. In some cases, a combination may be appropriate, for example where there is not enough information to determine with a certainty above a threshold that the dominant object is a particular entity.

[67] In some cases, the clip includes a marker or tag indicating the entity type. When the clip includes the indication of entity type, the entity determination can include reading the tag or marker.

[68] In some cases, the entity determination includes analyzing the content of the clip to determine the entity of the clip. The entity of a document or web page can be identified in response to receiving the clip. The entities being identified for use in this case are the strongly typed entities. Any suitable technique for identifying a dominant entity may be used. For example, classification, image recognition, text mining, semantics, and ontology frameworks may be utilized to identify dominant (and non-dominant) entities from a string or other content format.

[69] In some cases, the entity determination involves contacting a search engine service (or other web data service) to request information about a URL, for example, in the form of a "topic card" (defined here as structured and unstructured information about the entity), which can include an indication of the entity (or entities) associated with a web page. In some cases, multiple "topic cards," or models, may be available for a URL.

[70] After the entity is determined (210), the content being collected ("clipped") or otherwise input to a notebook can then be associated with the strongly typed entity in the
form of a marker (215). Although this step is illustrated as occurring before performing augmentation (220), the assignment of the marker may be performed at any time after the entity is determined, including after performing augmentation, at a time of storing the clip, and even after providing a preview of the clip.

[71] The marker is similar to a "tag" that can be stored as part of the metadata of the document or page. The marker may even be used as a tag. However, the marker can be associated with an element or object within the document or page as well as the metadata of the page itself. In addition, the marker facilitates additional functionality specific to being a recognizable entity and, in some cases, includes a schema providing a specified structure for attributes of the object being marked. That is, different from a tag, the entity marker presents a standard schema of how to store information related to that entity. While any metadata can be added to describe a page, tagging tends to not be uniform.

[72] In some cases, there may be multiple entities on a same page. For example, a search results page may have multiple wines. As another example, a blog post may include a recipe (one entity) and an article (another entity) about a region visited by the author. Multiple objects of a same entity type or multiple objects of different entity types can be recognized and stored in their corresponding structure (i.e., entity object).

[73] In some cases, the entities associated with content may each have a confidence value and the content may be marked as an entity with a confidence value above a certain threshold. In some cases, multiple strong entities may exist on a page or document. The individual sections can be marked with their corresponding entity and the page or document as a whole may be marked with the multiple entities.

[74] In some cases where the captured content may include multiple entities (or a situation where it is not possible or easily achievable to narrow results to a single entity based on the content that is captured), the entity determination can include outputting a list of available entities understood by the capture service and determining the entity in response to receiving a selection of one of the available entities. In some cases where an object may exist in different entity forms, for example as a book and a movie, a feature can be included that enables a user to correct or select the entity being referred to. This situation may arise when there are two or more entity types that are applicable to the same general subject matter.

[75] Once an entity is determined (210), augmentation can be performed according to the entity (220). The augmentation can be creation of an entity container (also referred to as an "entity object"), an entity-related processing, or a combination of the two.
[76] The entity container (or "entity object") refers to the package of information having a structured schema specific to the entity type. The entity container can be generated in response to receiving a request for an entity container from an application (or clipper) or automatically generated in response to receiving the clip or some other specified event invoking augmentation. The entity container presents a structured collection of data based on a determination of the dominant entity (or entities) of a clip (which may be an entire page or a region selection of a page). When multiple entities are found on a page, each may be identified and their corresponding structured collection of data presented (and/or stored).

[77] A strongly typed entity container is not simply a keyword (or keywords) describing the object. Instead, the entity container provides "what" the thing/object is (e.g., a "book"); provides action(s) that may be taken on the entity (e.g., read reviews about a "book"); enables access to the entity container (e.g., made available to third parties that have permission to access "book" or provide tags for queries); and enables actions to be performed (e.g., "books" can be sent to a wish list of an online book store).

[78] In some cases, the entity container can be generated from one or more cards (or "models") received from a search engine service. The card can include the entity information as well as various attributes related to the object of the entity. Since the search engine service has already analyzed the page and prepared a card, additional analysis to determine an entity associated with the captured content from the local application or the capture service may be omitted.

[79] When the URL of a web page is used to request the associated entity from the search engine service, the card provided for indicating the entity can also be used to generate the entity container.

[80] For the entity-related processing, the clip can be processed or transformed in a number of ways. In certain implementations, the processes can include removing advertisements from main content of a web page or looking up entity tags embedded in HTML of a page by the page author. In some cases, the transforming can include separating readable text from the rendered content to generate an image from the readable text. In some cases, the transforming can include providing hyperlink recognition so that internal links shown in the image can be made "live" and selectable. In some cases, the transforming can include removing repetitive background content from the rendered content. The transforming can be any combination of the above or other types of transformational processes including filtering, text recognition, image recognition, and tagging.
The entity may be determined at the client (as part of a process at the clipper) or at the capture service. When captured through a clipper, a preview can be rendered for the clip, and the preview may show the augmentation available for the clip. When an item is input to a note, the entity determination can be performed automatically or in response to a user command.

The augmented clipping can be stored (230) and, optionally, provided to the client in a preview (240). In some implementations, a customized view (or format) can be presented based on a recognized entity. In some cases, the entity container structure with the appropriate content for the specified attributes can be arranged in a particular manner. For example, a presentation of a book entity type can include an arrangement that fits within a rectangle (or other shape) of certain proportions with an image of the book cover at one location, a summary of the book in a specified font at another location, the author's name at yet another location, and the ISBN number at a bottom location.

In some cases, a service element may be included at a particular location. This service element may be a graphical representation of, for example, a "buy now" request to launch online bookseller sites or a synopsis request to launch a study guide application. As other examples, a "movie" can include a service element to purchase a ticket, and an "airline ticket" can include a service element that displays up-to-date information on flight status.

Once the entity type is recognized - or as part of the process of recognizing the entity type for a clip, the capture service can obtain elements (attribute elements and service elements) that relate to the object of the entity from one or more sources.

According to various implementations, the capture service can provide the relevant information (the elements) in a form suitable for the particular entity type. This form can be a package of elements that make sense in relation to the identified thing (i.e., the entity”). A difference between tagging and entitizing is that determining the one or more entities in a document or on a webpage generates a layout or format specific to the entity as opposed to simply providing additional metadata for the file. Text, audio, images, and video can be captured by the application and the subject of this content can be captured.

In certain implementations, the entity container schema can be configured according to an ontological database or catalog such as available from schema.org - a public repository of schematizing the world. The schema can include a list of properties associated with an object. The list of properties can then be used to get information to fill out the schema. Layout templates may also be included so that the view of the entity container (with filled
attributes) may be consistent but can be customized for each client or context (e.g., how the
information is presented in the preview pane or on a mobile phone).

[87] There are a number of entry points for users to capture data into a notebook (and
associated storage). A capture service can provide a variety of enhancements, functionality
and features to make things easier, more efficient, and more useful (and even more pleasing)
to a user of the notebook application and associated services. One function of the capture
service is to capture information provided by a user and store the information for later
retrieval and use by the user. A capture service described herein can include multiple
services and/or can work with other services provided by a same or different provider.

[88] A function of the capture service described herein is to augment captured content.
Figure 3 illustrates a functional diagram for an example capture service. Referring to Figure
3, the capture service can perform a method for augmenting and presenting captured data by
identifying one or more primary entities and creating an entity container or "entity object" for
each identified primary entity of the captured data. This can be accomplished by the capture
service getting one or more structured representations for content associated with an item
input to a notebook application. For example, the capture service can receive an item (300)
and then get one or more structured representations for content associated with the item
(302). In some cases, the item is used to capture additional content that is used to obtain
authoritative or structured representations. For example, content extracted from a document
or image can be used to look-up structured representations in a knowledge base (and even be
used to generate search results through a search engine service). As another example, a URL
can be used to perform a look-up in a web data service index.

[89] In some implementations, the structured representations can include models requested
from and provided by web data services (e.g., available from many search engine service
providers). The models are sometimes referred to as topic cards, scrape results, and structured
results; accordingly, such phrases may be used interchangeably. The capture service can
request the models from a web data service (or more than one web data service) by providing
a URL (which, in some cases, may be the only content that was input to the capture service).
Multiple queries may be made for the URL and multiple models may exist for a URL.

[90] The structured representations may alternatively, or in addition, include models
maintained by the capture service (or a related service), from the item itself (e.g., by
extracting information from the item when the item is an image or document or by accessing
content associated with the item which contains or provides structured representations.
In some cases, from the one or more models provided, the capture service can compare the model results to determine if there is a primary entity and, if so, identify the primary entity (304). Often, a model contains, as structured data, a number of properties, or attributes. The structured data maps to an ontology which can be used to determine whether there exists (with respect to the content associated with the item) an identifiable entity. The capture service can perform logic, using a minimum number of attributes existing as part of the structured representation of the item to determine with some probability that there is an identifiable entity. For example, a model indicating that the content associated with a URL includes a title, a list of ingredients, and at least one step can be identified as a recipe.

An entity object for the identified primary entity can be created from the one or more structured representations (306). When multiple models are received, the model results can be compared to determine if there is an entity (e.g., a minimum number of attributes mapped to an ontology) and attributes appropriate for that identified entity can be retrieved and/or populated. Some models may involve different filtering of data and thus can include different attributes even when storing the structured information for a same original reference document (e.g., a URL for a web page may be stored with multiple models, each possible containing different attributes).

Figure 4 illustrates entity object creation from multiple models. Referring to Figure 4, the capture service may receive two models, Model A and Model B, as the one or more structured representations of an item. The capture service may choose a "best" fitting model by selecting one of the models according to a selection criteria. The selection criteria may involve logic determining a model having a most number of attributes (e.g., as shown by the selection of Model B in case 1), a model having a minimum number of attributes mapping to a particular ontology, and/or any other suitable selection criteria. In some cases, the capture service can combine models, for example as in case 2 where the attributes of both Model A and Model B are incorporated as part of the entity object. In some cases, the entity object can be formed by a selection of particular attributes from any or all of the models, such as shown in case 3. Models may be received from a web data service and/or retrieved from an associated knowledge base or other database.

Returning to Figure 3, an appropriate template can be determined (308) to map the data from the entity object to a more aesthetic and/or useful form on a page. In some cases, the capture service can perform a look-up or other mapping technique to determine the
appropriate template. The determination of an appropriate template can be performed upon request of a client at the time the item (and note) is being displayed.

[95] Figure 5 illustrates a functional diagram for a system having a user interface. Referring to Figure 5, an item may be received (502) at a system, for example at a client device with a user interface to a client application such as (but not limited to) a notebook application. In response to a command, or automatically by request of the client application to receiving the item, an entity object can be requested (504). An entity object for the item can be received and an entity-specific presentation of the entity object can be displayed in a graphical user interface of the user interface to the client application (506). The arrangement for the entity-specific presentation can be controlled by the template for the primary entity identified for the item.

[96] Figure 6 illustrates an example process flow for a capture service according to an implementation. A clip of a web page or other document may be received (600) at the capture service in order to perform augmentation. Once received, the entity or entities of content on the page or other document is determined (610). Determining the entity of an object in a clip may be accomplished by reading an entity tag from the clip (612), analyzing the content of the clip (614), and/or calling a web data service (for example available from a search engine provider) (616) by sending the URL of the clip as part of the request to the web data service 620. In some cases, when analyzing the content of the clip (614), the entity determination can be accomplished by analyzing the HTML dominant object model (DOM) of the clipped web page (or other document). In some cases, when using the topic cards from the web data service 620, the entity can then be determined in operation 618 when the one or more topic cards (the structured and unstructured information about the entity/entities on the page) are received from the web data service 620. If the capture service received an entity request (622), then the entity determined in operation(s) 610 can be provided to the application/device that made the request.

[97] As part of the augmentation process, information received from the web data service (and/or search engine service whether same or different providers) can be used to create an entity container. Information from the clip itself can be used to populate the entity container and facilitate the creation of the entity container.

[98] The creation of an entity object (e.g., "augmentation") may be carried out in parallel to or in serial with entity determination. In some cases, entity determination occurs as a
result of or as part of the entity object creation process. In some cases, the result of the entity
determination directs the object creation process.

[99] As an example, during operation 616, when the capture service calls the web data
service 620 with the URL, the web data service 620 can provide a cached version of the
properties of the webpage identified by the URL stored in a database of the web data service.
The database stores the webpage properties as structured data. If the database contains the
information associated with the URL, then the capture service can receive the properties
stored in the database (in the form of a card). The entity determination can be read from the
card (618) and the card information can be used to generate the entity container (640). For
example, if a topic card is received (642) (because of being requested during operation 616),
the card can be read for the appropriate data (643). The entity container may be the card or
may be a modified version of the card provided by the web data service.

[100] If the capture service does not yet have the topic card, the capture service can
call the web data service 620 with the URL (644), and, in response to receiving the topic
card(s) from the web data service, the capture service can read the card for appropriate data
(645). In some cases, a card is not available for a URL or the document (or other item
received by the capture service) does not have a cached version stored in the database for
some reason (e.g., no URL may have been provided or is available).

[101] In the case that no card is available (and even in the case that a card is
available), the capture service can call a search service (which may be provided by the same
provider of the web data service) and request a search be performed (see also operations 644
and 645). The request can include key words generated by the capture service based on the
clip. The keywords generated by the capture service include the dominant entity or entities
determined by analyzing the content of the clip. In some cases, tags that were automatically
generated and/or tags that were user-assigned to the clip can also be used to populate the
request for the search.

[102] In response to receiving the request for the search, the search service can
provide results of the search in a form of a curated card providing structured attributes of the
entity. For example, when the keyword is the name of a composer, the curated card may
include a picture of the composer, date of birth, family members, famous works and, in some
cases, other composers either commonly searched or of some other relationship to the
composer. This type of curated card is currently being used on search engine sites to enhance
certain search results; however, certain embodiments can provide this functionality outside of
the search engine web site and without requiring a user to enter search terms.

[103] That is, the capture service determines the entity that the user intends to
capture from a page, makes the connection to the search service, which may only receive key
words, receives the card from the search service, and generates an entity container from the
card as well as other information requested and received from a variety of sources across the
Internet. For example, service elements may be included in the entity container and upon
determining the desired and/or available service elements (646), the fields of the entity
container can be filled with the appropriate data (647). The augmentation can also include
performing entity-related processing 650.

[104] The capture service can, in addition to relying on search engines, identify key
entities itself via natural language processing and related statistical and/or heuristics-based
techniques.

[105] Figures 7A and 7B illustrate an example scenario in which a recognized entity
in a web clipping is assigned an entity container. Referring to Figure 7A, a user may be
conducting research on the Baroque period for a school course. While viewing a web page
700, the user may decide to clip the page to a note.

[106] According to an implementation of the automatic augmentation technique, an
entity container can be generated for the dominant entity or entities of the web page 700.
When invoking the capture service, the dominant feature of the webpage may be determined
and this dominant feature associated as a strongly typed entity (also referred to as a "strong
entity type"). More than one entity may be recognized on a page.

[107] A dominant entity on the page 700 may be Johann Sebastian Bach (705). The
determination of the dominant entity may be performed at the clipper (locally) or at the
capture service. In some cases, the user may indicate the entity of interest; whereas in other
cases, the entity determination is performed in the background and/or without user input.

[108] The capture service can, in response to determining that the dominant entities
on the page include the composer Johann Sebastian Bach, generate an entity container. The
clipping can be captured into storage with the entity container(s) for the recognized entity (or
entities). The entity containers can be available for strong entity types recognized on a page
of a clipping.

[109] The entity container 710 shown in Figure 7B may be rendered at the user's
device as a preview. It should be understood that the entity container shown in Figure 7B is
merely illustrative of elements that may form an entity container and should not be construed as requiring the elements shown or limited only to those shown. Referring to Figure 7B, the entity container 710 may include the composer's name attribute element 711, a summary attribute element 712, an image attribute element 713, a life span attribute element 714, a relationship/spouse attribute element 715, a children attribute element 717, a parents attribute element 718, and a "listen now" service element 720.

[110] What follows are a number of screen shots associated with aspects of the subject disclosure as provided with respect to a computing device. Such screen shots are merely exemplary and provided to graphically depict at least one embodiment of aspects of the disclosure. Of course, the subject disclosure is not intended to be limited to the location or presentation of graphical elements provided since there are a myriad of other ways to achieve the same or similar result.

[III] It should be understood that these case examples are meant for illustrating how certain features may be implemented and should not be construed as limiting in layout, functionality, features, or scope.

[112] Figures 8A-8E illustrate user interfaces for a process flow of an example scenario according to an implementation. In an example scenario, a user, Joy, is browsing an online bookstore and comes across a book she would like to read. Joy can use a clipping tool to clip the book information into her notebook application. For example, as shown in Figure 8A, Joy may be viewing a webpage 800 for a book on which a book cover 801, summary 802, version(s) and cost 803, and book title and author 804 may be presented. The book may be available for purchase with the transaction available through a purchase link 805. When Joy selects (S801) to clip the page (via clipper 810). The clipping may be of the page, a region of the page and/or a dominant entity of the page.

[113] As shown in Figures 8B and 8C, in response to clipping the page 800, because the capture service recognizes the dominant entity of the page 800 as being a book, the clipper can display a designated response 820 indicating that the recognized entity is a book. The clipping may be edited from within the clipper, for example, an "edit clip" command may be selected or modifications may be made from within a preview pane (e.g., preview pane 840). The preview pane 840 may or may not be automatically displayed when clipping a page (or portion of the page). Figures 8D and 8E illustrate two of many alternate preview pane configurations. Figure 8D shows a right panel preview pane 842 and Figure 8E shows a bottom panel preview pane 844.
[114] Returning to Figure 8C, a book entity container 850 can be displayed according to a corresponding template in the preview pane 840. The book entity container may provide attributes including, but not limited to, a book cover 860, summary 862, author information 864, cost 866, ISBN 868, and additional information 870. Some of the information for the attributes may be obtained from the webpage content itself. Other information for the attributes may be obtained from one or more external sources. The template provides an enhanced presentation for the identified entity (of book) using the information from the entity container.

[115] A user case sequence is illustrated in Figures 9A-9G. Referring to Figure 9A, a user may be talking with a friend who tells her that she must read a certain book. So the user speaks into her cell phone 900 to record (S901) the name in her notebook application as a quick note. In some cases, speech recognized text 905 can be displayed within the note. After receiving this input, the notebook application can (as part of a synching process, in response to a command by the user, as part of some automated process activated by the receipt of content into the notebook application, or other reason) access or call the capture service to request entity recognition.

[116] In this example case, the capture service may indicate that the entity may be a book or a movie and, as a result, the recorded name may have a marker attached indicating that the entity may be the book or the movie (and optionally the corresponding confidence values).

[117] Then, referring to Figure 9B, when the user opens her notebook application 910, the quick note entry 920 can appear. Because the content of this quick note resulted in two possible entity types, the user can, in this example, select the entity type, book 922 or movie 924, intended for the content.

[118] As shown in Figure 9C, the user selects "book" (S902). This selection can mark the quick note content with the entity marker of "book," which can result in the container "book" being applied to the content. The application of the container can include the notebook application requesting a book container for the named book from the capture service. For this example, as shown in Figure 9D, when a "book" is recognized in the notebook application, a template can be applied for presenting this entity object. As illustrated, a book cover 925 (received as part of the book container) can be displayed and certain functions 930 may be available to the user, for example, the book can be indicated as being able to be moved 932 to a notebook of books to read 940.
In some implementations, the marking of "book" can also enable another application (which may be a third party application), such as a reader to perform an action on the content in the notebook application. This action can be "to read," for example to determine the books named in the notebook and get the text from another source so that when the user opens the reader, the book can be available for reading. Similarly, a student study guide application may read the books named in the notebook and present a pamphlet style or synopsis for the user. In one example where a study guide application has permission to access "books" in a note, a user taking notes during class within the notebook application may either have the entity recognition occur automatically or upon the command (for example by selection of text or graphical user interface element of the notebook application) by a user. When a "book" entity is recognized from the note (because of a dominant entity determination that may be carried out at the client or via a capture service the client communicates with), the "book" can be stored. The "book" may be stored separately from the note or as a marker or tag for the note.

In further implementations, the entity container can be obtained and stored as well. Because the study guide application can access "books," and may also access the storage space to which the note (with book marker) or the "book" (separately) is stored, the study guide application can provide a synopsis to the user for that book. This may occur, for example, while the user is in class and taking notes or at a later time when the user accesses the study guide application.

These extended actions can be possible because of the marking of content with a strongly typed entity.

As one example, a book recommendation application (e.g., a social network related to discussing books) can be linked to a user's notebook application. When a book is rated on the book recommendation application, a book entity for this book can added to a "Books I've read" list in the notebook application so that when books are searched in the notebook, the recommended book can automatically be included in the notebook with relevant information. Conversely, when a book is added to the notebook application, the book may be marked as "Want to read" on the book recommendation application.

Referring to Figure 9E, the user may select (S903) the function 932 for moving the item to the books to read 940 file. A "books to read" preview 960 may be available when the "books to read" 940 item on the menu 950 is initially selected (S904) as a filter as shown in Figure 9F. Then, referring to Figure 9G, after the user selects (S904)
"books to read" from the menu, the books to read page is displayed and the user can select the named book from a menu. In response to receiving the named book selection, the book container can be displayed. The container can include the genre, the star rating, and a brief description of the book, all displayed without leaving the notebook application. In some implementations, actions may be taken on the item from the note. For example, in some cases, a "buy" button may also be included that can link back to one or more online retailers. In some cases a "read" button or other task related selection may be included so that the user can distinguish between books read and books to be read without having to delete the books from the notebook. The book container can be the same or similar to the book container preview shown in Figure 8C.

Figures 10A-10D illustrate a scenario for capturing and presenting an image item. Referring to Figure 10A, a user may be at an event and meet a potential business contact. To capture the information about this potential business contact, the user may take a picture of the business card, for example with their smartphone.

The operating system of the phone may enable user's to view their photographs and select one or more of the photographs, and attach/send a copy of the photograph (via email, text, post, or other application or social media). The operating system can also enable certain applications to access the photographs. In this example, the options for the user include email and notebook application. Thus, in the example scenario illustrated at Figure 10B, when browsing through their photographs on the phone, the user may elect to share the business card image to their notebook application.

Then, as illustrated in Figure 10C, when the user accesses their notebook - either on their smartphone or some other computing device, a copy of the image can be seen in a new note. In some cases, the user can select a command to augment the image. In other cases, the image is augmented before presented to the user for display in a note. In one implementation, the user may simply have copied and pasted the image to the note instead of sent via the sharing function from their phone.

Referring to Figure 10D, the notebook application, via the capture service, can augment and present the captured data in a pleasing and useful manner. For example, optical text recognition may be performed to extract information from the image. The course-grained captured content can be used to perform a look-up in a knowledge base. For example, at least one "name" from the extracted information can be resolved against
information stored in a knowledgebase. To "resolve" a name refers to the determination of the specific person, object, or other entity to which the name (alpha-numeric) refers.

[128] The extracted data can be used to classify and identify entities. Once the content is identified as a business card (e.g., the primary entity is a business card), the entity object for the business card can include numerous attributes and structured content obtained directly from the image as well as resolved against and/or retrieved from the knowledge base. In some cases, the note title 1021 may automatically update with the title of the identified recognized entity. The template for the business card entity object can include a table 1022 with editable text that has a link 1023 to Linkedin (or other networking site), a map for location 1024, a picture of the person 1025, a table 1026 or other arrangement of the extracted information, and numerous other attributes depending on the particular template created for the business card entity object.

[129] Figures 11A-1IC illustrate another scenario for capturing and presenting an image item. In Figure 11A, when browsing through their photographs 1011 on the phone 1010, the user may elect to share (1115) the business card image 1011-A through email 1013. As illustrated in Figure 11B, the user may capture the business card image 1011-A into a note via sending a new message 1116 to a message address 1117 for their notebook. In some cases, the subject 1118 of the message 1116 may be used to indicate the note to which the content is to be associated with.

[130] In some cases, the capture service can augment the content being captured into the note before the content is displayed to the user. For example, as shown in Figure 11C, the subject 1118 of the message 1116 can be the title 1121 of the note, and the image can be presented according to the business card template.

[131] Figure 12 illustrates yet another scenario for capturing and presenting an image item. In the scenario of Figure 12, a user may want to capture a recipe from a cook book 1200. The user may scan or take a picture of the page (1201), resulting in an image of the recipe 1202, which may be stored on a device 1205. The user may send (1206) the image of the recipe 1202 to a notebook via any suitable method. Either before the user opens the note or once the image is in the notebook, the capture service 1207 can perform the augmentation on the image 1202. For example, the capture service 1207 may determine that the image is of a recipe and through extraction and knowledge base resolution and retrieval, generate an entity object with structured representations 1208 of the recipe. When the user
accesses their notebook (1209), for example via device 1210, the recipe can be presented according to a recipe template 1211.

[132] The entity object for the recipe can include information extracted from the image 1202 as well as supplemental content 1212, which may have been retrieved from a knowledge base. The attributes for recipe title 1213, ingredient array 1214, and steps array 1215 may be arranged in an aesthetic manner and even include enhanced functionality such as transforming the ingredient list into a to-do list with check boxes 1216.

[133] Figures 13A-13C illustrate scenarios of capturing content associated with a URL; and Figure 14 illustrates an augmented presentation of a captured URL. Referring to Figure 13A, a user may be browsing websites while on their tablet 1400 and see a recipe for "Beef Stroganoff" 1410 that they would like to capture into their notebook application for later use. In one scenario, as illustrated in Figure 13A, they can select to clip 1420 the web page (or a part of the web page) to a note from a clipper. In another scenario, as illustrated in Figure 13B, the user may send themselves a message 1425, such as described with respect to Figure 11B, with a URL 1430 to the web page having the recipe. In yet another scenario, as illustrated in Figure 13C, the user may paste or type the URL 1430 into their note 1440 directly. Then, as illustrated in Figure 14, once the capture service determines that the primary entity is a recipe, a recipe template 1450 can be used to present the entity object created for the recipe in the user's note 1460.

[134] Figures 15A-15C illustrate system architecture diagrams with process flows for certain implementations. The operating environment can include client 1500, capture service 1505, search engine service (a web data service provided by a search provider) 1510, knowledgebase/databases 1515, and user's storage 1520.

[135] Referring to Figure 15A, a clip 1522 can be sent from a client 1500 to a capture service 1505. In some cases, the source of the page is sent in its entirety to the capture service. In other cases, a portion of the source is provided, and yet in other cases the URL is sent and the content retrieved at the server (by the capture service 1505). In a basic case, as illustrated in case A, the capture service can store the clip (1524) without augmentation in the user's storage 1520 and in some implementations a preview 1526 can be generated at the client 1500.

[136] Cases B, C, and D illustrate various configurations for facilitating augmentation. In case B, augmentation can be carried out at the capture service 1505, for example, various processes involving removal of advertisements or formatting text for
reading. Thus, after receiving the clip 1522, the clip and augmentation can be stored (1528) and optionally provided as a preview 1530.

[137] In one implementation, the capture service 1505 may include a database of entities with associated cards (or contact another service that has a database of entities with associated cards) and can retrieve the topic card from this database. A look-up table may be used to get the corresponding card of a specified entity.

[138] For example, in case C, entity recognition and augmentation can be carried out by the capture service 1505 through direct access of a knowledge base or database 1515. In response to a communication 1532 from the capture service 1505, data (1534) from the knowledgebase/database 1515 can be provided to the capture service and used to generate an augmented clip 1536, which can be stored in the user's storage 1520 and optionally provided for preview 1538.

[139] According to an example implementation, the capture service 1505 can call a search engine service 1510, for example, the Google® or Bing® search engine service, with an entity to request the topic summary or topic card from the Google® or Bing® service.

[140] For example, in case D, when the clip is content from a web page, the entity recognition may have already been performed by a search engine feature. In such cases, the URL of the web page may be sufficient to send to the capture service 1505, which requests (1540) the entity (or entities) on the page from the search engine service 1510. The search engine service 1510 may access (1542) knowledge base or database(s) 1515 (which may be the same or different ones than directly communicated with by the capture service) to retrieve a topic card (1544) for the web page. The search engine service 1510 may then provide the card 1546 (along with any other search results that may be requested by the capture service 1505) to the capture service 1505. The augmented clip 1548 can be stored at the user's storage 1520 and optionally provided as a preview 1550.

[141] As described, in some cases, a preview may be presented. In other cases, the clipper collects the content and sends the content directly to storage (without a preview).

[142] A preview of the clip can be provided by the capture service to the client and/or the clipper running on the client may render the preview. The preview can be rendered in a preview pane or window in the browser. The preview pane can be part of a clipping user interface in which editing, tagging, and other actions may be accomplished. For example, the user can add a tag or a comment to the clip via the user interface. In addition, the destination for the clip may also be configured from within the user interface. In some
cases, a drop-down menu or input field can be used to indicate a specific destination. As an example, a user may select a notebook name or reading collection. A predicted destination may also be presented in the preview pane. For example, using entity recognition and autotagging, the clipper, or capture service, may determine that a user is looking for a house and recognizes elements of a webpage related to houses that then get saved to the user's housing notebook. Similarly, when recognizing the entity of a movie, such a clipping could automatically go into the user's movie notebook.

Referring to Figure 15B, a clip 1522 can be sent from a client 1500 to a capture service 1505. As previously described, in some cases, the source of the page is sent in its entirety to the capture service. In other cases, a portion of the source is provided, and yet in other cases the URL is sent and the content retrieved at the server (by the capture service 1505). In the basic case (case A) illustrated in Figure 15A, the capture service can store the clip (1524) without augmentation in the user's storage 1520.

Cases E, F, and G illustrate various configurations for facilitating augmentation after the clip (which may or may not have had augmentation performed) is stored. When a user retrieves the clip (such as clip 1522) from the user's storage (1554) for viewing and/or editing at the client 1500, the client 1500 may contact the capture service 1505 to retrieve a stored clip (via request 1552). As illustrated for case E, the capture service 1505 can automatically perform augmentation on the clip before providing the clip to the client 1500. For example, various processes involving removal of advertisements or formatting text for reading may be carried out. Once the augmentation is performed, the augmented clip 1556 can be provided to the client 1500 and stored (1558) at the user's storage 1520.

In one implementation, the capture service 1505 may include a database of entities with associated cards (or contact another service that has a database of entities with associated cards) and can retrieve the topic card from this database. A look-up table may be used to get the corresponding card of a specified entity.

For example, in case F, entity recognition and augmentation can be carried out by the capture service 1505 through direct access of a knowledge base or database 1515. In response to a communication 1560 from the capture service 1505, data (1562) from the knowledgebase/database 1515 can be provided to the capture service and used to generate an augmented clip 1564, which can be provided to the client 1500 and stored (1566) in the user's storage 1520.
[147] In another implementation, such as illustrated in case G, the capture service 1505 can call a search engine service 1510, for example, the Google® or Bing® search engine service, with an entity to request the topic summary or topic card from the Google® or Bing® service. The capture service 1505 may use a URL associated with the clip to request (1508) the entity (or entities) on the page from the search engine service 1510. The search engine service 1510 may access (1570) knowledge base or database(s) 1515 (which may be the same or different ones than directly communicated with by the capture service) to retrieve a topic card (1572) for the web page. The search engine service 1510 may then provide the card 1574 (along with any other search results that may be requested by the capture service 1505) to the capture service 1505. The capture service can use the card 1574 (and any other data provided) to augment the clip and provide the augmented clip 1576 to the client 1500 and store (1578) the augmented clip at the user's storage 1520.

[148] In addition to being input through a clipper, content can be captured into a user's storage 1520 through messaging (e.g., me@onenote.com) and while a user in in their notebook application.

[149] Referring to Figure 15C, a user may input an item to a note (1579) at the client 1500. In some cases, the user may input an item via a messaging application (either at the client 1500 or a different client device than the one to which the user is accessing the notebook application). Augmentation may be requested (1580) by the client 1500 (e.g., a notebook application) automatically upon input of the item to a note or in response to a user command. In some cases, for items input via messaging (e.g., via me@onenote.com), the augmentation can be carried out as part of saving the item to the user's storage 1520 before the item is presented to the user in a note (as described with respect to the retrieved clip 1554 in Figure 15B).

[150] Cases H and I illustrate various configurations for facilitating augmentation of an item input to a notebook application. For example, in case H, entity recognition and augmentation (creation of the entity object) can be carried out by the capture service 1505 through access of a knowledge base or database 1515. In some cases, upon receipt of the item, the capture service 1505 can extract information from the item. For example, when the item is a URL, the capture service 1505 can retrieve the HTML DOM of the page at the URL and extract information from the DOM. As another example, when the item is an image, the capture service 1505 can perform image recognition and/or optical character recognition to extract information from the image (along with any metadata associated with the image).
Using the item itself and/or the extracted information, the capture service 1505 accesses the knowledgebase/database 1515 to resolve the extracted information with data from the knowledgebase/database 1515 and/or retrieve additional information. In response to a communication 1582 from the capture service 1505, the information (1584) from the knowledgebase/database 1515 can be provided to the capture service and used to create an entity object for the item.

[151] A template can be selected for the primary entity identified from the item and a template view is provided (1586) to the client 1500. The entity object (and item) can be stored (1588) in the user's storage 1520.

[152] In another implementation, such as illustrated in case I, the capture service 1505 can call a data web service (provided by a search engine provider) 1510, for example, the Google® or Bing® search engine service, with the URL and/or information extracted from the item to request the topic summary or topic card(s) from the data web service (e.g., search engine service 1510) (1590). The search engine service 1510 may access (1592) knowledge base or database(s) 1515 (which may be the same or different ones than directly communicated with by the capture service) to retrieve at least one topic card (1594) for the web page. The search engine service 1510 may then provide the card (1596) (along with any other search results that may be requested by the capture service 1505) to the capture service 1505. The capture service can use the card(s) (and any other data provided) to generate the entity object and select a template for the primary entity identified from the item. The template view 1598 can then be provided to the client 1500. In addition, the entity object (and item) can be stored (1599) in the user's storage 1520.

[153] Figure 16 illustrates a system architecture of an entity mining engine that may be implemented for a capture service. Referring to Figure 16, for a photograph 1601 or web page 1602 (e.g., input via a clipper or other entry to the capture service), an entity-type classification (1610) can be performed. The entity-type classification (1610) can be performed using a vision-based approach where a learned image representation and a recognized text representation are jointly used to make a classification decision. The image representation can be learned using a deep neural network (DNN) technology (see e.g., Li Deng and Dong Yu "Deep Learning: Methods and Applications," Now Publisher, 2014). The text representation may be recognized using an OCR engine. One DNN that may be used is a Markov DNN, having a supervised probabilistic model with a tree structure and maximum clique of a triangle.
Vision-based entity extraction can use vision features such as position, alignment, font size, line space and the like, and text features such as words, capitalization, percentage of digits and the like. The vision and text features can be matched to knowledge base features for further identification.

Photographs can be passed to a corresponding vision-based entity extractor (1620), which uses, through entity linking and name disambiguation (1630) from sources such as a public entity graph 1640, the visual layout information, text features, and entity knowledge (from an associated memory store, e.g., the user's storage 1520) to segment text content, assign semantic labels, and link the note (to which the photograph and/or webpage was input) to entities available in a user's personal entity graph (1650). The public entity graph 1640 can include resources from a social networking service 1641 (such as available through LinkedIn®), web data services 1642 (such as available through Bing® and Google®), and other public knowledge bases. The entities available in the user's personal entity graph 1650 can include, but are not limited to, one or more of contact/business cards 1651, recipes 1652, and products 1653.

As illustrated by the architecture of Figure 16, content captured to a note, for example photographs and web pages, can be automatically classified and labeled with their entity types. Based on the entity type classification, the primary entity can be determined. For example, the entities available in the user's personal entity graph 1650 can provide the available primary entities with which content be may classified. The techniques described herein can maintain privacy of the content being input to the note.

In an example scenario, a photograph classified as a business card can have a person's name, title, organization/affiliation, phone number(s), email address(es), website and other information extracted from the image. Text features like words, capitalization and patterns, and visual features like text position, font size, font style and alignment, can be used to extract entities. A knowledge base (e.g., from public entity graph 1640) can be used to link to existing entities and properties. For example, the person identified on the business card may be linked with an entity in a memory store (e.g., the user's storage 1520) so that information from the person's LinkedIn page or other information can be associated together.

Figure 17 shows a block diagram illustrating components of a computing device used in some embodiments; and Figure 18 illustrates components of a computing system that may be used to implement the methods and services described herein. For example, system 1700 can be used in implementing a computing device embodying the
client(s) 100, 900, 1010, 1205, 1212, 1500, and the like. It should be understood that aspects of the system described herein are applicable to both mobile and traditional desktop computers, as well as server computers and other computer systems. Accordingly, while Figure 18 illustrates components of a computing system that may embody a capture service as described herein, certain aspects described with respect to system 1700 are applicable to server(s) on which the capture services (e.g., capture services 115, 1505) are carried out.

[159] Referring to Figure 17, system 1700 includes a processor 1705 that processes data according to instructions of one or more application programs 1710, and/or operating system (OS) 1720. The processor 1705 may be, or is included in, a system-on-chip (SoC) along with one or more other components such as network connectivity components, sensors, video display components.

[160] The one or more application programs 1710 may be loaded into memory 1715 and run on or in association with the operating system 1720. Examples of application programs include phone dialer programs, e-mail programs, information management programs, word processing programs, Internet browser programs, messaging programs, game programs, notebook applications and the like. Other applications may be loaded into memory 1715 and run on the device, including various client and server applications.

[161] Examples of operating systems include Symbian® OS, Windows® phone OS, Windows®, Blackberry® OS, Apple® iOS®, and Android® OS. Other operating systems are contemplated.

[162] System 1700 may also include a radio/network interface 1735 that performs the function of transmitting and receiving radio frequency communications. The radio/network interface 1735 facilitates wireless connectivity between system 1700 and the "outside world," via a communications carrier or service provider. Transmissions to and from the radio/network interface 1735 are conducted under control of the operating system 1720, which disseminates communications received by the radio/network interface 1735 to application programs 1710 and vice versa.

[163] The radio/network interface 1735 allows system 1700 to communicate with other computing devices, including server computing devices and other client devices, over a network.

[164] In various implementations, data/information stored via the system 1700 may include data caches stored locally on the device or the data may be stored on any number of storage media that may be accessed by the device via the radio/network interface 1735 or via
a wired connection between the device and a separate computing device associated with the
device, for example, a server computer in a distributed computing network, such as the
Internet. As should be appreciated such data/information may be accessed through the device
via the radio interface 1735 or a distributed computing network. Similarly, such
data/information may be readily transferred between computing devices for storage and use
according to well-known data/information transfer and storage means, including electronic
mail and collaborative data/information sharing systems.

[165]  An audio interface 1740 can be used to provide audible signals to and receive
audible signals from the user. For example, the audio interface 1740 can be coupled to a
speaker to provide audible output and to a microphone to receive audible input, such as to
facilitate a telephone conversation. System 1700 may further include video interface 1745
that enables an operation of an optional camera (not shown) to record still images, video
stream, and the like. The video interface may also be used to capture certain images for input
to a natural user interface (NUI).

[166]  Visual output can be provided via a display 1755. The display 1755 may
present graphical user interface ("GUI") elements, text, images, video, notifications, virtual
buttons, virtual keyboards, messaging data, Internet content, device status, time, date,
calendar data, preferences, map information, location information, and any other information
that is capable of being presented in a visual form.

[167]  The display 1755 may be a touchscreen display. A touchscreen (which may be
associated with or form part of the display) is an input device configured to detect the
presence and location of a touch. The touchscreen may be a resistive touchscreen, a
capacitive touchscreen, a surface acoustic wave touchscreen, an infrared touchscreen, an
optical imaging touchscreen, a dispersive signal touchscreen, an acoustic pulse recognition
touchscreen, or may utilize any other touchscreen technology. In some embodiments, the
touchscreen is incorporated on top of a display as a transparent layer to enable a user to use
one or more touches to interact with objects or other information presented on the display.

[168]  In other embodiments, a touch pad may be incorporated on a surface of the
computing device that does not include the display. For example, the computing device may
have a touchscreen incorporated on top of the display and a touch pad on a surface opposite
the display.

[169]  Referring to Figure 18, system 1800 may be implemented within a single
computing device or distributed across multiple computing devices or sub-systems that
cooperate in executing program instructions. The system 1800 can include one or more blade server devices, standalone server devices, personal computers, routers, hubs, switches, bridges, firewall devices, intrusion detection devices, mainframe computers, network-attached storage devices, and other types of computing devices. The system hardware can be configured according to any suitable computer architectures such as a Symmetric Multi-Processing (SMP) architecture or a Non-Uniform Memory Access (NUMA) architecture.

[170] The system 1800 can include a processing system 1810, which may include one or more processors and/or other circuitry that retrieves and executes software 1820 from storage system 1830. Processing system 1810 may be implemented within a single processing device but may also be distributed across multiple processing devices or sub-systems that cooperate in executing program instructions.

[171] Storage system(s) 1830 can include any computer readable storage media readable by processing system 1810 and capable of storing software 1820. Storage system 1830 may be implemented as a single storage device but may also be implemented across multiple storage devices or sub-systems co-located or distributed relative to each other. Storage system 1830 may include additional elements, such as a controller, capable of communicating with processing system 1810. Storage system 1830 may also include storage devices and/or sub-systems on which data such as entity-related information is stored.

[172] Software 1820 may be implemented in program instructions and among other functions may, when executed by system 1800 in general or processing system 1810 in particular, direct the system 1800 or processing system 1810 to operate as described herein for providing a capture service and/or augmenting and presenting captured data (as Capture software 1840).

[173] System 1800 may represent any computing system on which software 1820 may be staged and from where software 1820 may be distributed, transported, downloaded, or otherwise provided to yet another computing system for deployment and execution, or yet additional distribution.

[174] In embodiments where the system 1800 includes multiple computing devices, the server can include one or more communications networks that facilitate communication among the computing devices. For example, the one or more communications networks can include a local or wide area network that facilitates communication among the computing devices. One or more direct communication links can be included between the computing devices. In addition, in some cases, the computing devices can be installed at geographically
distributed locations. In other cases, the multiple computing devices can be installed at a single geographic location, such as a server farm or an office.

[175] A communication interface 1850 may be included, providing communication connections and devices that allow for communication between system 1800 and other computing systems (not shown) over a communication network or collection of networks (not shown) or the air.

[176] Certain techniques set forth herein may be described in the general context of computer-executable instructions, such as program modules, executed by one or more computing devices. Generally, program modules include routines, programs, objects, components, and data structures that perform particular tasks or implement particular abstract data types.

[177] Embodiments may be implemented as a computer process, a computing system, or as an article of manufacture, such as a computer program product or computer-readable medium. Certain methods and processes described herein can be embodied as software, code and/or data, which may be stored on one or more computer-readable media. Certain embodiments of the invention contemplate the use of a machine in the form of a computer system within which a set of instructions, when executed, can cause the system to perform any one or more of the methodologies discussed above. Certain computer program products may be one or more computer-readable storage media readable by a computer system and encoding a computer program of instructions for executing a computer process.

[178] Computer-readable media can be any available computer-readable storage media or communication media that can be accessed by the computer system.

[179] Communication media include the media by which a communication signal containing, for example, computer-readable instructions, data structures, program modules, or other data, is transmitted from one system to another system. The communication media can include guided transmission media, such as cables and wires (e.g., fiber optic, coaxial, and the like), and wireless (unguided transmission) media, such as acoustic, electromagnetic, RF, microwave and infrared, that can propagate energy waves. Although described with respect to communication media, carrier waves and other propagating signals that may contain data usable by a computer system are not considered "computer-readable storage media."

[180] By way of example, and not limitation, computer-readable storage media may include volatile and non-volatile, removable and non-removable media implemented in any method or technology for storage of information such as computer-readable instructions, data
structures, program modules or other data. For example, a computer-readable storage medium includes, but is not limited to, volatile memory such as random access memories (RAM, DRAM, SRAM); and non-volatile memory such as flash memory, various read-only-memories (ROM, PROM, EPROM, EEPROM), magnetic and ferromagnetic/ferroelectric memories (MRAM, FeRAM), and magnetic and optical storage devices (hard drives, magnetic tape, CDs, DVDs); or other media now known or later developed that is capable of storing computer-readable information/data for use by a computer system. In no case do "computer-readable storage media" consist of carrier waves or propagating signals.

[181] In addition, the methods and processes described herein can be implemented in hardware modules. For example, the hardware modules can include, but are not limited to, application-specific integrated circuit (ASIC) chips, field programmable gate arrays (FPGAs), and other programmable logic devices now known or later developed. When the hardware modules are activated, the hardware modules perform the methods and processes included within the hardware modules.

[182] Certain aspects of the invention provide the following non-limiting embodiments:

[183] Example 1. A method of augmenting and presenting captured data, comprising: receiving one or more structured representations for content associated with an item input to a notebook application; identifying a primary entity of the item; creating an entity object for the primary entity of the item from at least the one or more structured representations.

[184] Example 2. The method of example 1, further comprising: determining a template for presenting the entity object according to the primary entity, the template being selected from a set of templates corresponding to different primary entities.

[185] Example 3. The method of example 1 or 2, wherein the item comprises a uniform resource locator (URL), the method further comprising: requesting the one or more structured representations for the content associated with the URL from a web data service; and receiving, from the web data service, one or more models associated with content of a document referenced by the URL, the one or more models providing the one or more structured representations of the item.

[186] Example 4. The method of example 3, wherein creating the entity object comprises selecting a single model of the one or more models associated with the content of the document according to a selection criteria.
Example 5. The method of example 3, wherein creating the entity object comprises merging attributes of at least two models of the one or more models associated with the content of the document.

Example 6. The method of any of examples 1-5, wherein the primary entity of the object is identified from a minimum number of attributes of the one or more structured representations for the content associated with the item.

Example 7. The method of example 6, wherein the primary entity is a recipe; and the minimum number of attributes comprise at least an ingredient array and a steps array.

Example 8. The method of any of examples 1, 2, 6 or 7, wherein the item comprises an image, the method further comprising: extracting and classifying information from the image and metadata associated with the image; and generating at least one of the one or more structured representations by using the extracted and classified information from the image and metadata associated with the image, wherein identifying the primary entity of the item comprises using the extracted and classified information from the image and metadata associated with the image.

Example 9. The method of example 8, further comprising: requesting detailed information corresponding to at least one attribute associated with the primary entity from a knowledgebase or a web data service.

Example 10. The method of example 8 or 9, wherein the image contains an image of a business card.

Example 11. The method of any of examples 1, 2, 6 or 7, wherein the item comprises a clip, the method further comprising: requesting the one or more structured representations for the content associated with the clip from a web data service.

Example 12. A system comprising: one or more computer readable storage media; and program instructions stored on the one or more computer readable storage media for presenting content captured for a notebook application that, when executed by a processing system, direct the processing system to: request an entity object for content associated with an item input to a notebook application service; and in a user interface to the notebook application service, surface an entity-specific presentation of the entity object for the content associated with the item input to the notebook application service, wherein the entity object comprises attributes from one or more structured representations for the content associated with the item.
Example 13. The system of example 12, wherein the item comprises one or more of a URL, an image, and a clip.

Example 14. One or more computer readable storage media having program instructions stored thereon for augmenting and presenting captured data, when executed by a processing system, direct the processing system to: identify a primary entity of an item input to a notebook application; create an entity object for the primary entity of the item at least from one or more structured representations for content associated with the item; and determine a template for presenting the entity object according to the primary entity, the template being selected from a set of templates corresponding to different primary entities.

Example 15. The media of example 14, wherein the item comprises a URL, wherein the program instructions further direct the processing system to: request the one or more structured representations for the content associated with the URL from a web data service; and receive, from the web data service, one or more models associated with content of a document referenced by the URL, the one or more models providing the one or more structured representations of the item.

Example 16. The media of example 15, wherein the entity object comprises a single model of the one or more models associated with the content of the document selected according to a selection criteria.

Example 17. The media of example 15, wherein the entity object comprises merged attributes of at least two models of the one or more models associated with the content of the document.

Example 18. The media of any of examples 14-17, wherein the item comprises an image, wherein the program instructions further direct the processing system to: extract and classify information from the image and metadata associated with the image; and generate at least one of the one or more structured representations by using the extracted and classified information from the image and metadata associated with the image, wherein the primary entity of the item is identified by using the extracted and classified information from the image and metadata associated with the image.

Example 19. A system having a user interface with a display surfacing entity related information in response to receiving an entity determination of content to be captured by a notebook application.

Example 20. The system of example 19, where the entity determination is based on content being rendered in a view region of the user interface.
Example 21. The system of example 19, where the entity determination is based on content not displayed in the view region of the user interface. For example, when the content being captured includes a URL, the entity determination may be based on content of a document referenced by the URL.

Example 22. The system of any of examples 19-21, where the entity related information includes a presentation of content including at least one element not found in the view region.

Example 23. A method of enhancing captured content including identifying an entity associated with a first content; and transforming the first content into second content based on the entity associated with the first content.

Example 24. The method of example 23, where the transformation includes one or more of removing advertisements, making certain text live/selectable, filtering, tagging and rearranging the presentation of content.

Example scenarios have been presented to provide a greater understanding of certain embodiments of the present invention and of its many advantages. The example scenarios described herein are simply meant to be illustrative of some of the applications and variants for embodiments of the invention. They are, of course, not to be considered in any way limitative of the invention.

It should be understood that the examples and embodiments described herein are for illustrative purposes only and that various modifications or changes in light thereof will be suggested to persons skilled in the art and are to be included within the spirit and purview of this application.
CLAIMS

What is claimed is:

1. A method of augmenting and presenting captured data, comprising:
   receiving one or more structured representations for content associated with an item input to a notebook application;
   identifying a primary entity of the item;
   creating an entity object for the primary entity of the item from at least the one or more structured representations.

2. The method of claim 1, wherein the item comprises a uniform resource locator (URL), the method further comprising:
   requesting the one or more structured representations for the content associated with the URL from a web data service; and
   receiving, from the web data service, one or more models associated with content of a document referenced by the URL, the one or more models providing the one or more structured representations of the item.

3. The method of claim 1, wherein the item comprises an image, the method further comprising:
   extracting and classifying information from the image and metadata associated with the image; and
   generating at least one of the one or more structured representations by using the extracted and classified information from the image and metadata associated with the image, wherein identifying the primary entity of the item comprises using the extracted and classified information from the image and metadata associated with the image.

4. The method of claim 3, further comprising: requesting detailed information corresponding to at least one attribute associated with the primary entity from a knowledgebase or a web data service.
5. The method of any of claims 1-4, further comprising:

determining a template for presenting the entity object according to the primary entity,
the template being selected from a set of templates corresponding to different primary entities.

6. A system comprising:

one or more computer readable storage media; and

program instructions stored on the one or more computer readable storage media for

presenting content captured for a notebook application that, when executed by a processing

system, direct the processing system to:

request an entity object for content associated with an item input to a notebook

application service; and

in a user interface to the notebook application service, surface an entity-specific

presentation of the entity object for the content associated with the item input to the notebook

application service, wherein the entity object comprises attributes from one or more

structured representations for the content associated with the item.

7. The system of claim 6, wherein the item comprises one or more of a URL, an

image, and a clip.

8. One or more computer readable storage media having program instructions stored

thereon for augmenting and presenting captured data, when executed by a processing system,

direct the processing system to:

identify a primary entity of an item input to a notebook application;

create an entity object for the primary entity of the item at least from one or more

structured representations for content associated with the item; and

determine a template for presenting the entity object according to the primary entity,
the template being selected from a set of templates corresponding to different primary entities.

9. The media of claim 8, wherein the item comprises a URL, wherein the program

instructions further direct the processing system to:

request the one or more structured representations for the content associated with the

URL from a web data service; and
receive, from the web data service, one or more models associated with content of a document referenced by the URL, the one or more models providing the one or more structured representations of the item.

10. The media of claims 8 or 9, wherein the item comprises an image, wherein the program instructions further direct the processing system to:

   extract and classify information from the image and metadata associated with the image; and

   generate at least one of the one or more structured representations by using the extracted and classified information from the image and metadata associated with the image,

   wherein the primary entity of the item is identified by using the extracted and classified information from the image and metadata associated with the image.
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Baroque refers to an elaborate artistic style that...

Johann Sebastian Bach was a German composer, organist, harpsichordist, violist, and violinist of the Baroque period. He enriched many established German styles through his skill in counterpoint...

Lived: Mar 31, 1685 - Jul 28, 1750 (age 65)

Romance: Anna Magdalena Bach · Maria Barbara Bach

Compositions: Brandenburg concertos · Well-Tempered Clavier

Children: Johann Christian Bach · Carl Philipp Emanuel Bach · Wilhelm Friedemann Bach

Parents: Johann Ambrosius Bach · Maria Elisabeth Lämmert
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TO: me@onenote.com
SUBJECT: Beef Stroganoff

http://... .com//recipe/ beef-stroganoff/
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http://... .com//recipe/beef-stroganoff/
Recipe

Today  9:32 am

Beef Stroganoff ★★★★★

http://... .com//recipe/beef-stroganoff/

Ingredients

☐ ¾ cup butter
☐ 1 ½ pounds sirloin tip, cut into thin slices
☐ 1 (6 ounce) can sliced mushrooms, drained
☐ 1 (16 ounce) container sour cream
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