A method and system for providing integrity and consistency of a cloud storage service 102, 204 to a group of mutually trusted clients 108, 110, 112 involves the cloud storage service 102, 104 offering a set of operations in respect to stored data to the clients and wherein each client only executes its own client operations when consuming one of the set of operations of a cloud storage service, and each client detects data correctness of a cloud storage service based on a protocol providing fork-lineairizability. A client and server system is also provided utilising an invocation message with an operation, a reply message with list of pending operations, authentication value and proof, a commit message comprising a test result indication that the operation is not in conflict with the pending operations list, and further authentication value and proof.
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5 Method for Securing Integrity and Consistency of a Cloud Storage Service with Efficient Client Operations

FIELD OF THE INVENTION

10 The invention relates generally to a method for providing integrity and consistency of a cloud storage service to a group of mutually trusted clients. The invention relates further to a server system, a cloud system, a cloud storage system, a data processing program, and a computer program product.

BACKGROUND OF THE INVENTION

20 More and more people are outsourcing their data into the cloud, in particular cloud storage. That brings several advantages such as global accessibility, cost efficiency, and disaster protection. Particularly, collaborating on a shared resource using cloud services is easier than ever before. For example, programmers work together using online source code repositories, project teams spanning multiple companies produce complex technical deliverables, or friends simply share their holiday photo albums with others. Nevertheless, cloud services have also one serious drawback: The users rely fully on the provider in terms of confidentiality and correctness. In other words, they need to trust the cloud provider. Using modern cryptographic encryption schemes can preserve the confidentiality but cannot prevent from inadvertent or malicious modifications by the provider.
There are several disclosures related to a method for providing a cloud storage service to a group of clients.

The document US 8,706,701 B1 describes example embodiments of an authenticated file system that provides integrity and freshness of both, data and metadata. The architecture is natural to cloud settings involving a cloud service provider and enterprise-class tenants, thereby addressing key practical considerations, including garbage collection, multiple storage tiers, multi-layer caching, and check-pointing.

The document US 8,676,710 B2 discloses a method of providing security as a service in a cloud storage environment, including storing, through a cloud manager of the cloud storage environment, a security level of access of a storage controller associated with a customer of the security as a service, and receiving a request from the customer to access security information of the storage controller associated therewith.

However, there may be a need to overcome limitations of existing technologies, in particular, providing a trusted cloud storage service that is lean, reliable and that has little overhead and that addresses the integrity and consistency of data residing on untrusted cloud storage.

**SUMMARY OF THE INVENTION**

This need may be addressed by a method for providing integrity and consistency of a cloud storage service to a group of mutually trusted clients, a client system, a server system and
a cloud storage system, a data processing program, and a computer program product, according to the independent claims.

According to one embodiment, a method for providing integrity and consistency of a cloud storage service to a group of mutually trusted clients may be provided. The cloud storage service may offer a set of operations in respect to stored data to the clients, whereby each client only executes its own client operations when consuming one of the set of operations of the cloud storage service, and wherein each client detects data correctness of the cloud storage service based on a protocol providing fork-linearizability.

According to an embodiment of another aspect, a client system for demanding services from a cloud storage service may be provided. The client may comprise an invocation unit adapted for sending an invocation message comprising a cryptographically signed operation for data in an invocation digital signature, a reply receiving unit adapted for receiving a reply-message comprising a list of pending operations, an authentication value and proof.

The client system may also comprise a first sending unit adapted for sending a commit message comprising a test result indication that the operation is not in conflict with the pending operations list, the operation and a commitment digital signature and a second sending unit adapted for sending an authentication value based on the operation and a received proof.

According to an embodiment of a further aspect, a server system may be provided. The server system may be adapted for performing a cloud storage service for data, wherein the cloud storage service may comprise a set of operations. The server
system may comprise a reply unit adapted for, upon receiving an invocation message comprising a list of pending operations including an operation to be executed, and a proof and an authentication value of a last applied operation. The server system may also comprise a sending unit adapted for sending the proof and an authentication value for the last applied operation, a receiving unit adapted for receiving a commit message comprising a commit message comprising a test result indication that the operation is not in conflict with the pending operations list, the operation and a commitment digital signature, a storing unit adapted for storing a received authentication value, and an execution unit adapted for executing the operation to be executed resulting in an applied operation.

According to an embodiment of another aspect, a cloud storage system may be provided wherein the cloud storage system may be adapted for providing a cloud storage service to a group of mutually trusted clients comprising a client system and a server system.

**DETAILED DESCRIPTION**

It may be noted that the mutually trusted clients trust each other but not necessarily the cloud service.

In the context of this description, the following conventions, terms and/or expressions may be used:

The term “cloud storage service” may denote a service provided by a server for storing and manipulating data. The manipulation may be performed as one out of a set of different operations, e.g., a read operation, a write operation, an
update operation and a delete operation. The data may be stored on a long-term storage. The service may be delivered as part of a cloud setup.

For a definition of the term “cloud” or “cloud computing”, the reader is referred to the end of this document.

The term “mutually trusted clients” may denote a set of clients, e.g., client computers running a specific client service of which each is assumed not to manipulate data by unfair means. However, the service delivering a storage service for a group of clients may - intentionally or not - change the data in a way not compliant with the intention of the client.

The term “own client operations” may denote operations which may be performed by a dedicated client. It may not be required to mirror or copy operations of other clients in order to guarantee consistency and integrity of the stored data. It may also not be required to store all data on each client.

The term “consuming” may be understood as a typical expression of cloud computing in which services of servers may be used or consumed.

The term “fork-linearizability” may denote that operation, in particular to data, may be performed in a serialized way, e.g., one after the other in the order for all clients. However, this may not only apply for operations of one client but for operations of a group of clients. In this case, the serialized sequences of operations form a tree. A more detailed and scientific discussion is available below.
The term “integrity violation” may denote that data have been manipulated and/or modified. The data are not in a state as intended.

The term “consistency violation” may denote that the operations on the data has been executed have been applied in a wrong sequence. Thus, the data may have undergone - as last update - an applied update operation with a time-stamp earlier then an obvious update operation with a later time-stamp. Thus, a sequence of update operations may have been performed in the wrong order.

The term “pending operations list” may denote a list in which operations, not yet performed, executed or applied, may be listed. A further differentiation may be made between “self-pending operations denoting other operations of a client that await execution and “other-pending” operations denoting pending operations of other clients awaiting execution.

The term “committed operation” may - in contrast to a terminology in database technology - denote status of an operation at an end of a first phase of a protocol of the method according to embodiments of the invention. It may denote that an operation may be ready for an execution but which may not yet be applied.

The proposed method for providing integrity and consistency of a cloud storage service to a group of mutually trusted clients may offer a couple of advantages:

The consistency of the data managed by the cloud storage service may be achieved by the applied fork-linearizability as introduced by Mazieres and Shasha (cited documents see below under BG-5). A consistency and integrity verification protocol
may guarantee this notion by adding condensed data about the causal evolution of a user’s view into his interaction with the service, respectively the server. This ensures that when the server creates only a single discrepancy between the views of two user groups, no member of one group may have operations of the user in the other group afterwards. In other words, if the server ever lies to some users and these users communicate later among themselves, they will immediately discover the misbehavior of the server. The condensed embedded views make it very easy to discover inconsistencies; although this may be seldom, one single check and a verification of an arbitrary number of past operations for consistency may be sufficient.

It may be noted, that every client only executes its own operations with a reduced number of communication and computation steps. The cloud storage service consists of two separate services with distinct APIs, which belong together logically and are in the same trust domain. The first service provides a commodity cloud storage service, also denoted as an object storage service or a Blobstore Service. Second, the system may use a verifier service, that runs on the same (untrusted by the clients) domain as the cloud storage service. From a security standpoint, it is assumed that those services collude against the clients.

It may also be important to note that the data, jointly used by the clients, may not be required to be stored on every client. Storage occurs only once using the cloud storage service while ensuring data integrity and data consistency.

Hence, the protocol between the client and the service is executed in two phases. The first phase deals with establishing the order in which the operations will be applied, and whether the cloud storage service should apply
the operation. The second phase, comprised of two additional communication steps, deals with the client creating and signing an authenticator for the result of the operation that other clients may use for further verifications. Overall, a five message communication process between a client and the cloud storage service guarantees for data integrity and consistency. The essence of verification actions in any of the steps may lie in the proofs that the cloud storage service needs to produce that the clients verify. These proofs carry the necessary context, the operation itself and the result. Using this context (a small piece of the complete data) and the operation of the result, the client is enabled to verify if the operation would indeed produce the given result.

The protocol is thus very efficient and the cloud storage service does not need to broadcast every operation to every client. A point-to-point-five-step-communication is sufficient. Efficiency here may denote that each client only executes its own operations.

According to one embodiment of the method, the data correctness may comprise integrity violations and/or consistency violations. The integrity violations may address a manipulation or modification of the data stored in the cloud storage. On the other side, consistency violations may address the problem of an executed wrong sequence of operations. Thus, if a wrong sequence of operations, e.g., updates to the data, may be performed correct data may not be guaranteed because an update with an earlier time-stamp may update data with a later time-stamp resulting in wrong final data.

According to another embodiment of the method, the operation may comprise one out of the group comprising a read operation, a write operation, an update operation, and a delete
operation. These are typical operations to stored data. Every required manipulation may be performed.

A further embodiment of the method may also comprise establishing an order in a pending operations list indicating the order – in particular by a sequence number – in which operations from different clients will be applied to the stored data. This may be achieved by receiving a commit-message for a committed operation. The order of pending operations may be agreed between a client and the service. A series of messages may be exchanged between the client and the service (e.g., message 1 to 3, see below as explained).

It may also be noted that a COMMIT message may not be a commit in the sense of a typical database operation. In such a case, a commit finalizes a transaction and a rollback may not be possible after a commit in a database. Here, a COMMIT message may only signal that an operation may be performed and that such an execution may not be aborted because, e.g., a sequence of operation may be wrong. Thus, the COMMIT message here may denote a “pre-committed operation” which may not be finalized or applied. Instead, it may signal that it may denote a finalization of a first phase of the overall operation’s procedure. The list of pending operations may have been sent to a client together with an authentication value (a); the client may now calculate a test result (z) based on a determination whether the operation may commute with the list of pending other operations (pending-others). In case of a success, a response may be calculated and sent as COMMIT from the client to the service.

The method may further comprise sending an update-authentication-message – which may be a fourth message as part of a protocol between the client and the service – from the
service to the client. The client may have issued the operation. The update-authentication-message may comprise a proof of the execution (s0) of the operation, and an authentication value (a) for the last applied operation. This way, a secure communication may be achieved.

A further extension of the method may also comprise receiving an authentication value (a′) being generated based on an authentication value (a) – in particular, the operation (o) and the proof (s0) – and a commitment digital signature (p-sig) which may be comprised in a COMMIT-AUTH message from the client to the server. It may be generated by cryptographically signing the operation (o) and the authentication value (a′). Again, this may be required for a secure communication.

According to a further embodiment, the method may also comprise storing the authentication value (a′). This may be a proof that the service operation has been performed correctly; a′ will always be sent to the client. The method may also comprise an execution of the operation (o) on the data by the cloud storage service resulting in an applied operation (o). Thus, the operation that may have been committed in an earlier stage may now be applied. In the context of a classical database transaction, this final applying of the operation may conform to a commit in a database system. Thus, there is a clear distinction between a classical database and the cloud storage service, as discussed here.

Furthermore, embodiments may take the form of a computer program product, accessible from a computer-readable or computer-readable medium providing program code for use, by or in connection with a computer or any instruction execution system. For the purpose of this description, a computer-readable or computer-readable medium may be any apparatus that may
contain means for storing, communicating, propagating or transporting the program for use, by or in a connection with the instruction execution system, apparatus, or device.

The medium may be an electronic, magnetic, optical, electromagnetic, infrared or a semi-conductor system for a propagation medium. Examples of a computer-readable medium may include a semi-conductor or solid state memory, magnetic tape, a removable computer diskette, a random access memory (RAM), a read-only memory (ROM), a rigid magnetic disk and an optical disk. Current examples of optical disks include compact disk-read only memory (CD-ROM), compact disk-read/write (CD-R/W), DVD and Blu-Ray-Disk.

It should also be noted that embodiments of the invention have been described with reference to different subject-matters. In particular, some embodiments have been described with reference to method type claims whereas other embodiments have been described with reference to apparatus type claims.

However, a person skilled in the art will gather from the above and the following description that, unless otherwise notified, in addition to any combination of features belonging to one type of subject-matter, also any combination between features relating to different subject-matters, in particular, between features of the method type claims, and features of the apparatus type claims, is considered as to be disclosed within this document.

The aspects defined above and further aspects of the present invention are apparent from the examples of embodiments to be described hereinafter and are explained with reference to the examples of embodiments, but to which the invention is not limited.
BRIEF DESCRIPTION OF THE DRAWINGS

Preferred embodiments of the invention will now be described, by way of example only, and with reference to the following drawings:

Fig. 1 shows a block diagram of an embodiment of an environment with a cloud storage service and a group of mutually trusted clients.

Fig. 2 shows an overview in a block diagram form of the overall protocol.

Fig. 3 shows a block diagram of a more detailed embodiment of block 210 of the method according to Fig. 2.

Fig. 4 shows a block diagram of a more detailed embodiment of block 214 of the method according to Fig. 2.

Fig. 5 shows a block diagram of a more detailed embodiment of block 220 of the method according to Fig. 2.

Fig. 6 shows a block diagram of a more detailed embodiment of blocks 224 and 226 of the method according to Fig. 2.

Fig. 7 shows a block diagram of a more detailed embodiment of block 228 of the method according to Fig. 2.
Fig. 8 shows a block diagram of a more detailed embodiment of block 232 of the method according to Fig. 1.

Fig. 9 shows a block diagram of client-side units.

Fig. 10 shows a block diagram of service-side units.

Fig. 11 shows a block diagram of an embodiment of a computing system used for client-side and/or service-side computers.

**DETAILED DESCRIPTION OF EXEMPLARY EMBODIMENTS**

In the following, a detailed description of the figures will be given. All instructions in the figures are schematic. Firstly, an overview block diagram of an environment of an embodiment of the inventive method for providing integrity and consistency of a cloud storage service to a group of mutually trusted clients is given. Afterwards, further detailed embodiments of sub-blocks of the method will be described. Additionally, embodiments of client-side elements and service-side elements will be described as well as an example of a computing system.

Before a detailed description of the figures will be provided, a more scientific or abstract background may be presented. Firstly, attention may be drawn to some technical and scientific background literature:


So, general fundamentals of cloud storage services are assumed to be understood and do not need further, detailed explanation.

Generally, a system consisting of a group of mutually trusting users may be assumed that collaborate using a commodity cloud storage service. The users do not put any trust on the cloud storage service. Further, to facilitate collaboration, the users run software clients (referred to as clients that do not communicate directly with each other, but know identities of other clients or users, as well as corresponding public keys,
i.e., digital signatures. In order to ensure data integrity and consistency, the clients may adhere to the protocol while using a cloud storage service. The provided storage service may allow clients to store, retrieve, and list data and metadata under the cloud storage service that provides key-value store semantics, i.e., each data has an associated unique name or key value.

The cloud storage service may consist of two separate services with distinct APIs, which may belong together logically and may be in the same trust domain. The first service provides a commodity cloud storage service, also called an object storage service or a Blobstore Service. Secondly, the system assumes a verifier service that may run in the same untrusted domain as the cloud storage service. From a security standpoint, it may be assumed that both services collude against the clients. The verifier service may be responsible for coordinating the clients’ operations and for storing additional information to help verify the integrity and consistency of the stored data.

The crux of the protocol may involve storing a short cryptographic hash value of the data, both, at the verifier and locally at the client. Naturally – because the verifier is not trusted – the clients sign the hash value before storing it at the verifier, and verify the signature after retrieving the hash value from the verifier.

For each operation, clients may consult both, the verifier service and the cloud storage service. For example, when a client, participating in the protocol, invokes a read operation (also called GET) for a particular data item, it first queries the verifier service to fetch the hash value corresponding to the item. If there is a conflict with other operations, for example, due to an in-progress write of the same data item, the query will be aborted and the user would
receive a notification. Otherwise, the client could download the data item from the cloud storage, and compare its hash value with the hash value retrieved from the verifier. Upon successful match, the client returns the data to the user, or otherwise provides a notification about violation.

Conversely, when uploading a data item (also called PUT), the client may assign it a unique identifier, e.g., a name, and may start the upload process. Once the client may finish the upload, and provided that there was no conflict, he may contact the verifier to store the corresponding hash value of the data item.

Clients participating in the protocol according to embodiments of the invention may detect integrity and consistency violations upon contacting other clients. The clients may achieve fork-linearizability, as each client may embed the causal information about data evolution in the cryptographic hash that it posts at the verifier and signs. As the clients may abort their operations when they detect a conflict, they exhibit a non-blocking behavior, which yields higher throughput, in particular, compared to blocking behavior.

The protocol coordinates the consistency information about the stored data in a non-trivial way, which ensures that not all clients have to be involved in every operation. In existing protocols, in particular in the BST and the COP protocols as described by BG-7 and BG-2 (see above) in the first section, a client would execute its operation, potentially return an output value to the application, and in the same step also commit to the operation by the signature mentioned above. The verifier would subsequently broadcast such commit-data to all clients in the global order of operations established by the verifier. Every client needed to re-play through the whole
sequence of these commits, verifying their correctness, and do local book-keeping.

The proposed method may relieve the clients from the need to replay the sequence of all operations. In particular, the responsibility to maintain the storage system's coordination state is moved to the cloud service. By protecting the responses from the cloud verifier service to a client through an authenticated data structure, the client outputs cannot be forged. By protecting the authenticators through digital signatures, one client may receive integrity information about the "valid" system state in a protected way, as the cloud services cannot subvert the signature scheme. This client, then, may obtain the current state from the server and verify its validity because the state is logically protected by the transitive combination of the authenticator and the signature. In traditional solutions, clients kept authentication information only locally and did not exchange it through the verifier because the protocol structure prevented it. They had to process every operation of every other client. Method according to embodiments of the invention change the protocol in a way that enables the clients to obtain this information through the verifier, which results in large savings for the clients and for the overall system.

For example, methods according to embodiments of the invention may allow clients to be offline or inactive after completing their operations for a potentially unbounded amount of time, as the verifier will hold the cryptographic hashes signed by clients. They only need to join the system again when performing an operation. In a system with n clients that performs h storage operations, the traditional system requires about $\Theta(nh)$ computation steps by all clients together. With
the systems according to embodiments of the invention, this can be reduced to $O(n)$ steps in the best case.

**The model**

**System model**

We consider an asynchronous distributed system with $n$ mutually trusting clients $C_1, \ldots, C_n$ and a server $S$ (collectively called parties). The communication between the server and the clients is assumed to be reliable and respects first-in/first-out (FIFO) semantics. A protocol $P$ specifies the behavior of all involved parties. All clients are correct and hence following $P$; in particular they do not crash. In contrast, the server might be either correct or Byzantine and may deviate arbitrary from $P$. The assumption that clients do not crash is for simplicity only; there are well-known methods to extend the protocol to support crashes. For example: The group should be adjusted dynamically or a single crashed client might hold up progress of other clients forever. Previous work on the topic has explored how a group manager or a peer-to-peer protocol may control a group membership protocol (see, for example, in Jinyuan Li, Maxwell Krohn, David Mazi`eres, and Dennis Shasha. Secure untrusted data repository (SUNDR), pages 121-136, 2004; or Alexander Shraer, Christian Cachin, Asaf Cidon, Idit Keidar, Yan Michalevsky, and Dani Shaket, Venus: Verification for untrusted cloud storage. In Proceedings of the 2010 ACM Workshop on Cloud Computing Security Workshop, CCSW ’10, pages 19-30, New York, NY, USA, 2010. ACM).

**Authenticated data structures**

The model of authenticated data structures is a well-known way to verify the integrity of outsourced data on untrusted resources. See, for example, in Charles Martel, Glen Nuckolls,

Let’s assume a two party model where an untrusted server maintains a collection D of arbitrary data objects and a client may invoke query and update operations. The client may verify the integrity of a response to an operation from a cryptographic proof, so that he can detect whether the data object was tampered by an adversary.

In practice, the client may store some authentication data, which is usually much smaller than the outsourced data, in a local trusted memory.

Functionality.

The server may provide a deterministic functionality F, e.g., a key-value storage service based on an authenticated data structure, to the clients. Clients interact with F via a set of operations O. An operation may contain several arguments. Very abstractly, the server maintains a shared state $s \in S$ of F, initially denoted by $s_0$, for example, this includes all data stored on the cloud service. The state is sometimes also called D. The scheme works as the following: Once the server receives an operation $o$ from a client, the server should update the state by executing $(s', r) = F(s, o)$, send the response $r \in R$ to the client, and make $s'$ the new state.
However, in order to support the functionality of an authenticated data structure one need to separate the execution of \( F \) into several steps and extend the server's state \( s \) with a corresponding cryptographic proof in the form of an authenticator.

Here, the notion of authenticated separated execution of Cachin may be adapted (see: Christian Cachin. Integrity and consistency for untrusted services. In Proceedings of the 37th International Conference on Current Trends in Theory and Practice of Computer Science, SOFSEM’11, pages 1-14, Berlin, Heidelberg, 2011. Springer-Verlag), where the server may produce an extracted partial state for the client and the client is responsible for computing the authenticator in respect of the current state and the operation.

More precisely, an algorithm \( \text{extract}_F \) produces a partial state \( s_o \) from a global state \( s \) and an operation \( o \),

\[
  s_o \leftarrow \text{extract}_F (s, o).
\]

There is an authenticator denoted by \( a \), which is initialized to a default value \( a_0 \). An Algorithm \( \text{authexec}_F \), run by the client, takes \( a \), \( s_o \), and \( o \) as inputs and produces an updated authenticator \( a' \), a partial updated state \( s'_o \), and a response \( r \). In the course of executing \( o \), the algorithm also may verify its inputs with respect to \( a \) and may output the special symbol \( \bot \) as response, indicating that the verification failed. In other words,

\[
  (a', s'_o, r) \leftarrow \text{authexec}_F (a, s_o, o),
\]

with \( r = \bot \) if, and only if, verification failed. Additionally, we say that \( o \) can also be a sequence of operations \( o_1, \ldots, o_m \).
and its execution works analogously to authenticated separated execution of an single operation.

The security property considers a faulty S as an adversary, which tries to forge some partial state \( \sim s_0 \) that causes the client to produce a wrong response \( \sim r \). But in an authenticated separated execution scheme, algorithm authexec\(_r\) either outputs the correct response (\( \sim r = r \)), or it recognizes the forgery and the verification fails (\( \sim r = 1 \)). In a secure execution-authentication scheme, it holds that the adversary cannot produce such a wrong response that is accepted by authexec\(_r\) (it outputs a value different from 1) but the response is not equal to \( r \); in other words, the only valid response to operation \( o \) in state \( s \) is the value \( r \).

Commutative operations


As described in Christian Cachin and Olga Ohrimenko, “Verifying the consistency of remote untrusted services with commutative operations”, 02 2013, two operations \( o_1, o_2 \in O \) are
said to commute in a state $s$ if, and only if, there
operations, when applied in different orders starting from $s$,
yield the same respective states and responses. In the
proposed protocol that definition is relaxed and focus is only
on the operations itself, not on the resulting state. That is
sufficient for our purpose since the clients may check whether
two operations commute or not, without the knowledge of the
state. Therefore, a function $\text{commute}_F$ may be defined which
takes two operations $o_1, o_2 \in O$ and returns true if, and only
if, there is no conflict with respect to $F$; otherwise $\text{commute}_F$
($o_1, o_2$) returns false. Operations that do not commute are
meant to be in conflict. In practice, however, two operations
would conflict if they are write-operations on the same data
object.

Furthermore, this notion for sequences of operations may be
extended. Supposed two sequences $\rho_1$ and $\rho_2$ consisting of
operations in $O$ commute if, and only if, each operation $o$ in $\rho_1$
commutes with all operations in $\rho_2$. Formally, we denote a
sequence of operations $\rho = (o_1, \ldots, o_k)$.

Aborts

As in previous work, the used notion of commutative operations
and operations may conflict (compare Christian Cachin and Olga
Ohrimenko: Verifying the consistency of remote untrusted
services with commutative operations, 02 2013; and Matthias
Majuntke, Dan Dobre, Marco Serafini, and Neeraj Suri:
Abortable fork-linearizable storage, volume 5923, pages 255-
269, Springer, 2009). When a client invokes an operation that
conflicts with an operation of another client, but that
operation has not been committed yet at the server, then the
client has to abort the conflicting operation. Otherwise, the
protocol cannot ensure fork-linearizability.
Consistency properties

The formal definition of the consistency achieved by the protocol is included here; it is the same as achieved by previous works (compare Christian Cachin and Olga Ohrimenko: Verifying the consistency of remote untrusted services with commutative operations, 02 2013; and Christian Cachin, Abhi Shelat, and Alexander Shraer: Efficient fork-linearizable access to untrusted shared memory, In Proceedings of the Twenty-sixth Annual ACM Symposium on Principles of Distributed Computing, PODC ’07, pages 129-138, New York, NY, USA, 2007. ACM).

Definition 1 (View):
A sequence of events \( \pi \) is called a view of a history \( \sigma \) at a client \( C_i \) with respect to a functionality \( F \) if:

1. \( \pi \) is a sequential permutation of some subsequence of complete operations in \( \sigma \);
2. all complete operations executed by \( C_i \) appear in \( \pi \); and
3. \( \pi \) satisfies the sequential specification of \( F \).

Definition 2:

A history \( \sigma \) is linearizable with respect to a functionality \( F \) if there exists a sequence of events \( \pi \) such that:

1. \( \pi \) is a view of \( \sigma \) at all clients with respect to \( F \); and
2. \( \pi \) preserves the real-time order of \( \sigma \).

Definition 3:

A history \( \sigma \) is fork-linearizable with respect to a functionality \( F \) if for each client \( C_i \) there exists a sequence of events \( \pi_i \) such that:

1. \( \pi_i \) is a view of \( \sigma \) at \( C_i \) with respect to \( F \);
2. \( \pi_i \) preserves real-time order of \( \sigma \); and
3. for every client $C_j$ and every operation $o \in \pi_i \cap \pi_j$ it holds that $\pi_i|^o = \pi_j|^o$.

Cryptographic primitives

The proposed protocol uses cryptographic hash functions and digital signature schemes. These are standard cryptographic tools.

The generic protocol

More details of the protocol may be extracted from the figures below.

Notation

A variable $p$ can hold a tuple which is denoted by $p \leftarrow (x, y, z)$. To access a tuple’s content we use $(x, y, z) \leftarrow q$. Sometimes we only want to access a subset of a tuple, so we use $(\cdot, \cdot, y) \leftarrow q$, where "\cdot" stands for unneeded elements. The concatenation of bit strings is denoted by operation $\kappa$. The function length(a) for a list $a$ denotes the number of elements in $a$. The implementation uses associative arrays or maps, which associate keys to values—a value is stored in a map $H$ by assigning it to a key, denoted by $H[k] \leftarrow v$; if no value has been assigned to a key, the map returns $\bot$.

Overview

The sequence of messages from and to the client, from and to the service respectively, follows the flow:

```
INVOKE \rightarrow REPLY \rightarrow COMMIT \rightarrow UPDATE-AUTH \rightarrow COMMIT-AUTH
```

A client $C_i$ starts by sending an INVOKE message with an operation $o$ to the server $S$. The server assigns a global sequence number to the operation and replies back a list of pending operations with the corresponding partial state and
its authentication data. We distinguish between pending-other, which are operations invoked by other clients and pending-self that are invoked by $C_i$ up to $o$. After receiving the REPLY message from $S$, the client verifies the message content and simulates the execution of all pending-self operations. If $o$ commutes with all pending-other operations, he simulates $o$ as well and returns with the response. In addition to that, $C_i$ flags the operation as SUCCESS or ABORT according to the commutativity check.

Subsequently, the client sends a COMMIT message for $o$ to the server. At this point, the client may invoke the next operation or retry in case of an abort. Due to the assumption of an asynchronous system, the server may receive the COMMIT message from $C_i$ before it receives any other COMMIT message with respect to the global order. For that particular reason the server maintains another sequences number $b$, which indicates the global sequence number of the last applied operation. Hence, the server buffers all incoming COMMIT messages and continues processing the message with the sequence number next to $b$ once available. If the operation $o$ was aborted, the server would increment $b$ and nothing else would have to be done for this operation.

Processing of a successful operation $o$ requires some additional steps. The server sends an UPDATE-AUTH message including the corresponding partial state. When $C_i$ receives this message, it simulates the execution of $o$ and computes new authentication data $a$ according to the partial state and $o$. Next, it replies the authentication data to $S$. Finally, the server stores $a$ and executes $o$ (or applies $o$) on its state.
Data structures

The server and every client maintain a set of variables during the protocol. For simplicity and readability it is not described how unnecessary data is garbage-collected. Every client may store the sequence number of the last operation that has been committed in a variable $c$. $H$ may be a map containing a hash chain computed over the last committed operation and the sequence of pending operations announced by the server $S$. The contents of $H$ are indexed by the sequence number of the operations. Entry $H[l]$ is computed as hash ($H[l-1] \oplus o \oplus l \oplus i$), with $H[0] = \text{NULL}$, and represents an operation $o$ with sequence number $l$, executed by $C_i$. Variable $Z$ maps the sequence number of every operation that the client has executed himself to the status of the operation. The client only needs the entries in $Z$ with index greater than $c$. Finally, a variable $u$ is set to $o$ whenever the client has invoked an operation $o$ but not yet completed it; otherwise $u$ is $1$.

The server keeps the global sequence number for the invoked operations in a variable $t$. In addition to that, it holds in $b$ the sequence number of the last applied operation. All invoked operations are stored in a map $I$ and the completed operations in a map $O$, both indexed by a sequence number. Finally, the server maintains an arbitrary authenticated data structure $D$ with a functionality $F$. The corresponding authenticator for every operation is stored in a map $A$, also indexed by the sequence number. $D$ reflects all successful operations with respect to $F$ up to the sequence number $b$.

Description

The integrity protocol may be called by a client through a function `int-invoke`, to which the actual operation according to the functionality $F$ is passed as parameter $o$. The figures
below illustrate that. Asynchronous handlers may be used that react to messages and the invocation of int-invokes terminates by executing return at the end of the handler for the REPLY message. Another client-side handler continues asynchronously in the background.

The protocol initially proceeds in a similar way as the authenticated version of COP (compare Christian Cachin and Olga Ohrimenko. Verifying the consistency of remote untrusted services with commutative operations. 02 2013). The client computes the INVOKE message and the COMMIT message accordingly. The difference arises on the server’s side, when a COMMIT message arrives. Instead of using a broadcast to disseminate the committed operation to all clients, the server buffers it until all previous operations have been executed. At this time (denoted upon $0[b+1] \neq \mathbf{1} \land \Delta[b+1] = \mathbf{1}$ in the protocol), the server extracts the partial state $s_0$ from the current state $D$. Together with the previously computed authenticator (taken from $A[b]$), this partial state allows the client to verify the authenticity of the response for the operation. The server sends this in an UPDATE-AUTH message to the client.

For processing an UPDATE-AUTH message, the client verifies that the COMMIT-signature on the previous operation in the sequence (at index $q$ in the client’s code) is valid and that there is also a valid authenticator for this operation, as signed by the client executing the last operation.

Then, the client invokes authexec to verify the partial state and generate a new authenticator $a$ according to the result of the operation $o$ and a signature. The new authenticator $a$ and its signature $\psi$ are sent back to the server in a COMMIT-AUTH message. The server stores them and passes them along to
further clients, who either invoke an operation (via a REPLY message) or commit/authenticate an operation (via a UPDATE-AUTH message). After receiving COMMIT-AUTH, the server also (finally) executes this operation on the service state D and updates D accordingly.

Communication
The execution of an operation requires the client to perform one round-trip to the server: Send an INVOKE message and receive a REPLY, then the client is ready to output the response of the operation. Successful operations that commute with pending operations of others therefore terminate fast. Decoupled from the execution of an operation and in the background, the server and the client subsequently perform the remaining three flows of the communication protocol.

More precisely, when all previous operations have been executed at the server, the server sends an UPDATE-AUTH message and receives a COMMIT-AUTH in response from the client. The dissemination of the latest authenticator takes place in the server’s REPLY message in response to an invocation. This means that a client may be offline and inactive in the meantime, without needing to be notified of operations by others.

According to the protocol, the clients do not communicate with each other. However, as soon as they do, they benefit from fork-linearizability and can easily discover a consistency violation by comparing their hash chains.

The size of the INVOKE, COMMIT and COMMIT-AUTH messages is independent of the number of clients and their operations. These messages contain only a description of one operation, while the REPLY and UPDATE-AUTH messages contain the list of
pending operations \( w \) and a partial state \( s_0 \). If one client is slow, then the length of \( w \) for all other clients should, in principle, grow proportionally to the number of further operations they are executing. However, this can be compressed by omitting, from the REPLY message, those pending operations that have already been included and sent to the client before. The size of the partial state is directly related to the chosen data structure and the number of operations with respect to \( F \). In practice, authenticated data structures such as skip lists and Merkle hash trees permit very small authenticators and partial states, respectively.

After this more abstract background, the figures will be described:

**Fig. 1** shows a block diagram of an embodiment of an environment 100 with a cloud storage service 102 and a group of mutually trusted clients 108, 110, 112. The clients 108, 110, 112 may trust each other but not necessarily the cloud storage service 102 or the communication with a network 106, e.g. the Internet.

The cloud storage service 102 may be executed on a server (not shown) which may be connected to a storage 104. The cloud storage service 102 may perform a set of operations with respect to stored data to the clients 108, 110, 112.

Each client 108, 110, 112 may only execute its own client operations, i.e., each client 108, 110, 112 only needs to verify the execution of its own commands to the cloud storage service 102 and not the one’s of any other clients 108, 110, 112 when consuming one of the set of operations of the cloud storage service. No client may be forced to perform and/or mirror operations of other clients 108, 110, 112.
Each client 108, 110, 112 may detect data correctness of the cloud storage service 102 based on a protocol providing fork-linearizability in respect to operations from several clients 108, 110, 112. All operations may be performed in a linear order.

Fig. 2 shows an overview in block diagram form of the overall protocol. The client-side is represented by the client (i) 202. The cloud storage service side may be represented by the service (S) 204. Both sides are separated by a vertical dashed line.

The client may invoke the operation, 206. This may comprise cryptographically signing the desired operation to a specific set of data managed by the cloud storage service and producing an invocation digital signature (t-sig). The client 202 may send a first INVOKE message to the server, 208. This first INVOKE message may comprise the signature (t-sig) and the intended operation (o).

The cloud storage service 204 processes this first INVOKE message, 210. The service 204 may sent a second REPLY message, 212. On the client-side 202, the second REPLY message may be processed, 214, resulting in the return operation result, 216. The client 202 may send a third COMMIT message to the service, 218. As a reaction, the service 204 will process this third COMMIT message. At this point it may be clear that the COMMIT may not denote a traditional commit in a database-sense. Changes to the data are not applied at this point in time.

If the service 204 has received the third COMMIT message, it may insert the operation (o) into a list of the committed operations (O) at the position denoted by a sequence number
(q) associated with the operation (not shown). If empty spaces in the list of committed operations may be filled, 222, the service may prepare the forth UPDATE-AUTHENTICATION message, 224. This fourth UPDATE-AUTHENTICATION message may be sent, 226, to the client 202. From here, a fifth COMMIT-AUTHENTICATION message may be prepared and sent, 230, to the cloud storage service 204. This fifth COMMIT-AUTHENTICATION message may be processed: e.g., an authentication value (a’) may be stored and the initially intended operation (o) may be executed resulting in the applied operation, 232.

In order to better understand specific execution steps of the described protocol blocks 210, 214, 220, 224, 228 and 232 they may be described in more detail.

**Fig. 3** shows a block diagram of a more detailed embodiment of block 210 (process the first INVOKE message) of the method according to **Fig. 2**. Upon receiving, 302, the first INVOKE message from the client (i) 202, the cloud storage service (S) 204 performs the steps of:

(i) assigning, 304, a global sequence number (t) to the operation (o),

(ii) adding, 306, the operation (o) to a list of pending operations (I),

(iii) extracting (compare 308, 310) a list of pending operations (w) from the list of future operations (I) that are relevant for the client (i) 202,

(iv) creating, 312, a proof (s0) of simulated execution of the operation (o),

(v) prepare and sending, 314, a second REPLY message to the client (i) 202, comprising the list of pending operations (w), the proof (s0), the global sequence number (t), a sequence number (b) pertaining to a most recently applied operation, and an authentication value for a last applied operation (a),
316. It may be noted that the sending 314 corresponds to the sending 212 of Fig. 2.

**Fig. 4** shows a block diagram of a more detailed embodiment of block 214 of the method according to Fig. 2.

The client (i) 202, upon receiving, 402, the second REPLY message from the cloud storage service (S) 204, performs the following steps:

(i) verifying, 404, the message content, in particular the last applied operation and authenticator. If a violation is detected, 410, and a violation is signaled, 432, the process is terminated. In case no violation is detected,

(ii) determining or verifying, 412, from the list of pending operations (w) a list of self-operations (pending-self), which are operations of the same client (i) 202, and a list of other-operations (pending-other), which are operations from different clients. If a violation is detected, 420, and a violation is signaled, 432, the process is terminated. In case no violation is detected,

(iii) verifying, 422, the execution of the operations from the list of self-operations (pending-self), using the proof (s0). In case a violation is detected, 430, a violation is signaled, 432, and the process is terminated. In case no violation is detected,

(iv) testing whether the operation (o) commutes, 406, 408, with the list of other-operations (pending-others) and determining a test result (z) from this. In case of “no commute”, an ABORT status is set, 416, and sent, 426. In case of a successful commute testing,
(v) if the test result \((z)\) indicates success, 414, then computing a response \((r)\) to the operation \((o)\) and returning it,

(vi) cryptographically signing the operation \((o)\) and the test result \((z)\) and producing a commitment digital signature \((p\text{-}sig)\). Reference numeral 418 summarizes step (v) and (vi). In case a violation is detected, 424, a violation is signaled, 432, and the process is terminated. In case no violation is detected,

(vii) sending, 426, a third COMMIT message to the service \((S)\), comprising the test result \((z)\), the operation \((o)\), and the commitment digital signature \((p\text{-}sig)\), 428.

**Fig. 5** shows a block diagram of a more detailed embodiment of block 220 of the method according to Fig. 2. The service \((S)\) 204, upon receiving, 502, the third COMMIT message performing the steps of:

(i) inserting, 504, the operation \((o)\) into a list of the committed operations \((O)\) at the position denoted by a sequence number \((q)\) associated to the operation \((o)\) and signaling, 506, that a new committed operation is available.

**Fig. 6** shows a block diagram of a more detailed embodiment of blocks 222 and 224 of the method according to Fig. 2. The service \((s)\) 204 iteratively processing the list of committed operations \((O)\), waiting until empty spots are filled, 222, by obtaining, 602, a new committed operation and,

(i) skipping over any operation with the test result \((z)\) that indicates a failure, 604,

(ii) creating, 606, a proof of execution \((s0)\) for each of the operation \((o)\) with the test result \((z)\) that indicates success,
(iii) sending, 608, a fourth UPDATE-AUTHENTICATION message, i.e., update authentication, to the client (i) 202 that issued the operation (o), containing the proof (s0) and an authentication value for the last applied operation (a), 610.

Fig. 7 shows a block diagram of a more detailed embodiment of block 228 of the method according to Fig. 2. The client (i) 202, upon receiving, 702 the fourth UPDATE-AUTHENTICATION message, performs the steps of:

(i) verifying, 704, the message content,

(ii) verifying, 706, the execution of the operation (o), using the proof (s0), and obtaining an authentication value (a'), In case of a violation, an integrity violation is signaled, 712. In case no violation is determined,

(iii) cryptographically signing the operation (o) and the authentication value (a') and producing a commitment digital signature (p-sig), 710. In case a violation is detected, 714, signal an integrity violation, 712. In case no violation is detected,

(iv) sending, 716, a fifth COMMIT-AUTHENTICATION message, i.e., commit authentication, to the service (S) 204, comprising the authentication value (a') and the commitment digital signature (p-sig). It may be noted that the block 230 of Fig. 1 and block 716 may be identical.

Fig. 8 shows a block diagram of a more detailed embodiment of block 232 of the method according to Fig. 2. The service (S) 204, upon receiving, 802, the fifth COMMIT-AUTHENTICATION message, performs the steps of:
(i) storing, 804, the authentication value (a'), and obtaining, 806, the related committed operation. In case of a failure, 808, the protocol is aborted. In case of SUCCESS,

(ii) executing, 810, the committed operation (o) resulting in an applied operation (o). Again, the difference between a committed operation (end of first phase) and a (finally) applied operation (end of second phase) becomes clear.

Fig. 9 shows a block diagram of client-side units. A client system 900 out of a group of mutually trusted clients 108, 110, 112 for demanding services from a cloud storage service 204, may comprise (i) an invocation unit 902 adapted for sending an invocation message comprising a cryptographically signed operation (o) for data, stored on a server' storage 104 in an invocation digital signature (t-sig), (ii) a reply receiving unit 904 adapted for receiving from the server a reply-message comprising a list of pending operations, an authentication value (a) and proof (s0), (iii) a first sending unit 906 adapted for sending a commit message, in particular the third message comprising a test result (z) indicating that the operation is not in conflict with the pending operations list, the operation (o) and a commitment digital signature (p-sig), and (iv) a second sending unit 908, in particular for the fifth message, adapted for sending an authentication value (a') based on the operation (o) and a received proof (s0).

Fig. 10 shows a block diagram of service-side units. A server system 1000 adapted for performing a cloud storage service for data, wherein the cloud storage service comprises a set of operations, may comprise (i) a reply unit 1002 adapted for upon receiving an invocation message comprising a list of pending operations including an operation (o) to be executed, and a proof (s0), as well as a global sequence number (t), a
sequence number (b) pertaining to the most recent operation, and an authentication value (a) of a last applied operation, (ii) a sending unit (1004) adapted for sending the proof (s0) and an authentication value (a) for the last applied operation, (iii) a receiving unit (1006) adapted for receiving a commit message comprising a commit message comprising a test result (z) indicating that the operation is not in conflict with the pending operations list, the operation (o) and a commitment digital signature (p-sig), and (iv) a storing unit 1008 adapted for storing a received authentication value (a'), and (v) an execution unit 1010 adapted for executing the operation (o) to be executed resulting in an applied operation.

Embodiments of the client side and/or the server side of the invention may be implemented together with virtually any type of computer, regardless of the platform being suitable for storing and/or executing program code. For example, as shown in Fig. 11, a computing system 1100 may include one or more processor(s) 1102 with one or more cores per processor, associated memory elements 1104, an internal storage device 1106 (e.g., a hard disk, an optical drive, such as a compact disk drive or digital video disk (DVD) drive, a flash memory stick, a solid-state disk, etc.), and numerous other elements and functionalities, typical of today's computers (not shown). The memory elements 1104 may include a main memory, e.g., a random access memory (RAM), employed during actual execution of the program code, and a cache memory, which may provide temporary storage of at least some program code and/or data in order to reduce the number of times, code and/or data must be retrieved from a long-term storage medium or external bulk storage 1116 for an execution. Elements inside the computer 1100 may be linked together by means of a bus system 1118 with corresponding adapters.
It may be noted that the internal disk 1106 and/or the archive or bulk storage 1116 may be used a storage for the cloud storage service. Also a disk sub-system such as a network-attached storage may be used.

The computing system 1100 may also include input means such as a keyboard 1108, a pointing device such as a mouse 1110, or a microphone (not shown). Alternatively, the computing system may be equipped with a touch sensitive screen as main input device. Furthermore, the computer 1100, may include output means such as a monitor or screen 1112 [e.g., a liquid crystal display (LCD), a plasma display, a light emitting diode display (LED), or cathode ray tube (CRT) monitor]. The computer system 1100 may be connected to a network [e.g., a local area network (LAN), a wide area network (WAN)], such as the Internet or any other similar type of network, including wireless networks via a network interface connection 1114. This may allow a coupling to other computer systems, or a storage network, or a tape drive. Those, skilled in the art will appreciate that many different types of computer systems exist, and the aforementioned input and output means may take other forms. Generally speaking, the computer system 1100 may include at least the minimal processing, input and/or output means, necessary to practice embodiments of the invention.

While the invention has been described with respect to a limited number of embodiments, those skilled in the art, having benefit of this disclosure, will appreciate that other embodiments may be devised, which do not depart from the scope of the invention, as disclosed herein. Accordingly, the scope of the invention should be limited only by the attached claims. Also, elements described in association with different embodiments may be combined. It should also be noted that
reference signs in the claims should not be construed as limiting elements.

As will be appreciated by one skilled in the art, aspects of the present disclosure may be embodied as a system, method or computer program product. Accordingly, aspects of the present disclosure may take the form of an entirely hardware embodiment, an entirely software embodiment (including firmware, resident software, micro-code, etc.) or an embodiment combining software and hardware aspects that may all generally be referred to herein as a "circuit," "module" or "system." Furthermore, aspects of the present disclosure may take the form of a computer program product embodied in one or more computer readable medium(s) having computer readable program code embodied thereon.

Any combination of one or more computer readable medium(s) may be utilized. The computer readable medium may be a computer readable signal medium or a computer readable storage medium. A computer readable storage medium may be, for example, but not limited to, an electronic, magnetic, optical, electromagnetic, infrared, or semiconductor system, apparatus, or device, or any suitable combination of the foregoing. More specific examples (a non-exhaustive list) of the computer readable storage medium would include the following: an electrical connection having one or more wires, a portable computer diskette, a hard disk, a random access memory (RAM), a read-only memory (ROM), an erasable programmable read-only memory (EPROM or Flash memory), an optical fiber, a portable compact disc read-only memory (CD-ROM), an optical storage device, a magnetic storage device, or any suitable combination of the foregoing. In the context of this document, a computer readable storage medium may be any tangible medium that may
contain, or store, a program for use, by or in connection with an instruction execution system, apparatus, or device.

A computer readable signal medium may include a propagated data signal with computer readable program code embodied therein, for example, in baseband or as part of a carrier wave. Such a propagated signal may take any of a variety of forms, including, but not limited to, electro-magnetic, optical, or any suitable combination thereof. A computer readable signal medium may be any computer readable medium that is not a computer readable storage medium and that may communicate, propagate, or transport a program for use by or in connection with an instruction execution system, apparatus, or device.

Program code embodied on a computer readable medium may be transmitted using any appropriate medium, including but not limited to wireless, wireline, optical fiber cable, RF, etc., or any suitable combination of the foregoing.

Computer program code for carrying out operations for aspects of the present invention may be written in any combination of one or more programming languages, including an object oriented programming language such as Java, Smalltalk, C++, or the like and conventional procedural programming languages, such as the "C" programming language or similar programming languages. The program code may execute entirely on the user's computer, partly on the user's computer, as a stand-alone software package, partly on the user's computer and partly on a remote computer or entirely on the remote computer or server. In the latter scenario, the remote computer may be connected to the user's computer through any type of network, including a local area network (LAN) or a wide area network (WAN), or the connection may be made to an external computer.
(for example, through the Internet using an Internet Service Provider).

Aspects of the present disclosure are described with reference to flowchart illustrations and/or block diagrams of methods, apparatus (systems) and computer program products according to embodiments of the present disclosure. It will be understood that each block of the flowchart illustrations and/or block diagrams, and combinations of blocks in the flowchart illustrations and/or block diagrams, may be implemented by computer program instructions. These computer program instructions may be provided to a processor of a general purpose computer, special purpose computer, or other programmable data processing apparatus to produce a machine, such that the instructions, which execute via the processor of the computer or other programmable data processing apparatus, create means for implementing the functions/acts specified in the flowchart and/or block diagram block or blocks.

These computer program instructions may also be stored in a computer readable medium that may direct a computer, other programmable data processing apparatus, or other devices to function in a particular manner, such that the instructions stored in the computer readable medium produce an article of manufacture including instructions, which implement the function/act specified in the flowchart and/or block diagram block or blocks.

The computer program instructions may also be loaded onto a computer, other programmable data processing apparatus, or other devices to cause a series of operational steps to be performed on the computer, other programmable apparatus, or other devices to produce a computer implemented process such that the instructions, which execute on the computer or other
programmable apparatus, provide processes for implementing the functions/acts specified in the flowchart and/or block diagram, block, or blocks.

The block diagrams in the Figures illustrate the architecture, functionality, and operation of possible implementations of systems, methods and computer program products, according to various embodiments of the present disclosure. In this regard, each block in the block diagrams may represent a module, segment, or portion of code, which comprises one or more executable instructions for implementing the specified logical function(s). It should also be noted that, in some alternative implementations, the functions, discussed hereinabove, may occur out of the disclosed order. For example, two functions taught in succession may, in fact, be executed substantially concurrently, or the functions may sometimes be executed in the reverse order depending upon the functionality involved. It will also be noted that each block of the block diagrams, and combinations of blocks in the block diagrams, may be implemented by special purpose hardware-based systems that perform the specified functions or acts, or combinations of special purpose hardware and computer instructions.

The terminology used herein is for the purpose of describing particular embodiments only and is not intended to limit the invention. As used herein, the singular forms "a", "an" and "the" are intended to include the plural forms as well, unless the context clearly indicates otherwise. It will further be understood that the terms "comprises" and/or "comprising," when used in this specification, specify the presence of stated features, integers, steps, operations, elements, and/or components, but do not preclude the presence or addition of one or more other features, integers, steps, operations, elements, components, and/or groups thereof.
The corresponding structures, materials, acts, and equivalents of all means or steps plus function elements in the claims below are intended to include any structure, material, or act for performing the function in combination with other claimed elements, as specifically claimed. The description of the present invention has been presented for purposes of illustration and description, but is not intended to be exhaustive or limited to the invention in the form disclosed. Many modifications and variations will be apparent to those of ordinary skills in the art without departing from the scope and spirit of the invention. The embodiment was chosen and described in order to best explain the principles of the invention and the practical application, and to enable others of ordinary skills in the art to understand the invention for various embodiments with various modifications, as are suited to the particular use contemplated.

The term Cloud Computing

In this document, cloud storage service is mentioned several times. Such a service may belong to cloud computing in general, which is a model for enabling convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction. This cloud model promotes availability and is composed of five essential characteristics, three service models and four deployment models.

Essential Characteristics of cloud computing comprise

(i) On-demand self-service. A consumer can unilaterally provision computing capabilities, such as server time
and network storage, as needed automatically without requiring human interaction with each service provider.

(ii) Broad network access. Capabilities are available over the network and accessed through standard mechanisms that promote use by heterogeneous thin or thick client platforms (e.g., mobile phones, laptops, and PDAs).

(iii) Resource pooling. The provider's computing resources are pooled to serve multiple consumers using a multi-tenant model with different physical and virtual resources, dynamically assigned and reassigned according to consumer demand. There is a sense of location independence in that the customer generally has no control or knowledge over the exact location of the provided resources, but may be able to specify location at a higher level of abstraction (e.g., country, state, or datacenter). Examples of resources include storage, processing, memory, network bandwidth and virtual machines.

(iv) Rapid elasticity. Capabilities can be rapidly and elastically provisioned, in some cases automatically, to quickly scale out and rapidly release to quickly scale in. To the consumer, the capabilities available for provisioning often appear to be unlimited and can be purchased in any quantity at any time.

(v) Measured Service. Cloud systems automatically control and optimize resource use by leveraging a metering capability at some level of abstraction appropriate to the type of service (e.g., storage, processing, bandwidth, and active user accounts). Resource usage can be monitored, controlled and reported providing transparency for both, the provider and consumer of the utilized service.
Service models for cloud computing used comprise:

(i) Cloud Software as a Service (SaaS). The capability provided to the consumer is to use the provider’s applications running on a cloud infrastructure. The applications are accessible from various client devices through a thin client interface such as a web browser (e.g., web-based e-mail). The consumer does not manage or control the underlying cloud infrastructure including network, servers, operating systems, storage, or even individual application capabilities, with the possible exception of limited user-specific application configuration settings.

(ii) Cloud Platform as a Service (PaaS). The capability provided to the consumer is to deploy onto the cloud infrastructure consumer-created or acquired applications created using programming languages and tools supported by the provider. The consumer does not manage or control the underlying cloud infrastructure including network, servers, operating systems, or storage, but has control over the deployed applications and possibly applications hosting environment configurations.

(iii) Cloud Infrastructure as a Service (IaaS). The capability provided to the consumer is to provision processing, storage, networks, and other fundamental computing resources where the consumer is able to deploy and run arbitrary software, which can include operating systems and applications. The consumer does not manage or control the underlying cloud infrastructure, but has control over operating systems, storage, deployed applications, and possibly limited control of selected networking components (e.g., host firewalls).
Deployment models for cloud computing comprise

(i) Private cloud. The cloud infrastructure is operated solely by an organization. It may be managed by the organization or a third party and may exist on premise or off premise.

(ii) Community cloud. The cloud infrastructure is shared by several organizations and supports a specific community that has shared concerns (e.g., mission, security requirements, policy, and compliance considerations). It may be managed by the organizations or a third party and may exist on premise or off premise.

(iii) Public cloud. The cloud infrastructure is made available to the general public or a large industry group and is owned by an organization selling cloud services.

(iv) Hybrid cloud. The cloud infrastructure is a composition of two or more clouds (private, community, or public) that remain unique entities but are bound together by standardized or proprietary technology that enables data and application portability (e.g., cloud bursting for load-balancing between clouds).

It may be noted that cloud software may take full advantage of the cloud paradigm by being service-oriented with a focus on statelessness, low coupling, modularity, and semantic interoperability.
1. A method (100) for securing integrity and consistency of a cloud storage service (102, 204) to a group of mutually trusted clients (108, 110, 112),

wherein the cloud storage service (102, 204) offers a set of operations in respect to stored data to the clients (108, 110, 112),

whereby each client (108, 110, 112) only executes its own client operations when consuming one of the set of operations of the cloud storage service (102, 204), and

wherein each client (108, 110, 112) detects data correctness of the cloud storage service (102, 204) based on a protocol providing fork-linearizability.

2. The method (100) according to claim 1, wherein the data correctness comprises integrity violations and/or consistency violations.

3. The method (100) according to claim 1 or 2, wherein the operation comprises one out of the group comprising a read operation, a write operation, an update operation, and a delete operation.

4. The method (100) according to any of the previous claims, also comprising
   - establishing an order in a pending operations list indicating the order in which operations from different clients will be applied to the stored data by receiving a
commit-message for a committed operation.

5. The method (100) according to claim 4, also comprising
- sending an update-authentication-message comprising a
proof of the execution (s0) of the operation, and an
authentication value (a) for the last applied operation.

6. The method (100) according to claim 5, also comprising
- receiving an authentication value (a’) being generated
based on an authentication value (a) and a commitment
digital signature (p-sig) which is generated by
cryptographically signing the operation (o) and the
authentication value (a’).

7. The method (100) according to claim 6, also comprising
- storing the authentication value (a’), and
- executing the operation (o) on the data by the cloud
storage service (102, 204) resulting in an applied
operation (o).

8. A client system (900) out of a group of mutually trusted
clients (108, 110, 112) for demanding services from a
cloud storage service (102, 204), the client (900)
comprising

- an invocation unit (902) adapted for sending an
invocation message comprising a cryptographically signed
operation (o) for data in an invocation digital signature
(t-sig),

- a reply receiving unit (904) adapted for receiving a
reply-message comprising a list of pending operations, an
authentication value (a) and proof (s0),
- a first sending unit (906) adapted for sending a commit message comprising a test result (z) indication that the operation is not in conflict with the pending operations list, the operation (o) and a commitment digital signature (p-sig),

- a second sending unit (908) adapted for sending an authentication value (a’) based on the operation (o) and a received proof (s0).

9. A server system (1000) adapted for performing a cloud storage service (102, 204) for data, wherein the cloud storage service (102, 204) comprises a set of operations, the server system comprising

- a reply unit (1002) adapted for upon receiving an invocation message comprising a list of pending operations including an operation (o) to be executed, and a proof (s0), and an authentication value (a) of a last applied operation,

- a sending unit (1004) adapted for sending the proof (s0) and an authentication value (a) for the last applied operation,

- a receiving unit (1006) adapted for receiving a commit message comprising a commit message comprising a test result (z) indication that the operation is not in conflict with the pending operations list, the operation (o) and a commitment digital signature (p-sig);

- a storing unit (1008) adapted for storing a received authentication value (a’), and
an execution unit (1010) adapted for executing the operation (o) to be executed resulting in an applied operation.

10. A cloud storage system for providing a cloud storage service (102, 204) to a group of mutually trusted clients (108, 110, 112) comprising the client system (900) according to claim 8 and the server system (1000) according to claim 9.

11. A data processing program for performing the method (100) for providing a cloud storage service (102, 204) to a group of mutually trusted clients (108, 110, 112),

the data processing program comprising software code portions for performing elements of the method (100), according to any of the claims 1 to 7, when said software code portions are run on a client computer (900), and

the data processing program also comprising software code portions for performing other elements of the method (100), according to any of the claims 1 to 7, when said software code portions are run on a server computer (1000).

12. A computer program product for providing a cloud storage service (102, 204) to a group of mutually trusted clients (108, 110, 112), comprising computer readable program means for causing a client computer (900) to perform elements of the method (100), according to any of the claims 1 to 7, when the program means is run on the client computer (900).
13. A computer program product for providing a cloud storage service (102, 204) to a group of mutually trusted clients (108, 110, 112), wherein the computer program product comprising computer readable program means for causing a server computer (1000) to perform elements of the method (100), according to any of the claims 1 to 7, when the program means is run on the server computer (1000).

14. A system for securing integrity and consistency of a cloud storage service to a group of mutually trusted clients,

wherein the cloud storage service is adapted to offer a set of operations in respect to stored data to the clients,

whereby each client is adapted to

- only execute its own client operations when consuming one of the set of operations of the cloud storage service, and
- detect data correctness of the cloud storage service based on a protocol providing fork-linearizability.
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