(12) STANDARD PATENT (11) Application No. AU 2012259113 B2
(19) AUSTRALIAN PATENT OFFICE

(54) Title
Malware analysis system

(61) International Patent Classification(s)

GO6F 11/00 (2006.01) GO6F 12/16 (2006.01)
GOG6F 12/14 (2006.01)
(21) Application No: 2012259113 (22) Date of Filing:  2012.05.17

(87) WIPO No: WO012/162102

(30)  Priority Data

(31) Number (32) Date (33) Country
13/115,032 2011.05.24 us
(43) Publication Date: 2012.11.29

(44) Accepted Journal Date: 2015.12.03

(71)  Applicant(s)
Palo Alto Networks, Inc.

(72)  Inventor(s)
Xie, Huagang;Wang, Xinran;Liu, Jiangxia

(74)  Agent/ Attorney
Davies Collison Cave, Level 15 1 Nicholson Street, MELBOURNE, VIC, 3000

(56) Related Art
US 2010/0077481 A1
US 2011/0078794 A1
ALME et al. "McAfee(R) Anti-Malware Engines: Values and Technologies."
Published 2010
US 2008/0289028 A1




(43) International Publication Date

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property
Organization
International Bureau

=

0O OO 0 000t
(10) International Publication Number

WO 2012/162102 A1l

29 November 2012 (29.11.2012) WIPO | PCT

(51) International Patent Classification: (81) Designated States (unless otherwise indicated, for every
GOG6F 11/00 (2006.01) GO6F 12/16 (2006.01) kind of national protection available): AE, AG, AL, AM,
GO6F 12/14 (2006.01) AO, AT, AU, AZ, BA, BB, BG, BH, BR, BW, BY, BZ,
. .. CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM, DO,
(21) International Application Number: DZ. EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT, HN,
PCT/US2012/038439 HR, HU, ID, IL, IN, IS, JP, KE, KG, KM, KN, KP, KR,
(22) International Filing Date: KZ, LA, LC, LK, LR, LS, LT, LU, LY, MA, MD, ME,
17 May 2012 (17.05.2012) MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI, NO, NZ,
) OM, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW, SC, SD,
(25) Filing Language: English SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ, TM, TN, TR,

(26) Publication Language: English TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM, ZW.
(30) Priority Data: (84) Designated States (unless otherwise indicated, for every
13/115,032 24 May 2011 (24.05.2011) Us kind of regional protection available): ARIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, SZ, TZ,
(71) Applicant (for all designated States except US): PALO UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU, TJ,
ALTO NETWORKS, INC. [US/US]; 3300 Olcott Street, TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
Santa Clara, CA 95054 (US). EE, ES, FL, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU, LV,
MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK, SM
(72) Inventors; and > > > i O 2 e T T >
(75) Inventors/Applicants (for US only): XIE, Huagang TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN, GQ, GW,

74

[CN/US]J; 3300 Olcott Street, Santa Clara, CA 95054 (US).
WANG, Xinran [CN/US]; 3300 Olcott Street, Santa
Clara, CA 95054 (US). LIU, Jiangxia [CN/US]; 3300 Ol-
cott Street, Santa Clara, CA 95054 (US).

Agent: SCHALLOP, Michael, J.; Van Pelt, Yi & James
LLP, 10050 N. Foothill Blvd., Suite 200, Cupertino, CA
95014 (US).

ML, MR, NE, SN, TD, TG).

Published:

with international search report (Art. 21(3))

(54

Title: MALWARE ANALYSIS SYSTEM

100\

110 11
102 A ?’\
Decrypt
(SSL/SSH) h J Known Protocol Decoder
Start K \
104 /
’) 106 108 !
2 ’ -
Policy Aop Signat Identified Traffic (no
! PP Signature decodin
Check IP/Port Check Check Check
118 Unknown
A\ Protocol Decoder
VM Malware
Analysis | __from______{ _________| __|
sendinew Firewall
120 Signgture
~
[ Report and Enforce Policy '

1
1
|

FIG. 1

wO 20127162102 A1 I A0 OO O

(57) Abstract: In some embodiments, a malware analysis system includes receiving a potential malware sample from a firewall; ana -
lyzing the potential malware sample using a virtual machine to determine if the potential malware sample is malware; and automatic -
ally generating a signature if the potential malware sample is determined to be malware. In some embodiments, the potential mal -
ware sample does not match a preexisting signature, and the malware is a zero-day attack.
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MALWARE ANALYSIS SYSTEM

Field of the Invention

The invention relates to a system; a method; and a computer program product.

Background of the Invention

A firewall generally protects networks from unauthorized access while permitting
authorized communications to pass through the firewall. A firewall is typically a device or
a set of devices, or software executed on a device, such as a computer, that provides a
firewall function for network access. For example, firewalls can be integrated into
operating systems of devices (e.g., computers, smart phones, or other types of network
communication capable devices). Firewalls can also be integrated into or executed as
software on computer servers, gateways, network/routing devices (e.g., network routers),

or data appliances (e.g., security appliances or other types of special purposes devices).

Firewalls typically deny or permit network transmission based on a set of rules. These sets
of rules are often referred to as policies. For example, a firewall can filter inbound traffic
by applying a set of rules or policies. A firewall can also filter outbound traffic by
applying a set of rules or policies. Firewalls can also be capable of performing basic

routing functions.

It is generally desirable to overcome or ameliorate one or more of the above described

difficulties, or to at least provide a useful alternative.

Summary of the Invention

According to the present invention, there is provided a system, comprising:
a first device comprising a first processor configured to execute a firewall, and a
second device comprising a second processor configured to execute a virtual machine,

wherein the executing the firewall using the first processor of the first device comprises:
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using the firewall to decrypt an encrypted network traffic flow to generate a
potential malware sample, wherein a preexisting signature does not match the
potential malware sample; and

sending the potential malware sample from the firewall to the virtual
machine; and

wherein the executing the virtual machine using the second processor of the
second device comprises:

analysing the potential malware sample using the virtual machine to
determine if the potential malware sample is malware;

determining a score associated with the potential malware sample
monitored using the virtual machine;

automatically generating a signature using the virtual machine if the
potential malware sample is determined to be malware, wherein the
determination of whether the potential malware sample is malware is based
at least in part on the score;

sending the signature from the virtual machine to the firewall,
wherein the firewall is configured to enforce the signature; and

a memory coupled to the first processor and configured to provide the first

processor with instructions.

According to the present invention, there is also provided a method, comprising:

receiving a potential malware sample from a firewall;

using a firewall, executed by a first device, to decrypt an encrypted network traffic
flow to generate a potential malware sample, wherein a preexisting signature does not
match the potential malware sample;

sending the potential malware sample from the firewall to a virtual machine,
executed by a second device;

analyzing the potential malware sample using the virtual machine to determine if
the potential malware sample is malware;

determining a score associated with the potential malware sample monitored using
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the virtual machine;

automatically generating a signature using the virtual machine if the potential
malware sample is determined to be malware, wherein the determination of whether the
potential malware sample is malware is based at least in part on the score; and

sending the signature from the virtual machine to the firewall, wherein the firewall

is configured to enforce the signature.

According to the present invention, there is also provided a computer program product, the
computer program product being embodied in a computer readable storage medium and
comprising computer instructions for:

receiving a potential malware sample from a firewall;

using a firewall, executed by a first device, to decrypt an encrypted network traffic
flow to generate a potential malware sample, wherein a preexisting signature does not
match the potential malware sample;

sending the potential malware sample from the firewall to a virtual machine,
executed by a second device;

analyzing the potential malware sample using the virtual machine to determine if
the potential malware sample is malware;

determining a score associated with the potential malware sample monitored using
the virtual machine;

automatically generating a signature using the virtual machine if the potential
malware sample is determined to be malware, wherein the determination of whether the
potential malware sample is malware is based at least in part on the score; and

sending the signature from the virtual machine to the firewall, wherein the

firewall is configured to enforce the signature.

According to the present invention, there is also provided a system, comprising:
a first device comprising a first processor configured to execute a firewall, and a
second device comprising a second processor configured to execute a virtual machine,

wherein the executing the firewall using the first processor of the first device comprises:
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using the firewall to decrypt an encrypted network traffic flow to generate a
potential malware sample, wherein a preexisting signature does not match the
potential malware sample; and
sending the potential malware sample from the firewall to the virtual
machine; and
wherein the executing the virtual machine using the second processor of the second
device comprises:

analyzing the potential malware sample using the virtual machine to determine if
the potential malware sample is malware;

determining a score associated with the potential malware sample monitored using
the virtual machine;

automatically generating a signature using the virtual machine if the potential
malware sample is determined to be malware, wherein the determination of whether the
potential malware sample is malware is based at least in part on the score; and

distributing the signature to a plurality of security devices, wherein the plurality of
security devices includes the first device and wherein the firewall is configured to enforce
the signature; and

a memory coupled to the first processor and configured to provide the first

processor with instructions.

According to the present invention, there is also provided a system, comprising:

a first device comprising a first processor configured to execute a firewall, and a
malware analysis device comprising a second processor configured to execute a virtual
machine, wherein the executing the firewall using the first processor of the first device
comprises:

monitoring a plurality of network traffic flows using the firewall;

using the firewall to decrypt an encrypted network traffic flow to generate a
potential malware sample, wherein a preexisting signature does not match the
potential malware sample; and

sending the potential malware sample from the firewall to the malware
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analysis device;
wherein the executing the virtual machine using the second processor of the
malware analysis device comprises:

analyzing the potential malware sample using the virtual machine to
determine if the potential malware sample is malware;

determining a score associated with the potential malware sample
monitored using the virtual machine;

automatically generating a signature using the virtual maching if the
potential malware sample is determined to be malware, wherein the determination
of whether the potential malware sample is malware is based at least in part on the
score; and

sending the signature from the virtual machine to the firewall, wherein the
firewall is configured to enforce a security policy for network access based on the
signature; and
a memory coupled to the first processor and configured to provide the first

processor with instructions.

According to the present invention, there is also provided a system, comprising:

a first device comprising a first processor configured to execute a firewall, and a
second device comprising a second processor configured to execute a virtual machine,
wherein the executing the firewall using the first processor of the first device comprises:

using the firewall to decrypt an encrypted network traffic flow to generate a
potential malware sample, wherein a preexisting signature does not match the
potential malware sample; and

sending the potential malware sample from the firewall to the virtual
machine; and

wherein the executing the virtual machine using the second processor of the second
device comprises:

analyzing a potential malware sample using the virtual machine to

determine if the potential malware sample is malware;
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determining a score associated with the potential malware sample
monitored using the virtual machine;

automatically generating a signature using the virtual machine if the
potential malware sample is determined to be malware; and

sending the signature from the virtual machine to the firewall, wherein the
firewall is configured to add a firewall rule based on the signature and enforce the
firewall rule using the signature; and
a memory coupled to the first processor and configured to provide the first

processor with instructions.

Brief Description of the Drawings

Preferred embodiments of the present invention are hereafter described, by way of non-
limiting example only, with reference to the accompanying drawings, in which:

Figure 1 is a functional diagram for a malware analysis system;

Figure 2 is a block diagram illustrating an architecture for a malware analysis system;
Figure 3 is a functional diagram of hardware components of a data appliance for a malware
analysis system;

Figure 4 is a functional diagram of logical components of a data appliance for a malware
analysis system;

Figure 5 is a flow diagram for a malware analysis system;

Figure 6 is another flow diagram for a malware analysis system;

Figure 7 is another flow diagram for a malware analysis system;

Figure 8 is another flow diagram for a malware analysis system;

Figure 9 is another flow diagram for a malware analysis system; and

Figure 10 is another flow diagram for a malware analysis system.

Detailed Description of Preferred Embodiments of the Invention

The invention can be implemented in numerous ways, including as a process; an apparatus;

a system; a composition of matter; a computer program product embodied on a computer
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readable storage medium; and/or a processor, such as a processor configured to execute
instructions stored on and/or provided by a memory coupled to the processor. In this
specification, these implementations, or any other form that the invention may take, may
be referred to as techniques. In general, the order of the steps of disclosed processes may
be altered within the scope of the invention. Unless stated otherwise, a component such as
a processor or a memory described as being configured to perform a task may be
implemented as a general component that is temporarily configured to perform the task at a
given time or a specific component that is manufactured to perform the task. As used
herein, the term ‘processor’ refers to one or more devices, circuits, and/or processing cores

configured to process data, such as computer program instructions.

A detailed description of one or more embodiments of the invention is provided below
along with accompanying figures that illustrate the principles of the invention. The
invention is described in connection with such embodiments, but the invention is not
limited to any embodiment. The scope of the invention is limited only by the claims and
the invention encompasses numerous alternatives, modifications and equivalents.
Numerous specific details are set forth in the following description in order to provide a
thorough understanding of the invention. These details are provided for the purpose of
example and the invention may be practiced according to the claims without some or all of
these specific details. For the purpose of clarity, technical material that is known in the
technical fields related to the invention has not been described in detail so that the

invention is not unnecessarily obscured.

A firewall generally protects networks from unauthorized access while permitting
authorized communications to pass through the firewall. A firewall is typically a device, a
set of devices, or software executed on a device that provides a firewall function for
network access. For example, a firewall can be integrated into operating systems of
devices (e.g., computers, smart phones, or other types of network communication capable
devices). A firewall can also be integrated into or executed as software applications on

various types of devices, such as computer servers, gateways, network/routing devices



28 Oct 2015

2012259113

10

15

20

25

30

H:\tld\Inter woven\NRPortb\DCC\TLD\8640276_1.docx-28/10/2015

(e.g., network routers), or data appliances (e.g., security appliances or other types of

special purposes devices).

Firewalls typically deny or permit network transmission based on a set of rules. These sets
of rules are often referred to as policies. For example, a firewall can filter inbound traffic
by applying a set of rules or policies to prevent unwanted outside traffic from reaching
protected devices. A firewall can also filter outbound traffic by applying a set of rules or
policies (e.g., allow, block, monitor, notify or log, and/or other actions can be specified in
firewall rules or firewall policies, which can be triggered based on various criteria, such as

described herein). Firewalls can also be capable of performing basic routing functions.

A basic packet filtering firewall filters network communication traffic by inspecting
individual packets transmitted over a network (e.g., packet filtering firewalls or first
generation firewalls, which are stateless packet filtering firewalls). Stateless packet
filtering firewalls typically inspect the individual packets themselves and apply rules based
on the inspected packets (e.g., using a combination of a packet’s source and destination

address information, protocol information, and a port number).

Application firewalls can also perform application layer filtering (e.g., application layer
filtering firewalls or second generation firewalls, which work on the application level of
the TCP/IP stack). Application layer filtering firewalls or application firewalls can
generally identify certain applications and protocols (e.g., web browsing using Hyper Text
Transfer Protocol (HTTP), a Domain Name System (DNS) request, a file transfer using
File Transfer Protocol (FTP), and various other types of applications and other protocols,
such as Telnet, DHCP, TCP, UDP, and TFTP (GSS)). For example, application firewalls
can block unauthorized protocols that attempt to communicate over a standard port (e.g.,
an unauthorized/out of policy protocol attempting to sneak through by using a non-

standard port for that protocol can generally be identified using application firewalls).

Stateful firewalls can also perform stateful-based packet inspection in which each packet is



28 Oct 2015

2012259113

10

15

20

25

30

H:\tld\Inter woven\NRPortb\DCC\TLD\8640276_1.docx-28/10/2015

examined within the context of a series of packets associated with that network
transmission’s flow of packets/packet flow (e.g., stateful firewalls or third generation
firewalls). This firewall technique is generally referred to as a stateful packet inspection as
it maintains records of all connections passing through the firewall and is able to determine
whether a packet is the start of a new connection, a part of an existing connection, or is an
invalid packet. For example, the state of a connection can itself be one of the criteria that

triggers a rule within a policy.

Advanced or next generation firewalls can perform stateless and stateful packet filtering
and application layer filtering, as discussed above. Next generation firewalls can also
perform additional firewall techniques. For example, certain newer firewalls, sometimes
referred to as advanced or next generation firewalls, can also identify users and content
(e.g., next generation firewalls). In particular, certain next generation firewalls are
expanding the list of applications that these firewalls can automatically identify to
thousands of applications. Examples of such next generation firewalls are commercially
available from Palo Alto Networks, Inc. (e.g., Palo Alto Networks’ PA Series firewalls).
For example, Palo Alto Networks’ next generation firewalls enable enterprises to identify
and control applications, users, and content—not just ports, IP addresses, and packets—
using various identification technologies, such as the following: APP-ID for accurate
application identification, User-ID for user identification (e.g., by user or user group), and
Content-ID for real-time content scanning (e.g., controls web surfing and limits data and
file transfers). These identification technologies allow enterprises to securely enable
application usage using business-relevant concepts, instead of following the traditional
approach offered by traditional port-blocking firewalls. Also, special purpose hardware for
next generation firewalls implemented, for example, as dedicated appliances generally
provide higher performance levels for application inspection than software executed on
general purpose hardware (e.g., such as security appliances provided by Palo Alto
Networks, Inc., which utilize dedicated, function specific processing that is tightly
integrated with a single-pass software engine to maximize network throughput while

minimizing latency).
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Current firewalls typically enforce based on signatures and/or heuristics. As a result, in
order to detect malware, a firewall generally must have existing signatures or existing
heuristics (e.g., a predefined signature and/or a predefined heuristic) that can detect the

malware.

However, a zero-day attack, also sometimes referred to as a zero-hour attack or day zero
attack, is a malware threat or attack that attempts to exploit vulnerabilities (e.g., in an
operating- system, application software, security software, and/or other aspects of a
computing/network platform) that are new and/or previously unidentified or unknown to
others or the software developer. Zero-day exploits generally refer to software that
exploits a security hold to carry out an attack. Zero-day exploits are used or shared by
hackers or attackers before the developer of the target software/platform is aware of the
vulnerability and/or prior to the target software/platform provider providing a fix to the
vulnerability (e.g., distributing an update to patch the security hole) and/or prior to security
providers providing an update that can detect the malware (e.g., distributing a signature

and/or a heuristic that can detect the attack(s) attempting to exploit the vulnerability).

Various approaches to address zero-day exploits exist but each have different
shortcomings. For example, vulnerability assessment software attempts to identify
vulnerabilities in software platforms and/or applications. = However, vulnerability
assessment techniques cannot identify all potential new vulnerabilities. As another
example, white listing techniques (e.g., implemented by firewalls and/or intrusion
detection/prevention systems) can limit access based on known good applications.
However, such an approach can be severely restrictive and some known good applications
can later be discovered to have vulnerabilities that were not previously identified during
testing or by vulnerability assessment techniques. White listing combined with black
listing techniques (e.g., using signature-based techniques to block known bad applications,
or applications with known vulnerabilities) can also be used to limit access to known good

and/or prevent access to known bad applications. However, this approach suffers from the
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similar shortcomings of the above-described approaches and, for example, can similarly be
very restrictive for users and network/computing environments. Other current approaches
can potentially determine that a host has been infected (e.g., downloaded a malicious file)
and to quarantine the infected host, but such approaches fail to prevent the infection of that
host and such approaches generally cannot prevent future infections of other hosts by the

same malicious file.

What is needed to further protect devices communicating on networks is a malware
analysis system for detecting malware for which existing signatures do not detect (e.g.,
which can then effectively prevent new zero-day exploits). Accordingly, a malware
analysis system is disclosed. In particular, a malware analysis, using the various
techniques described herein can provide zero-day protection, is provided, which protects
against zero-day exploits by detecting new malware threats for which preexisting
signatures do not exist and automatically generating new signatures in real-time for the
new malware threats. For example, a virtual machine (VM) can be used to perform
behavior profiling (e.g., in a VM sandbox environment) using various heurist based
analysis techniques that can be performed in real-time during a file transfer (e.g., during a
file download), and if the file being downloaded is determined to be malicious, then the
firewall can automatically block the file download based on the analysis result, and a new
signature can be generated and distributed to automatically block future file transfer
requests to download the file determined to be malicious. In some embodiments, various
heuristic techniques are performed by the malware analysis system using a VM to emulate
the behavior of a file (e.g., which can include executable code, such as JavaScript), web
site content, and/or other behavior to analyze a potential malware sample. For example,
the VM emulation of accessing a particular web site and downloading certain content from
the web site can indicate certain suspicious behavior, such as changes to certain platform,
software, or registry settings. Various other heuristic-based analysis techniques for
malware analysis using a VM environment are described herein with respect to various

embodiments.
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In some embodiments, a malware analysis system includes receiving a potential malware
sample from a firewall; analyzing the potential malware sample using a virtual machine to
determine if the potential malware sample is malware; and automatically generating a
signature (e.g., a hash-based signature for a file and/or other types of signatures as
described herein) if the potential malware sample is determined to be malware. In some
embodiments, the signature is distributed to a plurality of network devices/functions (e.g.,
routers and gateways) and/or security devices/functions (e.g., security/firewall appliances,
security/firewall gateways, host-based firewalls, host-based security suites, and security
cloud services). In some embodiments, the potential malware sample does not match a
preexisting signature. In some embodiments, the potential malware sample does not match

a preexisting signature and the malware is a zero-day attack.

In some embodiments, the firewall is executed on a first device, and the virtual machine is
executed by a second device. In some embodiments, the firewall is implemented by a
security appliance (e.g., a firewall appliance), and the virtual machine is implemented by a
virtual machine (VM) appliance. In some embodiments, the firewall is a host-based
firewall executed on a first device, and the virtual machine is implemented by a virtual
machine appliance. In some embodiments, the virtual machine is implemented by a
security cloud service. In some embodiments, the firewall decrypts a network traffic flow

to generate the potential malware sample for analysis using the virtual machine.

In some embodiments, a malware analysis system further includes sending the signature to
the firewall, in which the firewall includes the signature in one or more firewall policies.
In some embodiments, a malware analysis system further includes sending the signature to
the firewall, in which the firewall is implemented in a gateway security device, a security
appliance, a network routing device, or a general purpose computer executing a host-based
firewall. In some embodiments, a malware analysis system further includes sending the

signature to a cloud security service.

In some embodiments, a malware analysis system further includes monitoring behavior of
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the potential malware sample during emulation using the virtual machine to identify
malware. For example, various heuristic-based techniques as described herein can be used
to determine that a potential malware sample is or should be determined to be malware
(e.g., using URL, DNS, a protocol, and/or file or other information or activities or behavior

profiling techniques).

In some embodiments, a malware analysis system further includes sending log information
related to the potential malware to the virtual machine. For example, the log information
can include session information, application identification information, URL category
information, and/or vulnerability alert information. In some embodiments, the virtual
machine performs post analysis using the log information to determine if the potential

malware is malware.

In some embodiments, a malware analysis system includes monitoring a plurality of
network traffic flows; decrypting an encrypted network traffic flow to generate a potential
malware sample, in which a preexisting signature does not match the potential malware
sample; sending the potential malware sample to a malware analysis device, in which the
malware analysis device executes a virtual machine to analyze the potential malware
sample using the virtual machine to determine if the potential malware sample is malware;
receiving results of the analysis of the potential malware sample from the malware analysis
device; automatically generating a signature if the potential malware sample is determined

to be malware; and enforcing a security policy for network access based on the signature.

In some embodiments, a malware analysis system includes analyzing a potential malware
sample using a virtual machine to determine if the potential malware sample is malware, in
which a signature does not exist for the potential malware sample; automatically
generating a signature if the potential malware sample is determined to be malware; adding
a firewall rule that is based on the signature; and enforcing the firewall rule using the

signature.
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Figure 1 is a functional diagram for a malware analysis system in accordance with some
embodiments. As shown in Figure 1, network traffic is monitored at a firewall 100. In
some embodiments, network traffic is monitored using a data appliance (e.g., a data
appliance that includes security functions, such as a security appliance that includes a
firewall). In some embodiments, network traffic is monitored using a gateway (e.g., a
gateway that includes security functions, such as a security gateway). In some
embodiments, network traffic is monitored using a host (e.g., security software executed
on a host device, such as a network server or client computing device, such as a personal
computer, laptop, tablet, or smart phone). In some embodiments, the network traffic is
monitored using in-line monitoring techniques. In some embodiments, the network traffic
is collected and/or monitored (e.g., some of the network traffic can be monitored using in-
line monitoring techniques and/or some of the network traffic can be collected and

analyzed for monitoring the network traffic offline, such as in logs of network traffic).

In some embodiments, network traffic is monitored using a state-based firewall. In some
embodiments, the state-based firewall can monitor traffic flows using APP-ID engine (e.g.,
App Signature Check 108). For example, the monitored network traffic can include HTTP
traffic, FTP traffic, DNS requests, unclassified application traffic (e.g., unknown
application traffic), and/or other types of traffic (e.g., traffic using other types of known or

unknown protocols).

As shown in Figure 1, network traffic monitoring begins at 102. An IP address and port
engine 104 determines an IP address and port number for a monitored traffic flow (e.g., a
session) based on packet analysis. In some embodiments, user identification is then
determined (e.g., user ID can be deduced based on the source IP address). A policy check
engine 106 determines whether any policies can be applied based on the IP address and
port number. An application signature check engine 108 identifies an application (e.g.,
using an APP-ID engine using various application signatures for identifying applications
based on packet flow analysis). For example, APP-ID engine 108 can be configured to

determine what type of traffic the session involves, such as HTTP traffic, FTP traffic, DNS
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requests, unknown traffic, and various other types of traffic, and such classified traffic can
be directed to an appropriate decoder, such as decoders 112, 114, and 116, to decode the
classified traffic for each monitored session’s traffic flow. If the monitored traffic is
encrypted (e.g., encrypted using SSL, SSH, or another known encryption protocol), then
the monitored traffic can be decrypted using a decrypt engine 110 (e.g., applying man in
the middle techniques using a self-signed certificate). A known protocol decoder engine
112 decodes and analyzes traffic flows using known protocols (e.g., applying various
signatures for the known protocol) and reports the monitored traffic analysis to a report
and enforce policy engine 120. Identified traffic (no decoding required) engine 114 reports
the identified traffic to the report and enforce policy engine 120. An unknown protocol
decoder engine 116 decodes and analyzes traffic flows (e.g., applying various heuristics)

and reports the monitored traffic analysis to the report and enforce policy engine 120.

In some embodiments, the results of the various traffic monitoring techniques using known
protocol decoder engine 112, identified traffic engine 114, and unknown protocol decoder
engine 116 described above are provided to report and enforce policies engine 120 (e.g.,
network/routing policies, security policies, and/or firewall policies). For example, firewall
policies can be applied to the monitored network traffic using application identification,
user identification, and/or other information to match preexisting signatures (e.g., file-
based, protocol-based, and/or other types/forms of signatures for detecting malware or

suspicious behavior).

As also shown in Figure 1, a VM malware analysis engine 118 receives potential malware
samples from the firewall. In some embodiments, the results of the various traffic
monitoring techniques using known protocol decoder engine 112, identified traffic engine
114, and unknown protocol decoder engine 116 described above are provided to report and
enforce policies engine 120 (e.g., network/routing policies, security policies, and/or
firewall policies) do not match any preexisting signatures. In some embodiments, if no
preexisting signatures are matched, a potential malware sample can be selected for further

analysis and forwarded to the VM malware analysis engine for performing the further
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analysis (e.g., for real-time behavior profiling analysis using virtual machines to provide a
sandbox environment to detect malware and/or for post analysis using log information as
described herein with respect to various embodiments) to determine whether the potential
malware sample is malware. In some embodiments, various rules/policies are applied for
determining whether such potential malware samples should be provided to the virtual
machine engine for further analysis, and such rules/policies can be based on geography
(e.g., source country/geography of content), based on a URL category, based on a file type
(e.g., PDF or another file type), a file size (e.g., file sizes forwarded for real-time VM
emulation analysis can be limited to a maximum size, such as 1 GB, or another file size, to
avoid too large of a file to emulate in real-time using VM techniques), obfuscated
JavaScript (e.g., very long variables, long variables that include packed code using eval
function, and/or other obfuscation techniques), and/or various other rules/policies for
selection potentially suspicious malware appropriate for real-time VM emulation malware

analysis.

In some embodiments, if the potential malware sample is determined to be malware, then a
new signature is generated using various techniques described herein. In some
embodiments, the new signature is generated by another device or another function. For

example, the firewall can generate the new signature.

In some embodiments, firewall 100 also includes a content-ID engine (not shown), and, in
some embodiments, the content-ID engine’s identified content is also used by report and
enforce policy engine 120, possibly in various combinations with other information, such
as application, user, and/or other information, to enforce various security/firewall

policies/rules.

In some embodiments, various other functional architectures and flows are provided to
implement the policy enforcement using host information profile techniques described
herein. For example, some of these functions can be implemented in software executed on

a general processor and/or some of these functions can be implemented using hardware
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acceleration techniques for faster packet processing of network traffic.

Figure 2 is a block diagram illustrating an architecture for a malware analysis system in
accordance with some embodiments. As shown in Figure 2, client devices 204A, 204B,
and 204C are in communication with the Internet 206 via a security device 202. In some
embodiments, the security device 202 includes a firewall 212 as shown. In some
embodiments, one or more of the client devices 204A-204C includes a firewall 214 (e.g.,
host-based firewall), as shown. In some embodiments, the security device 202 includes a
data appliance (e.g., a security appliance), a gateway (e.g., a security server), a server (e.g.,
a server that executes security software including firewall 212), and/or some other security
device, which, for example, can be implemented using computing hardware, software, or
various combinations thereof. In some embodiments, firewall 212 and/or firewall 214
perform some or all of the functions described above with respect to Figure 1. For
example, client devices 204A-C can include various computing devices that can access the
Internet via wired and/or wireless communications, such as computers, laptops, tablets,
smart phones, and/or various other types of computing devices with network
communication capabilities. As also shown, servers 208 A and 208B are in communication
with the Internet. For example, a client device can access a service provided by a server
via the Internet, such as a web related service (e.g., web site, cloud-based services,
streaming services, or email service), peer-to-peer related service (e.g., file sharing), IRC

service (e.g., chat service), and/or any other service that can be delivered via the Internet.

As also shown in Figure 2, a Virtual Machine (VM) appliance/server 216 is provided. For
example, VM appliance/server 216 can include VMware® or XEN® virtual
machine/virtualization software (e.g., executing Microsoft Windows® or the monitored
client device OS as a guest host) and any required/recommended hardware and other
software/platform requirements for proper performance or high performance. For
example, the hardware requirements are generally higher for computing requirements for
executing virtual machine/virtualization software, and thus, by providing the VM function

on another dedicated appliance or server, the other security appliances/devices do not
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require such hardware and, thus, can be provided using lower cost hardware. VM
appliance/server 216 is in communication with the firewall 212. For example, the firewall
212 can send potential malware samples for which no preexisting signatures match to the
VM appliance/server 216 for further analysis using the techniques described herein. If the
potential malware sample is determined to be malware, then the VM appliance server 216
(e.g., or another function/device) can automatically generate a new signature for the
malware, which can then be sent to the firewall 212 for updating the signature/data and/or
rules/policies of the firewall 212 so that the malware can be detected and appropriate
actions taken by the firewall 212, such as to block the malware. Thus, using these
techniques, even zero-day attacks can be detected and blocked. In some embodiments, the
virtual machine appliance/server 216 is in communication with one or more of the client
devices (e.g., firewall 214 of client 204B) and/or the security cloud service 210, and

possibly other/functions.

In some embodiments, the VM appliance/server 216 is implemented on or integrated into
the security appliance/gateway/server 202. In some embodiments, the VM

appliance/server 216 is implemented on or integrated into the security cloud service 210.

For example, the security device 202 (e.g., an integrated security
appliance/gateway/server) can communicate with security cloud service 210 (e.g., using
secure communications, such as encrypted communication techniques) to receive security
related content updates (e.g., signatures, heuristics, application ID related information, user
ID related information, content ID related information, trusted/untrusted zone information,
and/or policy/rules). As another example, the security device 202 (e.g., an integrated
security appliance/gateway/server) can communicate with security cloud service 210 (e.g.,
using secure communications, such as encrypted communication techniques) to provide the
monitored traffic information (e.g., potential malware samples, such as in the form of
subsets of such monitored traffic information, such as a portion of the packet flow,
monitored URL/DNS information, monitored files requested for upload/download/access,

and/or other information, along with possibly other information, such as content
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information for the client device associated with the traffic flow and possibly user
identification and/or application identification information as well), and the security cloud
service 210 can perform additional real-time and or post analysis (e.g., additional heuristic
analysis as described herein with respect to various embodiments for detecting malware,
including new malware threats and zero-day attacks, and/or to compare to other samples
received and analyzed for other customers of the security cloud service). As will now be
apparent, some or all of the functions described above with respect to Figure 1 can be
assisted by or implemented in whole or in part by the security cloud service. The security
cloud service can allow for reducing the processing on the client device (e.g., 204B),
security device 202, and/or VM appliance/server 216 by performing some of these
functions. The security cloud service can also provide additional heuristic-based analysis
and/or use additional information by having received many more network traffic flows of
information (e.g., including network traffic behaviors and/or URLs) and can aggregate
such information to provide for more information for certain application traffic flows
and/or URLs that may not (yet) be known by the security device 202 (e.g., for which

signatures do not yet exist).

In some embodiments, new signatures automatically generated using the various
techniques described herein are distributed to various other security functions/devices
and/or services, such as host-based firewalls, security appliances, network devices, and/or
security cloud services. In some embodiments, the virtual machine (VM) function for
detecting malware for which preexisting signatures do not exist is integrated into a security
appliance, firewall appliance, network/data appliance and/or executed on host device, such
as a security server, network server or gateway, and/or client device (e.g., a personal
computer, laptop, tablet, and/or other general purpose client device with sufficient
processor and memory for executing a virtual machine). In some embodiments, the VM
function for detecting malware for which preexisting signatures do not exist is provided be
the security cloud service. In some embodiments, host devices, such as the client devices
and/or services, such as gateways or security servers, provide the potential malware

samples to the VM function/device.
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Figure 3 is a functional diagram of hardware components of a data appliance for a malware
analysis system in accordance with some embodiments. The example shown is a
representation of physical components that can be included in data appliance 202 (e.g., a
data appliance or gateway). Specifically, data appliance 202 includes a high performance
multi-core CPU 302 and RAM 304. Data appliance 202 also includes a storage 310 (e.g.,
one or more hard disks or solid state storage units), which is used to store policy and other
configuration information as well as preexisting signatures. Data appliance 202 can also
include one or more optional hardware accelerators. For example, data appliance 202 can
include a cryptographic engine 306 configured to perform encryption and decryption
operations, and one or more FPGAs 308 configured to perform signature matching, act as

network processors, and/or perform other tasks.

Figure 4 is a functional diagram of logical components of a data appliance for a malware
analysis system in accordance with some embodiments. The example shown is a
representation of logical components that can be included in data appliance 202. As
shown, data appliance 202 includes a management plane 403 and a data plane 404. In
some embodiments, the management plane is responsible for managing user interactions,
such as by providing a user interface for configuring policies and viewing log data. The
data plane is responsible for managing data, such as by performing packet processing and

session handling.

Suppose a client 204A attempts to access a server 208B using an encrypted session
protocol, such as SSL. Network processor 406 is configured to receive packets from client
204A, and provide the packets to data plane 404 for processing. Flow 408 identifies the
packets as being part of a new session and creates a new session flow. Subsequent packets
will be identified as belonging to the session based on a flow lookup. If applicable, SSL
decryption is applied by SSL decrypter 410. Otherwise, processing by SSL decrypter 410
is omitted. Application identification module 412 is configured to determine what type of

traffic the session involves and to identify a user associated with the traffic flow. For



28 Oct 2015

2012259113

10

15

20

25

30

H:\tld\Inter woven\NRPortb\DCC\TLD\8640276_1.docx-28/10/2015

-21 -

example, application identification module 412 can recognize a GET request in the
received data and conclude that the session requires an HTTP decoder. For each type of
protocol, there exists a corresponding decoder 414. In some embodiments, the application
identification is performed by an application identification module (e.g., APP-ID engine),
and a user identification is performed by another function/engine. Based on the
determination made by application identification module 412, the packets are sent to an
appropriate decoder 414. Decoder 414 is configured to assemble packets (e.g., which may
be received out of order) into the correct order, perform tokenization, and extract out
information. Decoder 414 also performs signature matching to determine what should
happen to the packet. As also shown, signatures 418 are received and stored in the
management plane 402. In some embodiments, policy enforcement (e.g., policies can
include one or more rules, and rules can apply one or more signatures) using signatures is
applied as described herein with respect to various embodiments based on the monitored,
identified, and decoded session traffic flows. In some embodiments, decoder 414 can also
enforce policies 416 using signatures 418 provided by management plane 402, including
newly generated signatures, using the various techniques described herein with respect to

various embodiments.

Figure 5 is a flow diagram for a malware analysis system in accordance with some
embodiments. At 502, a potential malware sample is received from a firewall (e.g., or
another inline security or network device/function, such as a network router or an IDS/IPS
function/device). At 504, the potential malware sample is analyzed using a virtual

machine.

At 506, a new signature is automatically generated if the potential malware sample is
determined to be malware. In some embodiments, a new signature is a new file-based
signature (e.g., an MDS5 hash-based signature for identifying a malware file, a digest from
header information of a file based on a file type for identifying a malware file, or heuristic-
based file signature generation techniques based on an analysis of, for example, a PDF file

that includes JavaScript that is suspicious or recently added header references appending
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new data in the PDF file). In some embodiments, a new signature is a DNS-based
signature, a URL-based signature, an IP-based signature, a protocol-based signature, a
port-based signature, and/or other types of signatures, or combinations thereof, that can be
effectively applied and enforced using inline network security (e.g., filtering or firewall)
techniques. For example, a new signature can be generated for a PDF file that is
determined to include malicious content. The PDF file can be de-obfuscated, if
appropriate, and parsed. If the PDF file is detected to include script (e.g., JavaScript), it is
scanned using a malicious script detection engine for malicious JavaScript elements. In
some cases, a signature can be generated using patterns identified within one or more script
portions of the PDF file. If a signature was not generated using patterns identified within
one or more script portions of the PDF file and/or there is no script included in the PDF
file, then a signature can be generated using portions of the PDF file related to a cross-
reference table of the PDF file. The generated signatures can then be used to detect

whether subsequently received PDF files include malware.

At 508, the new signature is sent to the firewall. In some embodiments, the new signature

is distributed to other security functions/devices and/or a security cloud service.

Figure 6 is another flow diagram for a malware analysis system in accordance with some
embodiments. At 602, network traffic flows from/to client devices are monitored. At 604,
an encrypted network traffic flow is decrypted and, if a preexisting signature does not
match, a potential malware sample is generated. At 606, the potential malware sample is
sent to a malware analysis device (e.g., a Virtual Machine (VM) appliance or a server that
executes VMs for behavior profile analysis, as described herein using various techniques
for malware analysis and detection). At 608, results of the analysis of the potential
malware sample are received from the malware analysis system. At 610, a new signature
is automatically generated if the potential malware sample is determined to be malware.
At 612, a security policy is enforced for network access/control based on the new signature
(e.g., a security policy can include various firewall rules or other network access/control

rules that can use/apply the new signature).
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Figure 7 is another flow diagram for a malware analysis system in accordance with some
embodiments. At 702, a potential malware sample is analyzed using a virtual machine
(e.g., executed by a security/firewall appliance/device/server). At 704, a new signature is
automatically generated if the potential malware sample is determined to be malware. At
706, a new firewall rule is added, in which the new firewall rule is based on or uses the

new signature. At 708, the new firewall rule is enforced using the new signature.

In embodiments, various heuristic techniques are performed by the malware analysis
system using a VM to emulate the behavior of a file or web site content and/or other
behavior to analyze the potential malware sample in a controlled/secure sandbox
environment of a VM environment. For example, behavior profiling techniques for
identifying potentially suspicious behavior often associated with malware can include
programmatically making changes to security application/platform settings (e.g., changes
to a Windows Filtering Platform (WFP) setting, changes to an Internet Explorer (IE)
browser setting, changes to an auto start registry, and/or changes to an install driver).
Various other heuristic techniques for malware analysis and identification are discussed

below with respect to Figures 8, 9, and 10.

Figure 8 is another flow diagram for a malware analysis system in accordance with some
embodiments. At 802, monitoring behavior indicated in the network traffic to identify
malware or potential malware is performed (e.g., using a VM to emulate and/or monitor
the behavior of a potential malware sample). At 804, monitoring behavior indicated in the
network traffic for connecting to a non-standard HTTP port for HTTP traffic is performed
(e.g., using a port other than port 80 for HTTP traffic). At 806, monitoring behavior
indicated in the network traffic for visiting a non-existent domain is performed. At 808,
monitoring behavior indicated in the network traffic for downloading executable files with
non-standard executable file extensions is performed (e.g., executable files with file
extensions that are different from a common “.exe” file extension). At 810, monitoring

behavior indicated in the network traffic for performing a DNS query for an email server is
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performed. At 812, monitoring behavior indicated in the network traffic for
communicating using HTTP header with a shorter than common length is performed. For
example, a threshold can be set at three HTTP header fields, which can be triggered by the
following example in which there are only two HTTP header fields “User-agent” and
“host:

GET/xin.rar HTTP/1.1

User-Agent: RookIE/1.0

Host: wwiyw. we86.com

At 814, monitoring behavior indicated in the network traffic for communicating using a
post method in HTTP traffic is performed. At 816, monitoring behavior indicated in the
network traffic for communicating unclassified traffic (e.g., unknown application traffic)
over an HTTP port is performed. In some embodiments, various other heuristics can be
performed for network traffic behavior monitoring for identifying potential malware. For
example, network traffic can be monitored to identify the behavior of connecting to a non-
standard IRC port for IRC traffic (e.g., IRC protocol traffic using port 80, which is
typically only used by HTTP protocol traffic). As another example, monitoring behavior
indicated in the network traffic for communicating using intrusion prevention system
evasion techniques is also performed. As an example, in an HTTP post request, assume a
string “POST” is sent through three IP packets. The first packet is a single character “P”,
the second is duplicated “P”, and the third one is “ost”. This technique would evade any
firewall/IPS functions that do not reassemble TCP packets, but using the techniques
described herein, which includes reassembly of TCP packets, this type of behavior can be
detected. At 818, correlating the monitored and classified network traffic behaviors is
performed, and a score (e.g., a severity score or malware score) is calculated based on the

monitored/classified suspicious behaviors.

Figure 9 is another flow diagram for a malware analysis system in accordance with some
embodiments. At 902, monitoring behavior indicated in the network traffic to identify

malware is performed (e.g., using a VM to emulate and/or monitor the behavior of a
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potential malware sample). At 904, monitoring behavior indicated in the network traffic
for visiting a domain with a domain name that is longer than a common domain name
length is performed (e.g., a known malware visits domain
2.0.0.805.784286832.1595022578.128.4096.014a0d3f846ea4af889dd9d8bc8aa80bc65807
eadd2dbb27f1.twothousands.com, in which the threshold length is 90). At 906, monitoring
behavior indicated in the network traffic for visiting a dynamic DNS domain is performed.
At 908, monitoring behavior indicated in the network traffic for visiting a fast-flux domain
is performed. At 910, monitoring behavior indicated in the network traffic for visiting a
recently created domain is performed. At 912, correlating the monitored and classified
network traffic behaviors is performed, and a score (e.g., a severity score or malware

score) is calculated based on the monitored/classified suspicious behaviors.

Figure 10 is another flow diagram for a malware analysis system in accordance with some
embodiments. At 1002, monitoring visited domain related behavior to identify a malicious
domain is performed (e.g., using a VM to emulate and/or monitor the behavior of a
potential malware sample). At 1004, monitoring visited domain related behavior for a
domain name length of a visited domain is performed. At 1006, monitoring visited domain
related behavior for whether a visited domain is a dynamic DNS domain is performed. At
1008, monitoring visited domain related behavior for whether a visited domain is a fast-
flux domain is performed. At 1010, monitoring visited domain related behavior for
whether a visited domain is a recently created domain is performed. At 1012, correlating
the monitored and classified network traffic behaviors is performed, and a score (e.g., a
severity score or malware score) is calculated based on the monitored/classified suspicious

behaviors.

As will now be apparent, various other heuristic-based malware detection techniques can
be applied using the malware analysis system in accordance with various embodiments
described herein. Also, various system and network architectures can be applied using the
various techniques described herein. For example, various techniques for malware

analysis as described herein can be implemented in an integrated security appliance that
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provides inline filtering functionality and also executes the virtual machine analysis
techniques as described herein. As another example, the virtual machine functionality can
be implemented using another appliance or computer server, which can communicate the
malware analysis results (e.g., a new signature and/or malware analysis results that
facilitate another function to generate the new signature) to various other security functions
(e.g., security appliances, network appliances, and/or host-based security software). As yet
another example, the virtual machine functionality can be implemented using or assisted
by a security cloud service (e.g., for performing certain post analysis techniques using log
information as described herein), which can communicate the malware analysis results
(e.g., a new signature and/or malware analysis results that facilitate another function to
generate the new signature) to various other security functions (e.g., security appliances,
network appliances, and/or host-based security software) and/or generates new security
updates (e.g., pushes the new signature(s) to various security devices/software that

subscribe to signature updates from the security cloud service vendor).

Although the foregoing embodiments have been described in some detail for purposes of
clarity of understanding, the invention is not limited to the details provided. There are
many alternative ways of implementing the invention. The disclosed embodiments are

illustrative and not restrictive.

Throughout this specification and the claims which follow, unless the context requires
otherwise, the word “comprise”, and variations such as “comprises” and “comprising”,
will be understood to imply the inclusion of a stated integer or step or group of integers or

steps but not the exclusion of any other integer or step or group of integers or steps.

The reference in this specification to any prior publication (or information derived from it),
or to any matter which is known, is not, and should not be taken as an acknowledgment or
admission or any form of suggestion that that prior publication (or information derived
from it) or known matter forms part of the common general knowledge in the field of

endeavour to which this specification relates.
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Claims Defining the Invention

1. A system, comprising:

a first device comprising a first processor configured to execute a firewall, and a
second device comprising a second processor configured to execute a virtual machine,
wherein the executing the firewall using the first processor of the first device comprises:

using the firewall to decrypt an encrypted network traffic flow to generate a
potential malware sample, wherein a preexisting signature does not match the
potential malware sample; and

sending the potential malware sample from the firewall to the virtual
machine; and

wherein the executing the virtual machine using the second processor of the
second device comprises:

analysing the potential malware sample using the virtual machine to
determine if the potential malware sample is malware;

determining a score associated with the potential malware sample
monitored using the virtual machine;

automatically generating a signature using the virtual machine if the
potential malware sample is determined to be malware, wherein the
determination of whether the potential malware sample is malware is based
at least in part on the score;

sending the signature from the virtual machine to the firewall,
wherein the firewall is configured to enforce the signature; and

a memory coupled to the first processor and configured to provide the first

processor with instructions.

2. The system recited in claim 1, wherein the potential malware sample does not

match a preexisting signature, and the malware is a program for a zero-day attack.

3. The system recited in claim 1, wherein the first device associated with the firewall
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comprises a security appliance.

4. The system recited in claim 1, wherein the second device associated with the

virtual machine is implemented by a virtual machine appliance.

5. The system recited in claim 1, wherein the firewall is a host-based firewall.

6. The system recited in claim 1, wherein the second device associated with the

virtual machine comprises a security cloud service.

7. The system recited in claim 1, wherein the firewall includes the signature in one or

more firewall policies.

8. The system recited in claim 1, wherein the first device associated with the firewall
comprises a gateway security device, a security appliance, a network routing device, or a

general purpose computer executing a host based firewall.

9. The system recited in claim 1, wherein the executing the virtual machine using the
second processor of the second device further comprises sending the signature to a cloud

security service.

10.  The system recited in claim 1, wherein the executing the virtual machine using the
second processor of the second device further comprises monitoring behavior of the
potential malware sample during emulation using the virtual machine to identify malware

based on heuristics.

11.  The system recited in claim 1, wherein the executing the virtual machine using the
second processor of the second device further comprises:
monitoring behavior of the potential malware sample during emulation using the

virtual machine to identify malware, wherein the monitored behaviors that indicate
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potential malware include one or more of the following: connecting to a non-standard
HTTP port for HTTP traffic, visiting a non-existent domain, downloading executable files
with non-standard executable file extensions, performing a DNS query for an email server,
communicating using HTTP header with a shorter than common length, communicating
using a post method in HTTP traffic, connecting to a non-standard IRC port for IRC
traffic, communicating using a intrusion prevention system evasion techniques, and

communicating unclassified traffic over an HTTP port.

12.  The system recited in claim 1, wherein the executing the virtual machine using the
second processor of the second device further comprises:

monitoring behavior of the potential malware sample during emulation using the
virtual machine to identify malware, wherein the monitored behaviors that indicate
potential malware include one or more of the following: visiting a domain with a domain
name that is longer than a common domain name length, visiting a dynamic DNS domain,

visiting a fast-flux domain, and visiting a recently created domain.

13.  The system recited in claim 1, wherein the executing the virtual machine using the
second processor of the second device further comprises:

monitoring behavior of the potential malware sample during emulation using the
virtual machine to identify a malicious domain, wherein the monitored visited domain
related behavior indicates a potentially malicious domain based on one or more of the
following: a domain name length of a visited domain that exceeds a threshold, whether a
visited domain is a dynamic DNS domain, whether a visited domain is a fast-flux domain,

and whether a visited domain is a recently created domain.

14.  The system recited in claim 1, wherein the second processor is further configured
to:
generate a file based signature using a hash function or a digest of file header

information.
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15.  The system recited in claim 1, wherein the second processor is further configured
to:

send log information related to the potential malware to the virtual machine,
wherein the log information includes one or more of the following: session information,

application identification information, URL category information, and vulnerability alert

information.
16.  The system recited in claim 1, wherein the second processor is further configured
to:

send log information related to the potential malware to the virtual machine,
wherein the virtual machine performs post analysis using the log information to determine

if the potential malware is malware.

17. A method, comprising:

receiving a potential malware sample from a firewall;

using a firewall, executed by a first device, to decrypt an encrypted network traffic
flow to generate a potential malware sample, wherein a preexisting signature does not
match the potential malware sample;

sending the potential malware sample from the firewall to a virtual machine,
executed by a second device;

analyzing the potential malware sample using the virtual machine to determine if
the potential malware sample is malware;

determining a score associated with the potential malware sample monitored using
the virtual machine;

automatically generating a signature using the virtual machine if the potential
malware sample is determined to be malware, wherein the determination of whether the
potential malware sample is malware is based at least in part on the score; and

sending the signature from the virtual machine to the firewall, wherein the firewall

is configured to enforce the signature.
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18.  The method recited in claim 17, further comprising:
monitoring behavior of the potential malware sample during emulation using the

virtual machine to identify malware.

19. A computer program product, the computer program product being embodied in a
computer readable storage medium and comprising computer instructions for:

receiving a potential malware sample from a firewall;

using a firewall, executed by a first device, to decrypt an encrypted network traffic
flow to generate a potential malware sample, wherein a preexisting signature does not
match the potential malware sample;

sending the potential malware sample from the firewall to a virtual machine,
executed by a second device;

analyzing the potential malware sample using the virtual machine to determine if
the potential malware sample is malware;

determining a score associated with the potential malware sample monitored using
the virtual machine;

automatically generating a signature using the virtual machine if the potential
malware sample is determined to be malware, wherein the determination of whether the
potential malware sample is malware is based at least in part on the score; and

sending the signature from the virtual machine to the firewall, wherein the

firewall is configured to enforce the signature..

20.  The computer program product recited in claim 19, further comprising computer
instructions for:
monitoring behavior of the potential malware sample during emulation using the

virtual machine to identify malware.

21. A system, comprising:
a first device comprising a first processor configured to execute a firewall, and a

second device comprising a second processor configured to execute a virtual machine,
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wherein the executing the firewall using the first processor of the first device comprises:
using the firewall to decrypt an encrypted network traffic flow to generate a
potential malware sample, wherein a preexisting signature does not match the
potential malware sample; and
sending the potential malware sample from the firewall to the virtual
machine; and
wherein the executing the virtual machine using the second processor of the second
device comprises:
analyzing the potential malware sample using the virtual machine to determine if
the potential malware sample is malware;
determining a score associated with the potential malware sample monitored using
the virtual machine;
automatically generating a signature using the virtual machine if the potential
malware sample is determined to be malware, wherein the determination of whether the
potential malware sample is malware is based at least in part on the score; and
distributing the signature to a plurality of security devices, wherein the plurality of
security devices includes the first device and wherein the firewall is configured to enforce
the signature; and
a memory coupled to the first processor and configured to provide the first

processor with instructions.

22. A system, comprising:

a first device comprising a first processor configured to execute a firewall, and a
malware analysis device comprising a second processor configured to execute a virtual
machine, wherein the executing the firewall using the first processor of the first device
comprises:

monitoring a plurality of network traffic flows using the firewall;
using the firewall to decrypt an encrypted network traffic flow to generate a
potential malware sample, wherein a preexisting signature does not match the

potential malware sample; and
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sending the potential malware sample from the firewall to the malware
analysis device;
wherein the executing the virtual machine using the second processor of the

malware analysis device comprises:

analyzing the potential malware sample using the virtual machine to
determine if the potential malware sample is malware;

determining a score associated with the potential malware sample
monitored using the virtual machine;

automatically generating a signature using the virtual maching if the
potential malware sample is determined to be malware, wherein the determination
of whether the potential malware sample is malware is based at least in part on the
score; and

sending the signature from the virtual machine to the firewall, wherein the
firewall is configured to enforce a security policy for network access based on the
signature; and
a memory coupled to the first processor and configured to provide the first

processor with instructions.

23. A system, comprising:

a first device comprising a first processor configured to execute a firewall, and a
second device comprising a second processor configured to execute a virtual machine,
wherein the executing the firewall using the first processor of the first device comprises:

using the firewall to decrypt an encrypted network traffic flow to generate a
potential malware sample, wherein a preexisting signature does not match the
potential malware sample; and

sending the potential malware sample from the firewall to the virtual
machine; and

wherein the executing the virtual machine using the second processor of the second
device comprises:

analyzing a potential malware sample using the virtual machine to
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determine if the potential malware sample is malware;

determining a score associated with the potential malware sample
monitored using the virtual machine;

automatically generating a signature using the virtual machine if the

5 potential malware sample is determined to be malware; and

sending the signature from the virtual machine to the firewall, wherein the
firewall is configured to add a firewall rule based on the signature and enforce the
firewall rule using the signature; and
a memory coupled to the first processor and configured to provide the first

10 processor with instructions.
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