2/48862 A2

=

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

19) World Intell P o I@’T"E\
ridInt t roperty Organization & .
O et o Sygpa) I

(43) International Publication Date

(10) International Publication Number

20 June 2002 (20.06.2002) PCT WO 02/48862 A2

(51
(e2))

22

25
(20)

(39

(7)

(72)

(74

International Patent Classification’: GO6F 9/00

International Application Number: PCT/US01/43638

International Filing Date:

13 November 2001 (13.11.2001)
Filing Language: English
Publication Language: English

Priority Data:
09/738,913 13 December 2000 (13.12.2000) US

Applicant: INTEL CORPORATION [US/US]; (A
Delaware Corporation), 2200 Mission College Boulevard,
Santa Clara, CA 95052 (US).

Inventor: KOSARAJI, Chakravarthy; 1083 Rembrandt
Drive, Sunnyvale CA 94087 (US).

Agents: MALLIE, Michael, J. et al.; Blakely, Sokoloff,
Taylor & Zafman, 7th floor, 12400 Wilshire Boulevard, Los
Angeles, CA 90025 (US).

(81) Designated States (national): AE, AG, AL, AM, AT, AU,
AZ,BA, BB, BG, BR,BY, BZ, CA, CH, CN, CO, CR, CU,
CZ, DE, DK, DM, DZ, EC, EE, ES, FI, GB, GD, GE, GH,
GM, HR, HU, ID, IL, IN, IS, JP, KE, KG, KP, KR, KZ, L.C,
LK, LR, LS, LT, LU, LV, MA, MD, MG, MK, MN, MW,
MX, MZ, NO, NZ, PH, PL, PT, RO, RU, SD, SE, SG, SI,
SK, SL, TJ, TM, TR, TT, TZ, UA, UG, UZ, VN, YU, ZA,
ZW.

(84) Designated States (regional): ARIPO patent (GH, GM,
KE, LS, MW, MZ, SD, SL, SZ, TZ, UG, ZW), Eurasian
patent (AM, AZ, BY, KG, KZ, MD, RU, TJ, TM), European
patent (AT, BE, CH, CY, DE, DK, ES, FI, FR, GB, GR, IE,
IT, LU, MC, NL, PT, SE, TR), OAPI patent (BF, BJ, CF,
CG, CI, CM, GA, GN, GQ, GW, ML, MR, NE, SN, TD,
TG).

Published:
—  without international search report and to be republished
upon receipt of that report

For two-letter codes and other abbreviations, refer to the "Guid-
ance Notes on Codes and Abbreviations" appearing at the begin-
ning of each regular issue of the PCT Gazette.

(54) Title: A METHOD AND AN APPARATUS FOR A RE-CONFIGURABLE PROCESSOR

200
Protoco! Engines Prolocol Engines o
® - Protocol Layer ©
gle g gle 5
5| & glo ] 2
204 IR E HEIE NI
- 319 £ 202 8|9 =
___h_ Routing Agent
\ Y
Link Lever Butfer Laye] BufierLager || Link  Laver
-—p -
2006 aw H H H H
N 210
[} 'y A
| Rt R el

PHYSsICAL ‘LA YER 1
& |~ 8

208 }
—y

A
1 G

Taformaticn
3 Trassfer
SPLE L

(57) Abstract: The invention generally relates to a method, apparatus, and system to change one or more communication path-
ways in a processor without changing a physical component layout in the processor. For example, in an embodiment, the invention
generally relates to a routing agent to change one or more communication pathways in a processor without changing the physical
component layout in the processor. In an embodiment, the invention generally relates to the following method. The method com-
prises sending a control signal to one or more components within a processor to change one or more communication pathways in
the processor without changing the physical component layout in the processor. In an embodiment, the invention generally relates
to a method of changing the bandwidth between a processor and a device exterior to the processor without changing the physical
component layout in the processor.
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A METHOD AND AN APPARATUS FOR A RE-CONFIGURABLE
PROCESSOR
FIELD OF THE INVENTION

[0001] This invention generally relates to changing the bandwidth between a device and

a processor. More particularly this invention relates to an apparatus and method capable
of changing the bandwidth between a device and a processor without changing the
physical component layout in the processor.

BACKGROUND OF THE INVENTION

[0002] Joining several processors in parallel increases processing capacity. Typically,

any number from two to eight processors may be joined in parallel. Generally, multiple
parallel processors are joined together on a shared bus. Figure 1 illustrates a four
processor (4P) architecture used in conjunction with a shared bus. Four processors,
Processor 1, Processor 2, Processor 3, and Processor 4, connect to a shared bus, which in
turn connects to the Northbridge chipset. The Northbridge chipset further connects to the
Southbridge chipset and external memory. For example, a Pentium™ processor may
employ the shared bus architecture illustrated in figure 1. However, a point-to point
architecture, typically, provides a higher bandwidth than does a shared bus architecture.
[0003] In a shared bus architecture, multiple devices all share the same bus and must
follow an order and protocol to use the bus. In contrast, a point-to-point bus architecture
provides an uninterrupted connection between two separate devices. Thus, in general, a
point-to-point bus creates a higher bandwidth between two separate devices. A higher
bandwidth can have the beneficial effect of yielding an increased performance from a
single processor or group of processors. For example, if a 48-bit connection exists
between two devices, then transactions occur between the two device three times faster
than if only a 16-bit connection exists between the two devices. However, a point-to-point
bus architecture may have a disadvantage because the architecture provides an
uninterrupted connection between two separate devices. Thus, if at any given time, light
transfers of information occur between the two devices, then the excess bandwidth
capacity is essentially wasted.

[0004] For example, if a customer is using his or her computer system to run both a
workstation application and a server application, then the customer may not be achieving
peak performance from the hardware in his computer system. In a server application a
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heavy exchange of information occurs between processors. Thus, the manufacturer creates
a high bandwidth connection between each processor in the system. Yet, if for example a
customer wants to use his computer system for an application, which involves a heavy
exchange of information between processors and a chipset, such as a workstation
application, then the manufacturer creates a high bandwidth connection between each
processor and the chip in the system. Howeyver, if the customer has a computer system
which has a high bandwidth connection between the processor(s) and the chipset, but
chooses to currently run a server application on this system, then the customer may suffer
poor performance from the server application and waste the excess bandwidth between the
chipset and processor(s).
BRIEF DESCRIPTION OF THE DRAWINGS

[0005] The drawings refer to the invention in which:

[0006] figure 1 illustrates a four processor (4P) architecture used in conjunction with a
shared bus;

[0007] figure 2 illustrates an embodiment of a processor having a routing agent, a
protocol layer, a buffer layer, and an information transfer layer;

[0008] figure 3 illustrates a two processor point-to-point architecture having a 16-bit
point-to-point connection between: 1) an input-output component and the first processor;
as well as 2) the input-output component and the second processor;

[0009] figure 4 illustrates a two processor point-to-point architecture having a 32-bit
point-to-point connection between: 1) the input-output component and the first processor;
as well as 2) the input-output component and the second processor;

[0010] figure 5 illustrates a four processor point-to-point architecture having a 16-bit
point-to-point connection between an input-output component and each of the four
processors;

[0011] figure 6 illustrates an embodiment of the routing agent controlling the inbound
communication pathways in an embodiment of the information transfer layer;

[0012] figure 7 illustrates an embodiment of the routing agent controlling the inbound
communication pathways in an embodiment of the buffer layer;

[0013] figure 8 illustrates an embodiment of the routing agent controlling the outbound
communication pathways in an embodiment of the buffer layer; and

[0014] figure 9 illustrates an embodiment of the routing agent controlling the
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communication pathways in an outbound information transfer layer.

[0015] While the invention is subject to various modifications and alternative forms,
specific embodiments thereof have been shown by way of example in the drawings and
will herein be described in detail. The invention should be understood to not be limited to
the particular forms disclosed, but on the contrary, the intention is to cover all
modifications, equivalents, and alternatives falling within the spirit and scope of the
invention.

DETAILED DISCUSSION

[0016] A person skilled in the art will appreciate that various deviations from the
described embodiments of the invention are possible and that many modifications and
improvements may be made within the scope and spirit thereof. For example, in several
described embodiments specific clock speeds, specific number of data bits, specific
number of layers, a specific number of components, etc. are used within this description to
illustrate embodiments of the invention. However, a person skilled in the art will
appreciate that embodiments of this invention specifically include various deviations from
the specific number given in a particular embodiment described herein for illustrative
purposes.

[0017] A routing agent may be used with a processor in a point-to-point architecture to
allow a customer to change the bandwidth, or number of bus lines and clock speed,
between two devices. A point-to-point bus architecture provides an uninterrupted
connection between two separate devices. Generally, a packet based protocol transfers
information in a point-to-point bus architecture. The routing agent may alter the effective
bandwidth between a processor and a device exterior to the processor. by changing one or
more communication pathways in the processor without changing a physical component
layout in the processor. Bandwidth is the total amount of information that can be
transferred within a given time period between two devices. In an embodiment, the
manufacturer or the customer may change the number of ports linked between the two
devices to increase the bandwidth between the devices. In an embodiment, the
manufacturer or the customer may add additional processors linked to a device by
changing the number of ports linked between a first processor and the device exterior to
the first processor.

[0018] Figure 2 illustrates an embodiment of a processor 200 having a routing agent

3



20

25

30

WO 02/48862 PCT/US01/43638
202, a protocol layer 204, a buffer layer 206, and an information transfer layer 208. In one
embodiment, the processor 200 has a routing agent 202 and three layers, the protocol layer
204, a buffer layer 206 such as one or more link layers 210, and an information transfer
layer 208 such as one or more physical layers 212. The routing agent 202 changes the
communication pathways within the physical layer 212 and link layer 210 without
changing the physical component layout in the processor 200. The physical layer 212
carries out the actual physical transfer of information to and from other devices. The link
layer 210 performs liaison functions between the higher functions of the protocol layer
204 and the physical layer 212. The protocol layer 204 processes requests, responses, and
data transfers.

[0019] In an embodiment, the routing agent 202 may be internal or external to the
processor 200. In an embodiment, a single routing agent 202 controls the communication
pathways in all the layers of the processor 200. In an alternative embodiment, multiple
routing agents 202 exist to control the communication pathways. The routing agent 202
may be a combination of hardware and software. The routing agent 202 may have several
functions such as sending an enable/disable signal to one or more communication pathway
switching devices and sending a signal to change various clocking speeds. The buffer
layer 206 may have one or more inbound communication pathways. The buffer layer 206
may have one or more outbound communication pathways. The information transfer layer
208 may have one or more inbound communication pathways. The information transfer
layer 208 may have one or more outbound communication pathways.

[0020] Figure 3 illustrates a two processor point-to-point architecture 300 having a 16-
bit point-to-point connection between: 1) an input-output component 302 and the first
processor 304; as well as 2) the input-output component 302 and the second processor
306. A first processor 304 having four 16-bit ports 308, 310, 312, 314 connected to the
processor may have three 16-bit ports 308, 310, 312 connected to a second processor 306
and one 16-bit port connected 314 to the input-output component 302. In an embodiment,
the input-output component maybe a bridge, a memory, a chipset or similar component.
Thus, a 48-bit bandwidth connection exists between the first processor 304 and the second
processor 306. Further, the first processor 304 and the second processor 306 have a 16-bit
bandwidth connection to the input-output component 302. The routing agent can change
the communication pathways in the first processor 304 such that the processor now has
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two 16-bit point-to-point (32-bit) connections to the second processor 306 and a 32-bit
connection to the input-output component 302.

[0021] Figure 4 illustrates a two processor point-to-point architecture 400 having a 32-
bit point-to-point connection between: 1) the input-output component 402 and the first
processor 404; as well as 2) the input-output component 402 and the second processor
406. A first processor 404 having four 16-bit ports 408, 410, 412, 414 connected to the
processor may have two 16-bit ports connected to a second processor 406 and two 16-bit
ports connected to the input-output component 402 such as a chip set. Thus, a 32-bit
bandwidth connection exists between the first processor 404 and the second processor 406.
Further, the first processor 404 and the second processor 406 have a 32-bit bandwidth
connection to the input-output component 402. In the 32-bit mode as compared to 16-bit
mode, the bandwidth between the input-output component 402 and the first processor 404
as well as the input-output component 402 and the second processor 406 has effectively
doubled. In 16-bit mode, eight clock cycles must occur to transfer eight 16-bit packets
(128 bits) of information between each processor and the input-output component. In 32-
bit mode, four clock cycles must occur to transfer four 32-bit packets (128 bits) of
information between each processor and the input-output component.

[0022] Figure 5 illustrates an embodiment of a four processor point-to-point architecture
500 having a 16-bit point-to-point connection between an input-output component 502 and
each of the four processors 504, 506, 508, 510. The four processors are processor 1 504,
processor 2 506, processor 3 508, and processor 4 510. In an embodiment, each of the
four processors 504, 506, 508, 510 employs an embodiment of the arbiter. The processors
504, 506, 508, 510 have a flexible architecture that coordinates with the arbiter to allow a
variety of uses for these processors 504, 506, 508, 510. For example, the four processor
architecture 500 may be substituted with the two processor architecture employing a 32-bit
connection with the input-output component 502. Thus, the processing power of this
arrangement has effectively doubled because four processors will process the data coming
from the input-output component 502. Thus, an embodiment of the arbiter allows the same
input-output component 502 to work with either a two processor architecture, a four
processor architecture 500 or other similar multiple processor architecture.

[0023] A programmable knob setting in a conﬁguratibn register directs the routing agent
to establish the customer’s current desired configuration such as a 16-bit, 32-bit, or 48-bit
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point-to-point connection between the processor and a device exterior to the processor. In
an embodiment, the device exterior to the processor may be another processor, an input-
output device, a bridge or other similar device. In an embodiment, the customer programs
the knob setting to establish the bandwidth connections between the processor and devices
exterior to the processor. Based on the knob setting of the configuration register, the
routing agent enables and disables communication pathways within the information
transfer layer and buffer layer. The routing agent may change the communication
pathways to increase or decrease the number of processor ports, and thus, the effective
bandwidth, between a processor and another device.

[0024] Typically, in a server, a large exchange of data occurs between a first processor
and a second processor. Thus, having a 48-bit point-to-point connection between these
two devices greatly decreases the time required to complete each transaction between the
devices. Typically, in a workstation, a large exchange of data occurs between a each
processor and the input-output component. Thus, having a 32-bit or 48-bit point-to-point
connection between these devices greatly decreases the time required to complete each
transaction between the devices. Those ordinarily skilled in the art will recognize the
specific components illustrated in the following embodiments may be deviated from and
still be within the spirit of this invention.

[0025] Figure 6 illustrates an embodiment of the routing agent 602 controlling the
inbound communication pathways in an embodiment of the information transfer layer 600.
The first physical layer (SPXO) 604 has a first port 606; nine 16-bit registers, a first
register 608, a second register 610, a third register 612, a fourth register 614, a fifth
register 616, a sixth register 618, a seventh register 620, an eighth register 622, and a ninth
register 624; first 64-bit register 626; a communication pathway switching device 628
such as a multiplexer; an embodiment of the routing agent 602; a first time delay 609, and
a first flip flop 630. The second physical layer (SPX1) 632 has a second port 634; nine
16-bit registers, a tenth register 636, an eleventh register 638, a twelfth register 640, a
thirteenth register 642, a fourteenth register 644, a fifteenth register 646, a sixteenth
register 648, a seventeen register 630, and an eighteenth register 652; a second 64-bit
register 653; and a second time delay 637, and a second flip flop 656. A multiplexer is a
device that merges several low-speed transmissions into one high-speed transmission and
vice versa. The configuration register 654 informs the routing agent 602 whether a
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particular component exterior to the processor should be a 16-bit, 32-bit or 48-bit-point-to-
point connection.
[0026] If the configuration register 654 is programmed for a 16-bit point-to-point
connection to the input-output component, then the routing agent 602 directs each physical
layer to act independently of the other physical layers. In an embodiment of a four
processor architecture for example, the first port 606 connects to a second processor and
the second port 634 links up to an input-output component. The first register 608 receives
an inbound 16-bit packet of information through the first port 606. This 16-bit packet of
information is sent from the first register 608 through a first time delay 609 to be stored in
the second register 610. The first register 608 receives another inbound 16-bit packet of
information through the first port 606. The first register 608 sends this second 16-bit
packet of information to be stored in the third register 612. The first physical layer 604
repeats this process until the second register 610 through the ninth register 624 are each
storing 16-bit packets of information. The first communication pathway switching device
628 senses that these eight 16-bit (or 128-bits) of information are ready to be transferred to
the first link layer through the first flip flop 630. Upon the next clock cycle the 128-bits of
information are transferred to the first link layer through the first flip flop 630. Ina
similar manner but using the components of second physical layer 632, the second
physical layer 632 transfers 128-bits to the second link layer. However, the 128-bits of
information that are transferred to the first link layer are unrelated to the 128-bits of
information that are transferred to the second link layer. Thus, in our example the first
128-bits of information come through the first port 606 from a second processor.
Similarly, the second 128-bits of information come through the second port 634 from the
input-output component. The routing agent 602 enables the 128-bit path in the first
communication pathway switching device 628. The routing agent 602 disables the dual
64-bit path in the first communication pathway switching device 628. The routing agent
602 enables the first flip flop 630 and the second flip flop 656.
[0027] If the configuration register 654 is programmed for a 32-bit point-to-point
connection, then the routing agent 602 gangs two physical layers to act together. The
routing agent 602 disables the 128-bit path in the first communication pathway switching
device 628. The routing agent 602 enables the dual 64-bit path in the first communication
pathway switching device 628. The routing agent 602 enables the first flip flop 630 but
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disables the second flip flop 656. The routing agent 602 increases the clocking speed for
the first register 608 through the eighteenth register 652 by a factor of two. The first
physical layer 604 receives four 16-bit packets of information and stores the packets of
information in the second register 610 through the fifth register 616. The second physical
layer 632 receives four 16-bit packets of information and stores the packets of information
in the eleventh register 638 through the fourteenth register 644. The first communication
pathway switching device 628 senses that the first 64-bit register contains four 16-bit
packets of information from the second register 610 through the fifth register 616. The
first communication pathway switching device 628 senses that the second 64-bit register
contains four 16-bit packets of information from the eleventh register 638 through the
fourteenth register 644: Upon the next clock cycle, the 64-bits of information from the first
64-bit register and the 64-bits of information from the second 64-bit register are
transferred up to the first communication pathway switching device 628 through the dual
64-bit path. The first communication pathway switching device 628 transfers the eight
related 16-bit packets of information to the first link layer. Both the device exterior to the
processor and the processor transfer the eight related 16-bit packets of information as ifa
32-bit point-to-point connection exists between the processor and the device. The second
link layer receives no signal because the second flip flop 656 is disabled. In a similar
manner, the routing agent may gang three physical layers together to create a 48-bit point-
to-point connection between the processor and the device.

[0028] Figure 7 illustrates an embodiment of the routing agent 702 confrolling the
inbound communication pathways in an embodiment of the buffer layer 700. The inbound
communication pathway of the first link layer 704 has a first 128-bit register 706, a first
response queue 708, a first request queue 710, and a first communication pathway
switching device 712. The inbound communication pathway of the second link layer 714
has a second 128-bit register 716, a second response queue 711, a second request queue
713, and a second communication pathway switching device 716. The component
makeup of the third link layer 718 and fourth link layer 720 are similar to the first link
layer 704. The first link layer 704 through the fourth link layer 720 feed into a fifth
communication pathway switching device 722, an embodiment of a routing agent 702, a
fifth 128-bit register 724, a local address transaction tracker buffer (LATT) 726, a central
data management buffer (CDM) 728, and a remote address transaction tracker buffer

8



20

25

30

WO 02/48862

PCT/US01/43638

(RATT) 730.

[0029] In an embodiment of the inbound buffer layer 700, if the configuration register
732 is programmed for a 32-bit point-to-point connection, then the routing agent 702
effectively gangs two link layers together. The first link layer 704 receives the eight
related 16-bit packets (128-bit) of information at twice the clock speed from the
communication switching device in the first physical layer. The first link layer 704 stores
the 128-bit packet of information in the first register 706. The 128-bit packet of
information is routed appropriately to either the first response queue 708 or the first
request queue 710. The routing agent 702 sends an enablement signal to the first
communication pathway switching device 712, third communication pathway switching
device 734, and fifth communication pathway switching device 722. The routing agent
702 also sends a disable signal to the second communication pathway switching device
716 and fourth communication pathway switching device 736. The routing agent 702
directs the fifth communication pathway switching device 722 to request data only from
the first communication pathway switching device 712 and the third communication
pathway switching device 734. In 32-bit mode, the second communication pathway
switching device 716 and fourth communication pathway switching device 736 receive no
signal from the physical layer because the routing agent 702 disabled the second flip flop
and fourth flip flop in the physical layer.

[0030] The 128-bit packets of information are transferred to the fifth communication
pathway switching device 722 through the first communication pathway switching device
712 and then the third communication pathway switching device 734 in a cyclic sequential
manner. In a repeating cycle, the fifth communication pathway switching device 722
requests the contents of the first response queue 708, then the first request queue 710, then
the third response queue 738, then the third request queue 740, and then repeats this
sequence. Every packet of information may be either a request for a command and/or data
or a response to a command or data. In an embodiment, once a packet is written into a
response queue or request queue, then the information is transferred from these queues at
core clock frequency. The packets of information are sent from the fifth communication
pathway switching device 722 to one of the following three components. The central data
management buffer (CDM) 728 stores data to be consumed by the protocol layer 740. The
remote address transaction tracker buffer (RATT) 730 stores commands from a remote
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device such as a request from a remote processor. The COM 728 stores corresponding
data, if any, associated with that command. Similarly, the local address transaction tracker
buffer (LATT) 726 stores local commands and responses made by the processor core. The
corresponding data, if any, associated with that command is stored in the CDM 728.
[0031] If the configuration register 732 is programmed for a 16-bit point-to-point
connection, then each inbound link layer 704, 714, 718, 720 acts independently. The
routing agent 702 directs the fifth communication pathway switching device 722 to
request information out of the eight possible sources, the corresponding request queue
710, 713, 740, 750 or the corresponding response queue 708, 711, 738, 748 in each link
layer 704, 714, 718, 720, in a cyclic sequential manner. If a particular queue is empty,
then the communication pathway switching device 722 automatically pulls packets out of
the next queue without any penalty. Inan embodiment, the packets from the four physical
layers are written into the appropriate queue at 100 megahertz, if the configuration register
is programmed for a 16-bit connection. The packets are written into the queues at 200
Megahertz if the configuration register 732 is programmed for a 32-bit connection. If the
configuration register is configured for a 48-bit connection, then the routing agent 702
gangs three link layers together. Once the fifth communication pathway switching device
722 picks a packet of information from one of the eight possible sources, then the packet is
sent to the to the protocol layer 740.
[0032] The inbound link layer sends responses and requests to protocol layer 740. The
protocol layer 740 alternates choosing a command from the LATT 726 or RATT 730
accompanied by data from the CDM 728. In one embodiment, this physical information
may be sent to a CPU. The information goes to the CPU to be processed and sent to the
outbound bound link layer. The protocol layer 740 typically is the processing component.
The protocol layer 740 typically resolves requests from other local processors and sends
requests out through the physical layer. The protocol layer 740 may be responsible for
functions such as ordering, conflict detection, and coherence. The protocol layer 740 may
forward requests for data to the local memory controller if the request is made to local
memofy. The protocol layer 740 may send snoop requests to the remote nodes and other
local processors. The protocol layer 740 also processes requests made through the link
layer, which may come from a remote processor or an input-output component.
[0033] Figure 8 illustrates an embodiment of the routing agent 802 controlling the
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outbound communication pathways in an embodiment of the buffer layer 800. The
protocol layer 804 sends the processed data and commands to each outbound link layer
806, 808, 810, 812. The protocol layer 804 delivers commands generated from itself to
the LATT 814 and data, if any, corresponding to that command to the CDM 816. The
protocol layer 804 delivers responses to commands from remote devices to the RATT 818
and data, if any, corresponding to that command to the CDM 816. If the configuration
register 820 is programmed for a 32-bit point-to-point connection, then the routing agent
802 effectively enables two of the four outbound link layers. The following happens in
tracing the signal path in the first outbound link layer 806 and the second outbound link
layer 808. The routing agent 802 directs the second communication pathway switching
device 822 and the fourth communication pathway switching device (not shown) to be
disabled. The routing agent 802 directs the fifth communication pathway switching device
828 to request data through the first communication pathway switching device 824 and
third communication pathway switching device 826 from their respective request buffer
830 or response buffer 832. The fifth communication pathway switching device 828
alternates, in a repeating cycle, requests for bits from the request buffer 830 and the
response buffer 832. The fifth communication pathway switching device 828 also receives
any data, if any, corresponding to those commands from the CDM 816. The fifth
communication pathway switching device 828 then routes the 128-bit data packet through
a first time delay 833 to either the outbound response queue 836 or outbound request
queue 834 located in the outbound physical layer.

[0034] One or more retry queues 838 exist in the outbound link layer. The retry queue
838 stores a duplication of the information to be transferred in case an error occurs in the
transfer of the information. The retry queue 838 exists primarily in case there may be an
error in the link. The retry queue 838 erases the duplicated information stored in a retry
queue 838 upon receiving a confirmation of an error free transfer of information.

[0035] Ifthe configuration register 820 is programmed for a 16-bit point-to-point
connection, then the routing agent 802 directs each outbound link layer 806, 808, 810, 812
to act independently. The routing agent 802 sends a signal to enable all of the outbound
link layer communication switching devices and set the clock speed to the default clock
speed. . The information is routed from the LATT 814, RATT 818, and CDM 816 through
its own respective outbound link layer to the corresponding outbound physical layer. For

11



20

25

30

WO 02/48862 PCT/US01/43638

example, the routing agent 802 directs the second communication pathway switching
device 822 to request data through the sixth communication pathway switching device 840
from the second request queue 842 and then request data through the seventh
communication pathway switching device 844 from the second response queue 846. The
second communication pathway switching device 822 alternates, in a repeating cycle,
requests for bits from the second response queue 842 and the second request queue 846.
The second communication pathway switching device 822 also receives any data, if any,
corresponding to those commands from the CDM 816. The second communication
pathway switching device 822 then routes the 128-bit data packet through a second time
delay 848 to either the second outbound response queue 850 or second outbound request
queue 852 located in the outbound physical layer.
[0036] Figure 9 illustrates an embodiment of the routing agent 902 controlling the
communication pathways in an outbound information transfer layer 900. In an
embodiment, the information transfer layer comprises one or more physical layers. The
physical layer carries out the actual physical transfer of information to devices external to
the processor through ports, such as a first port 904 and a second port 906. Typically, one
16-bit port exists on each physical layer such as the first port 904. The processor transfers
information between itself and a device exterior to the processor through these ports. The
information signal contains information such as a request, response, or data.
[0037] In an embodiment of a two processor architecture, for example, three ports hook
up to the second processor in the system, and the fourth port hooks up an input-output
component such as a chip set. A first communication pathway switching device 908 such a
multiplexer receives a 128-bit packet of information from the link layer. The first
communication pathway switching device 908 reads the 128-bit packet of information
from either the response queue 911 or the request queue 910 ata clock speed of 100
megahertz for example. The signal output of the first communication pathway switching
device 908 is two 64-bit packets of information, a first 64-bit packet and a second 64-bit
packet which are stored in the first register 912. After a time delay 914, the second
communication pathway switching device 918 reads the first 64-bit packet through the
second register 916 at twice the clock speed, 200 megahertz, of the 128-bit packet of
information. The signal output of the second communication pathway switching device
918 is two 32-bit packets of information, a first 32-bit packet and a second 32-bit packet
12



20

25

30

WO 02/48862 PCT/US01/43638

which are stored in the third register 920. The clock speed of 32-bit packet of information
in the third register is again doubled to 400 megahertz.
[0038] The routing agent 902 now directs the 32-bit packet of information to take a 32-
bit bypass path 922 or a 16-bit information transfer path in the corresponding
communication pathway switching devices 926, 934. The configuration register 924
informs the routing agent 902 whether the component exterior to the processor should be a
16-bit, 32-bit or 48-bit-point-to-point connection. In one embodiment, for example, if a
16-bit point-to-point connection exist between the processor and the input-output
component, then routing agent 902 directs each physical layer to act independently of the
other physical layers. A fourth communication pathway switching device 926 reads the
32-bit packet of information at 400 megahertz from the third register 920 and outputs two
16-bit packets of information. A fifth communication pathway switching device 928 reads
the 16-bit packet of information at 400 megahertz from the forth register 927 and outputs
the 16-bit packet of information to the first port 904. The routing agent 902 sends a signal
to the sixth communication pathway switching device 930 in the second outbound
physical layer 932. The signal enables the 16-bit path in the fifth communication pathway
switching device 928. The routing agent 902 disables the 32-bit bypass path 922 from the
fourth communication pathway switching device 926. The routing agent 902 also sends a
signal to the second physical layer 932, the sixth communication pathway switching
device 930, to enable the 16-bit path in the sixth communication pathway switching device
930 and disable/ignore the 32-bit bypass path 922 coming from the third register 920.
Thus, the output from first port 904 and the second port 906 are unrelated 16-bit packets of
information.
[0039] If in one embodiment for example, a 32-bit point-to-point connection exist
between the processor and the input-output component, then the routing agent 902 gangs
the output of the first port 904 and the output of the second port 906. The routing agent
902 sends a signal to the sixth communication pathway switching device 930. The routing
agent’s signal disables the 16-bit path in the sixth communication pathway switching
device 930 and enables the 32-bit bypass path 922 coming from the third register 920.
The routing agent 902 also sends a signal to the first physical layer 931, the fourth
communication pathway switching device 926, to enable the 32-bit bypass path 922.
Thus, the output from first port 904 and the second port 906 are related 16-bit packets of
13
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information. In other words, the output from first port 904 and the second port 906 is a
32-bit packet of information. In order to keep the same transfer speeds, the routing agent
902 also sends a signal to double the clocking speed that occurs in the registers. For
example, the 32-bit packet of information in the third register 920 is now clocked at 800
megahertz. 800 megahertz is twice the clock speed of when the 16-bit information
transfer was occurring. In a similar manner, the routing agent 902 can gang three ports
together (not shown) to create a 48-bit connection in the outbound path.

[0040] In alternative embodiment, if three physical layers are linked to, for example, a
second processor, then optionally the routing agent can be programmed to route the three
related 16-bit packets destined for the second processor through the respective components
of each link and physical layer. Thus, the first 16-bit packet travels through the
components of the first physical layer and first link layer. The second 16-bit packet travels
through the components of the second physical and second link layer. The third 16-bit
packet travels through the components of the third physical layer and second link layer.
The routing agent changes the addressing header in the three 16-bit packets to convey to
the second processor that these three 16-bit packets are related.

[0041] The invention is subject to various modifications and alternative forms. Specific
embodiments thereof have been shown only by way of example. The connections
between the processor and the devices may be, for example, 8-bit to 64-bit or more. The
clock speeds may be, for example, one megahertz to one gigahertz or more. The registers
may be 1-bit to 128-bits or more. Further, most functions performed by the electronic
hardware components may be duplicated by software emulation. Similarly, the
functionality of each layer, the protocol layer, the buffer layer, and the information
transfer layer may be combined, for example, on a single layer or transported to another
component. The invention should be understood to not be limited to the particular forms
disclosed, but on the contrary, the intention is to cover all modifications, equivalents, and
alternatives falling within the spirit and scope of the invention as defined by the appended

claims.
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CLAIMS

What is claimed is:
I claim:
1. An apparatus, comprising:

a routing agent to change one or more communication pathways in a processor
without changing a physical component layout in the processor.
2. The apparatus of claim 1, wherein the routing agent comprises a first component and a
second component, the first component to determine a bandwidth between a device and
the processor, the second component to provide a control signal to one or more
communication pathway switching devices, the control signal to be based upon the
bandwidth determination of the first component.
3. The apparatus of claim 1, further comprising:

a point-to-point bus, the processor communicates to a device through the point-to-
point bus.
4. The apparatus of claim 1, wherein the routing agent is internal to the processor.
5. The apparatus of claim 1, wherein the routing agent is external to the processor.
6. The apparatus of claim 2, wherein the device is selected from the group consisting of
an input-output component, a bridge, a chipset, a memory, or a second processor.
7. The apparatus of claim 2, wherein the control signal is selected from the group
consisting of an enable signal, a disable signal, an increase clock speed signal, or a set
default clock speed signal.
8. The apparatus of claim 1, wherein the processor comprises:

a protocol layer,

an information transfer layer to electronically transfer information on a physical
medium between the protocol layer and a device; and

a buffer layer to buffer an electronic transfer of information between the protocol
layer and the information transfer layer.
9. The apparatus of claim 8, wherein the one or more communication pathways may be
changed by altering a signal path that a signal travels in the information transfer layer.
10. The apparatus of claim 8, wherein the one or more communication pathways may be
changed by altering a signal path that a signal travels in the buffer layer.
11. The apparatus of claim 8, wherein the information transfer layer consists of at least
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one communication pathway switching device.
12. The apparatus of claim 8, wherein the buffer layer consists of at least one
communication pathway switching device.
13. A method comprising:

sending a control signal to one or more components within a processor having a
flexible architecture; and |

changing one or more communication pathways in the processor without changing
a physical component layout in the processor.
14. The method of claim 13, further comprising:

communicating between the processor and a device through at least one point-to-
point bus.
15. The method of claim 13, wherein the changing of the communication pathwéy
consists of changing a setting in a configuration register to direct a routing agent to send
the control signal to one or more communication pathway switching devices located in the
processor.
16. A method comprising:

changing a bandwidth between a processor and a device exterior to the processor
without changing a physical component layout in the processor.
17. The method of claim 16, further comprising:

communicating between the processor and the device through at least one point-to-
point bus.
18. The method of claim 16, wherein changing the bandwidth comprises altering a
number of ports linked between the processor and the device.
19. A processor, comprising:

a routing agent to control one or more communication pathways in a processor;

a protocol layer to process information and generate requests for information;

an information transfer layer to transfer information on a physical medium between
the protocol layer and a device; and

a buffer layer to transfer information between the protocol layer and the
information transfer layer.
20. The processor of claim 19, wherein the information transfer layer consists of at least
one communication pathway switching device and the buffer layer consists of at least one
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communication pathway switching device.
21. The processor of claim 19, wherein the routing agent comprises a first component and
a second component, the first component to set a bandwidth between the processor and the
device, the second component to send a control signal to at least one communication
pathway switching device.
22. A system, comprising:

a processor having a flexible architecture; and

a routing agent to control the one or more communication pathways in the
processor.
23. The system of claim 22, wherein the processor comprises:

a protocol layer;

an information transfer layer to transfer information on a physical medium between
the protocol layer and a device; and

a buffer layer to buffer the transfer of information between the protocol layer and
the information transfer.
24. The system of claim 22, further comprising:

a point-to-point bus, the processor communicates to a device through the point-to-
point bus.
25. The system of claim 22, wherein the system is selected from a group consisting of a
work station, or a server.
26. An apparatus, comprising:

a means for changing the bandwidth between a processor and a device exterior to
the processor without changing a physical component layer in the processor.
27. The apparatus of claim 26, further comprising:

a means for communicating between the processor and the device through at least
one point-to-point bus.
28. The apparatus of claim 26, wherein changing the bandwidth comprises altering a
number of ports linked between the processor and the device.29. An apparatus,
comprising:

a routing agent to change the bandwidth between a processor and a device exterior
to the processor without changing a physical component layer in the processor.
30. The apparatus of claim 29, wherein the processor uses a point-to-point bus to

17
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31. The apparatus of claim 29, wherein routing agent further comprises a configuration

register to alter a number of ports linked between the processor and the device
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