wo 20097127987 A1 I T IA0FVO O OO

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Organization- /25 | ]| HIIHNN 00O 0 OO
A 5 (10) International Publication Number
(43) International Publication Date Vs
22 October 2009 (22.10.2009) WO 2009/127987 A1l

(51) International Patent Classification: (81) Designated States (unless otherwise indicated, for every
GO6F 11/10 (2006.01) kind of national protection available). AE, AG, AL, AM,
(21) International Application Number: ég’ éﬁ’ ég’ éé’ gg’ 23’ gg’ gg ? ]])31}({, 3\1\}[]’ gg’ gé’
PCT/B2009/051270 EC, EE, EG, ES, FL GB, GD, GE, GH, GM, GT, HN,
(22) International Filing Date: HR, HU, ID, IL, IN, IS, JP, KE, KG, KM, KN, KP, KR,
26 March 2009 (26.03.2009) I\K/[ZG IﬁKL&I\?Iid\I{/Rh/If)S( IIC/EY LI\I/J[ZL?\{IAMSGMI\]I)I 1\1\/%
(25) Filing Language: English NZ, OM, PG, PH, PL, PT, RO, RS, RU, SC, SD, SE, SG,
(26) Publication Language: English SK, SL, SM, ST, SV, SY, TJ, TM, TN, TR, TT, TZ, UA,

UG, US, UZ, VC, VN, ZA, ZM, ZW.
(30) Priority Data:

12/103,784 16 ApI’ll 2008 (16042008) Us (84) Designated States (unless otherwise indicated, fO}" every

kind of regional protection available): ARIPO (BW, GH,

(71) Applicant (for all designated States except US): SAN- GM, KE, LS, MW, MZ, NA, SD, SL, SZ, TZ, UG, ZM,
DISK IL LTD [IL/IL]; 7 Atir Yeda, 44425 Kfar Saba ZW), Eurasian (AM, AZ, BY, KG, KZ, MD, RU, TJ,
(IL). TM), European (AT, BE, BG, CH, CY, CZ, DE, DK, EE,

ES, FL, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU, LV,
MC, MK, MT, NL, NO, PL, PT, RO, SE, SL, SK, TR),
OAPI (BF, BJ, CF, CG, CL, CM, GA, GN, GQ, GW, ML,

(72) Inventor; and
(75) Inventor/Applicant (for US only): LASSER, Menahem
[IL/IL]; 4 Dolev Street, 44531 Kochav Yair (IL).

MR, NE, SN, TD, TG).
(74) Agent: DR. MARK FRIEDMAN LTD.; Moshe Aviv Published:
Tower 54th Floor 7 Jabotinsky Street, 52520 Ramat Gan ublished:
(IL). —  with international search report (Art. 21(3))

(54) Title: USING PROGRAMMING-TIME INFORMATION TO SUPPORT ERROR CORRECTION

(57) Abstract: Methods, apparatus and com-
puter readable medium for handling error
Write S411 Data to the Memory { correction in a memory are disclosed. In
some embodiments, first data is written to

} the memory, and a value(s) of an operational

* ' parameters) that is a consequence of the

Determine 8415 A Value of an Operational Parameter } writing of the first data is determined. Sec-

That Is a Consequence of the Writing of the Dats. i ond data is read from the memory, and the

—4 value(s) of the operational parameters) may

Store 8417 The Value of the Operations] Parameter (Le. in volatile be used when correcting etrors in the second
and/for non-volatile memgrv) data. In some embodiments, the first data is

] the same as the second data. The presently-

X | disclosed teachings are applicable to any

Read 8419 Data from the Memory ? kind of memory including (i) non- volatile

‘{, memories such as flash memory, magnetic

memory and optical storage and (ii) volatile

Read S421 The Previously-Stored Valye ] memoty such as SRAM or DRAM

of the Operational Paremeter
¥
Correot 8423 Tirors In the Data
According to the Yalue of the Operationa] Parameter

rl1G. 3A



WO 2009/127987

10

15

20

25

30

PCT/IB2009/051270

USING PRORAMMING-TIME INFORMATION TO SUPPORT ERROR
CORRECTION

INVENTOR: MENAHEM LASSER

FIELD OF THE INVENTION

The present invention relates to apparatus, methods, and computer medium for
correcting errors in data read from a memory such as a flash memory.

BACKGROUND AND RELATED ART

Ermror Correciion In Flash Memory Devices

Flash megnory devices have been known for many years. NAND-type flash
memoties differ from other types of flash memories (e.g. NOR-type), among other
characteristics, by the fact that a certain number of information bits, written to the
memory, may be read from the memory in a "flipped” state (i.e. different from the
state that the original bits were written to the memory).

In order to overcome this phenomenon and to make NAND-type memoties
usable by real applications, it is a common technique to use Error Correction Codes
(BCC) in conjunction with these memories.

There is an ongoing need for improved techniques and apparatus for handling
error correction in flash memory devices, and in storage devices that include memory
other than flash memory.

A Discussion of Device Architecture

FIG. 1A (prior art) is a block diagram of a flash memory storage device 269
{prior art). The flash memory storage device includes a flash memory 270 and a flash
controller 280 operative to read data and to write data to the flash memory 270, The
terms "i)rogram", "programming”, “programmed”, and "programmable" are used
herein interchangeably with the terms "write®, “writing", "written", and "writable",
respectively, to denote the storing of data in a flash memory.

One example of a flash memory storage device is a “peripheral flash storage
device.” Peripheral flash storage devices are well-known in the art of computing, in

form factors such as USB flash drives (UFD); PC-cards; and small siorage cards used
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with digital cameras, music players, handheld and palmiop computers, and cellulax
telephones.

FIG. 1B (prior art) is a block diagram of a peripheral flash memory storage
device 260* (the asterisk indicates that the flash memory storage device is a
peripheral flash storage device) that is “coupled with” or configured to exchange data
with a host device 310 (for example, a laptop or desktop or handheld computers,
digital camera, mobile telephone, music player, and video game consoles) via device-
side interface 250. Peripheral flash memory storage device 260* and host device 310
communicate with each other via communications link 300 using host-side interface
350 and device-side interface 250 (for example, respective USB or SD interfaces).

In one example, flash memory storage device 260* provides data-reading and
data-writing services to host device 310. Data received by flash memory storage
device 260* from host device 310 is written to flash memory 270 by flash controller
280. Furthermore, in response to “data read” requests received by flash memory
storage, flash controller 280 reads data from flash memory 270.

Errors may be corrected in the read data at “read time™ or at any later time.
The error-correction may be carried out at least in part by flash controller 280, at least
in part by host device 310 (for example, by execution of executable code 340 in RAM
330 by host-side processor 320 or in any other manner), and any other location and in
any other manner.

The skilled artisan will appreciate that “peripheral flash storage devices” are
not the only class of flash memory storage devices. For example, cerfain mobile
phones, desktop or laptop computers, PDA devices or other electronic devices may
also include flash memory and a flash coniroller, and may not necessarily be
configured to couple with a host device and/or provide data reading services and/or
data writing service for a host device.

The skilled artisan will appreciate that the flash memory devices described in
FIGS. 1A-1B are just one class of peripheral storage memory device, and olher
memory devices may include. other types of volatile memory, such as magnetic
memory (for example, magnetoresistive random-access memory (MRAM) or hard
disk platters). Furthermore, it is appreciated that the some peripheral storage devices
may use volatile memory instead of, or in addition to, flash memory 270.

Multi-Die Flash Devices
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Abhough flash memory 270 is illustrated as a single onit in FIG. 1B, it is
appreciated by the skilled artisan that flash memory 270 may reside on a single die or
may reside on multiple dies. FIG. 2A (prior art) is a block diagram of a multi-die flash
memory 270 that includes N flash dies, where N is & positive integer. On each flash
die resides a plurality of flash memory cells (not shown in FIG. 24).

It is appreciated that memory other than flash memory (for example, random-
access memory (RAM) such as dynamic RAM (DRAM) or static RAM (SRAM))
may also be provided as multiple dies.

Flash Memorv Cells and Flash Blocks

In flash memory devices, the indivisible unit of data storage is the flash
memory “cell". FIG. 2B (prior arf) illusirates a cross-section of a typical prior-art
elecirically-erasable non-volatile memory cell 100 (NAND flash). A metal gate 181 is
deposited over an insulating oxide layer 183 atop a semiconductor chanmel 185,
thereby forming a metal-oxide-semiconductor field-effect transistor (MOSFET).
During fabrication, a floating gate 187 is embedded entirely within oxide layer 183,
such that floating gate 187 is completely insulated electrically from all conducting
paths. Electrons deposited on floating gate 187 cannot normally drain off and
therefore tend 1o remain in place. A suitable amount of electrical charge thus present
on floating gate 187 creates a static electrical field which, because of the field effect,
influences the charge carriers in semiconductor channel 185, thereby allowing the
conductivity of semiconductor channel 185 o indicate the relative amount of charge
on floating gate 185, Hence a suitable charge on foating gate 187 can serve as non-
volatile data storage. For programming, charge is injected onto floating gate 187, and
for erasing, charge is removed therefrom. Both of these operations are accomplished
via gquantum-mechanical processes such as the tunneling effect and the hot electron
effect. Oxide layer 183 is extremely thin, so that in the presence of a suitably-high
atiractive clectrical field the wave-fimction of an electron residing in semiconductor
channel 185 can extend across oxide layer 183 and overlap floating gate 187. Under
such conditions, there is a significant probability that an electron in semiconductor
channel 185 will cross through oxide layer 183 and appear on floating gate 187. This
phenomenon is exploited to program cell 100. In Single-Level Cell ("SLC™) flash
memory, a cell stores only a single bit (data valoes of "0’and "1%). In Multi-Level Cell
("MLC™" flash technology, a cell can store 2 bits by exhibiting 4 distinct voltage
levels on floating gate 187 (data values of "00°, “01°, "10°, and "11°). More generally,
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a MILC cell can store n bits by exhibiting 2" distinct voltage levels on floating gate
187. Certain threshold values of the conductivity of semiconductor channel 183,
corresponding to different amounts of charge on floating gate 187, are predetermined
to unambiguously discriminate between different data values.

Reference is now made to FIG. 2C. Cells within a memeory device are arranged
in an array, usually having subdivisions. A number of cells are commonly configured
into a "page" 110, which contains cell 100, along with similar cells 102 and 104, and
so forth. Likewise, a number of pages are commonly configured into a "block" 120,
which contains page 110, along with similar pages 112 and 114, and so forth. Finally,
a number of blocks make up an entire device 130, which contains block 120, along
with similar blocks 122 and 124, and so forth.

It is appreciated that memory other than flash memory (for example, random-
access memory (RAM) such as dynamic RAM (DRAM) or static RAM (SRAM))
may also be organized into cells, pages and blocks.

Word Lines

Reference is now made to FIG. 21> (prior art) which illustrates an array 10 of
cells 108. Cells 100 are accessed by word lines 103 connected to control gates of cells
100 and by bit lines 107 connected to amray 10 at the drain side. Bit line 107 is
selected by a bit line select (drain side) 109 and a bit line select (source side) 111.
Typically, in some NAND flash devices, not all cells 100 have the same reliability.
For example, cells that are closer to the bit line select (drain side) 109 are more
sensitive to disturbance errors than other cells 108, while cells closer to the source
side select 111 have better reliability characteristics.

It is appreciated that memory other than flash memory (for example, random-

access memory (RAM) may also be accessible using word lines and bit lines.

SUMMARY OF EMBODIMENTS OF THE INVENTION

Various embodiments address these and related issues, examples of which
embodiments, including methods and systems, are provided herein. One embodiment
is a method for handling error correction for a memory. This method comprises the
steps of: a) writing first data to the memory; b) determining a value of an operational
parameter, the determined value being a consequence of the writing of the first data;

c) subsequent to the writing and to the determining, reading second data from the
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memory; and d) correcting errors in the second data according to the determined
operational parameter value that is a consequence of the writing of the first data.

The aforementioned method may be implemented for any volatile or non-
volatile memory, including but not limited to flash memory, optical storage, magnetic
memory, static random access memory (SRAM) and dynamic random access memory
(DRAM).

In some instances, the first data is the same as the second data.

Alternatively, the first data may be different from the second data.

In some instances, the first data may be written to and the second data may be
read from the same set of one or more memory cells.

Aliernatively, 1) the firsi daia may be written to a first set of one or more
memory cells; and ii) the second data may be read from a second set of one or more
memory cells, the second set being different from the first set.

'For the implementation where the second set of memory cells is different from
the first set of memory cells, there are a number of specific cases that are disclosed
herein.

In one example, the first and second memory cell sets may be disjoint sets.

Alternatively, the first set of memory cells and the second set of memory
cells may include at least one common memory cell. In one non-limiting example,
the first set of memory cells may be a subset of the second set of memory cells. In
another non-limiting example , the second set of memory cells may be a subset of the
first set of memory cells.

In some instances, i) the first data may be written to a first set of one or more
memory cells; ii) the second data may be read from a second set of one or more
memory cells; and iii) the correcting of errors of the second data according to the
operational parameter value that is a consequence of the writing of the first data may
be effected only if a subset of the first set of memory cells and a subset of the second
set of memory cells co-reside on a common die.

In some instances, i) the first data may be written to a first set of one or more
memory cells; i) the second data may be read from a second set of one or more
memory cells; and iii) the correcting of errors of the second data according to the
operational parameter value that is a consequence of the writing of the first data may
be effected only if a subset of the first set of memory cells and a subset of the second

set of memory cells co-reside in a common memory cell block.
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In some instances, i) the first data may be writien to a first set of one or more
memory cells; ii) the second data may be read from a second set of one or more
memory cells; and iii) the cotrecting of errors of the second data according to the
operational parameter value that is a consequence of the writing of the first data may
be effected only if a subset of the first set of memory cells and a subset of the second
set of memory cells co-reside on a common wordline.

In various examples: i) the determined operational parameter value may be
related to a measure of a reliability of the writing of the first data and/or (ii) the
determined operational parameter value may desciibe a number of bits left in
incorrect state at the end of the writing of the first data and/or (iii) the determined
operationa) parameter value may describe a number of programming iterations used in
the writing of the first data and/or (iv) the determined parameter value may describe a
time required for the writing of the first data.

A npumber of techniques for correcting errors according to the determined
operational parameter are described berein.

In one example, the correcting of errors according to the determined
operational parameter value may include selecting a decoding bus width size in
accordance with the determined operational parameter value.

In another example, the correcting of emors according fo the determined
operational parameter value may include: i) choosing one of a first decoder and a
second decoder in accordance with the determined operational parameter value; and
ii) correcting errors using only the chosen decoder of the first and second decoders.

In yet another example, the correcting of errors according to the determined
operational parameter value may include: A) choosing one of a first mode of a
decoder and a second mode of the decoder in accordance with the determined
operational parameter value; and B) correcting errors using only the chosen mode of
the first and second modes.

In yet another example, the comecting of errors according fo the determined
operational parameter value may include deciding whether: i) to attempt to correct
errors using a lighter-weight decoder or ii) to attempt to correct errors using only a
heavier-weight decoder that is heavier than the lighter weight decoder.

In yet another'example, the correcting of errors according to the determined

operational parameter value may include deciding whether: 1) to attempt to correct
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errors using a faster decoder or ii) to atiempt to correct errors using only a slower
decoder that is slower than the faster decoder.

In vet another example, the correcting of errors according to the determined
operational parameter value may include deciding whether: i) to attempt to correct
errors using a lighter-weight mode of a particular decoder or ii) to attempt to correct
errors using only a heavier-weight mode of the particular decoder that is heavier than
the lighter weight mode.

In yet another example, the correcting of errors according to the determined
operational parameter value may include deciding whether: i) to atiempt to correct
errors using a faster mode of a particular decoder or ii) to attempt to correct errors
using only & slower mode of the particular decoder that is slower than the faster mode.

In vet another example, the correcting of errors in the second data according to
the determined operational parameter value may include determining, in accordance
with the determined operational parameter value, one or more bit-probability values
for the second data.

Anothér embodiment is a data storage device comprising: a) a memory; and b)
a confroller operative to: 1} write first data to the memory; ii) determine a value of an
operational parameter, the determined value being a consequence of the writing of the
first data; iii) subsequent to the writing and to the determining, read second data from
the memory; and iv) correct errors in the second data according to the determined
operational parameter value that is a consequence of the writing of the first data.

Exemplary memories include but are not limited to flash memories, an optical
storage, magnetic memories, static random access memory (SRAM) and dynamic
random access memory (DRAM).

In some instances, the controller may be operative such that first data is the
same as the second data. Alternatively or additionally, the controller may be operative
such that the first data is different from the second data.

In some instances, the memory may include a plurality of memory cells and
the controller may be operative to write the first data and read the second data from
the same set of one or more of the memory cells.

Alternatively or additionally, the memory may include a plurality of memory
cells and the controller may be operative: i} to write the first data to a first set of one
or more of the memory cells; and ii) to read the second data from a second set of one

or more of the memory cells, the second set being different from the first set.
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For the implementation where the second set of memory cells is different from
the first set, a number of implementations are described. In one example, the memory
may include a plurality of memory cells and the controller may be operative such that
the first set of memory cells and second set of memory cells include at Jeast one
CONuIcH MEemOoTy cell.

In yet another example, the controller may be operative such that the first and
second memory cell sets are disjoint sets.

In one exanipie relating to the case where the first set and the second set
include at least one common memory cell, the controller may be operative such that
first set of mermory cells is a subset of the second set of memory cells.

In another example relating to the case where the first set and the second set
include at least one commmon memory cell, the controller may be operative such that
the second set of memory cells is a subset of the first set of memory cells.

In some instances, the memory may inclade a plurality of memory cells and
the controller may be operative: i) to write the first data to a first set of one or more of
the memory cells; ii) to read the second data from a second set of one or more of the
memory cells; and iii) to effect the correcting of the second data according to the
operational parameter value that is a consequence of the writing of the first data only
if a subset of the first set of memory cells and a subset of the second set of memory
cells co-reside on a common die of the memory.

In some instances, the memory may include a plurality of memory cells and
the controller may be operative: 1) to write the first data to a first set of one or more of
the memory cells; i) to read the second data from a second set of one or more of the
memory cells: and iif) to effect the correcting of the second data according to the
operational parameter value that is a consequence of the writing of the first data only
if a subset of the first set of memory cells and a subset of the second set of memory
cells co-reside in a common memory cell block of the memory.

In some instances, the memory may include a plurality of memory cells and
the controller may be operative: i) to write the first data to a first set of one or more of
the memory cells; i) to read the second data from a second set of one or more of the
memory cells; and iii) to effect the correcting of the second data according to the
operational parameter value that is a consequence of the writing of the first data only
if a subset of the first set of memory cells and & subset of the second set of memory

cells co-reside on a commeon wordline.
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As noted above, a number of techniques for correcting errors according to the
determine operational parameter are described herein, and the controller of the data
storage devices may be operative to implement any of the presently-disclosed
techniques.

Thus, in one example, the controller may be operative such that the correcting
of errors according to the determined operational parameter value includes selecting a
decoding bus width size in accordance with the determined operational parameter
value,

In another example, the controller may be operative such that the correcting of
errors according to the determined operational parameter value includes: i) choosing
one of a first decoder and a second decoder in accordance with the determined
operational parameter value; and ii) correcting errors using only the chosen decoder of
the first and second decoders.

In yet another example, the controller may be operative such that the
correcting of errors according to the determined operational parameter value includes:
i) choosing one of a first mode of a decoder and a second mode of the decoder in
accordance with the determined operational parameter value; and ii) correcting errors
using only the chosen mode of the first and second modes.

In yet smother example, the controller may be operative such that the
correcting of errors according to the determined operational parameter value includes
deciding whether: i) to attempt to correct errors using a lighter-weight decoder or ii)
to atterpt to correct errors using only a heavier-weight decoder that is heavier than
the Jighter weight decoder.

In yet another example, the controller may be operative such that the
correcting of errors according to the determined operational parameter value includes
deciding whether: i) to attempt to correct erors using a faster decoder or ii) fo
atternpt to correct errors using only a stower decoder that is slower than the faster
decoder.

In vet another example, the coniroller may be operative such that the
correcting of errors according to the determined operational parameter value includes
deciding whether: i) to attempt to correct errors using a lighter-weight mode of a
particular decoder or ii) to attempt to correct errors using only a heavier-weight mode

of the particular decoder that is heavier than the lighter weight mode.
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In yet another example, the controller may be operative such that the
correcting of errors according fo the determined operational parameter value includes
deciding whether: 1) to attempt to correct errors using a faster mode of a particular
decoder or ii) to attempt to correct errors using only a slower mode of the particular
decoder that is slower than the faster mode.

In yet another example, the comtroller may be operative such that the
correcting of errors according to the determined operational parameter value includes
determining, in accordance with the determined operational parameter value, one or
more bit-probability values for the second data. N

Another embodiment is a host device comprising: a) a host-side storage; b) a
host-side processor; ¢ a host-side mterface for coupling with a memory device; and
d) driver code residing in the host-side storage, wherein execuotion of the driver code
by the host-side processor is operative to: 1) write first data to the memory device; ii)
determine a value of an operational parameter, the determined value being a
consequence of the writing of the first data; iii) subsequent fo the writing and to the
determining, read second data from the memory device; and iv) handle error
cotrection of the second data according 1o the determined operational parameter value
that i1s a consequence of the writing of the first data.

In some instances, the driver code may be operative such that first data is the
same ag the second data.

In somne instances, the driver code may be operative such that the handling of
error correction includes issuing a command, via the host-side interface, to handle the
error correction of the second data according to the determined operational parametier.

In some instances, the driver code may be operative such that the handling of
error correction inclades correcting errors, on the host side, in the second data
according to the determined operational parameter value that is a consequence of the
writing of the first data.

Another embodiment is a system for handling error correction, the system
comprising: a) a flash data~writer operative to write first data to a memory; b) an
operational-parameter determiner operative to determine a value of an operational
parameter, the determined value being a consequence of the writing of the first data;
c) a data-reader operative, subsequent to the writing and to the detenmining, to read

second data from the memory; and d} an error correction element operative to correct
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errors in the second data according to the determined operational parameter value that
is a consequence of the writing of the first data.

In some instances, the system may be operative such that first data is the same
as the second data. Alternatively or additionally, the system may be operative such
that first data is different from the second data.

In some implementations, the error correction element may include a hardware
decoder.

In some implementations, the error correction element may include an
algebraic decoder.

In some implementations, the error correction element may include a soft
decoder.

Amnother embodiment is a computer readable medium having stored therein
computer readable program code for handling error comection, the program code
being operable tc;‘: a) write first data to a memoty; b) determine a value of an
operational parameter, the determined value being a consequence of the writing of the
first data; ¢) subsequent fo the writing and to the determining, read second data from
the memory; and d) comrect ertors in the second data according to the determined
operational parameter value that is a consequence of the writing of the first data.

Another embodiment is a controller for a memory, the flash memory, the
controller comprising: a) circuitry that is operative to: i) write first data to the
memory; ii) determine a value of an operational parameter, the determined value
being a consequence of the writing of the first data; iii) subsequent to the writing and
to the determining, read second data from the flash memory; and iv) correct errors in
the second data according to the determined operational parameter value that is a
consequence of the writing of the first data. '

In some instances, the circuiiry may includes at least one of software and
firmware.

In some instances, the circuitry may be operative such that the first data is the
same as the second data. Alternatively or additionally, the circuitry may be operative
such that first data is different from the second data.

It is noted that features described above as pertaining to certain embodiments
may also be included in other embodiments, unless indicated to the contrary herein

below.
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BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A is a block diagram of a conventional flash memory storage device
260 (prior art).

FIG. 1B is a block diagram of a conventional peripheral flash memory storage
device that is coupled with a host device.

FIG. ZA is a block diagram of a multi-die conventional flash memory that
includes N flash dies, where N is a positive integer.

FIG. 2B illustrates a cross-section of a conventional electrically erasable non-
volatile memory cell (NAND flash).

FIG. 2C illustrates a conventional flash memory divided into multiple blocks,
pages and cells,

FIG. 2D illustrates a conventional array of cells accessed by word lines and by
bit lines.

FIG. 3A-3B are flow charts of routines for handling error correction for a flash
memory in accordance with some embodiments. _

FIG. 4 is a flow chart of a routine for writing data to flash in accordance with
somne embodiments.

FIGS. 5A-58, 6A-6D, 7 and 8 are flow charts of routines for correcting errors
in second data in accordance with a value of an operational parameter that is a
consequence of writing first data to flash.

FIGS. 9A-9B describe different possible relationship between two sets of flash
memory cells. .

FIGS. 10A-10C are block diagrams of exemplary routines for correcting etrors
in accordance with a relationship between a first set of memory cells associated with
the first data and a second set of memory cells associated with the second data.

FIG. 11-13 are block diagrams of systerns for handling error correction for a

flash memory.

DETAILED DESCRIPTION OF EMBODIMENTS
The claims below will be better understood by referring to the present detailed
description of example embodiments with reference to the figures. The description,

embodiments and figures are not to be taken as limiting the scope of the claims. It
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should be understood that not every feature of the presently disclosed methods and
apparatuses is necessary in every implementation. It should also be understood that
throughout this disclosure, where a process or method is shown or described, the steps
of the method may be performed in any order or simultaneously, unless it is clear
from the confext that one step depends on another being performed first. As used

oughou is application, the word “may” is used In a permissive sense (ie.
throughout this application, t d “may” d p s

. meaning “having the potential to”), rather than the mandaiory sense (i.e. meaning

“must’™).

The present inventor is now disciosing methods and apparatus for correcting
errors in data read from a memory in accordance with a value of a determined
operational parameter that is a consequence of a previous data-writing to the memory.

In some embodiments, the memory is a flash memory.

Nevertheless, it is appreciated that the presently-disclosed technigues,
apparatus and computer readable mediom also relate to memories other than flash
memory. Exemplary memories include bul are not limited to non-volatile memories
other than flash memory (for example, magnetic memories or optical storage) and
volatile memories such as SRAM or DRAM.

Exemplary magnetic memories include but are not mited 10 magnetoresistive
random-access memories (MRAM) and hard disk platiers.

Thus, when certain teachings are explained in terms of “flash memory,” it is
appreciated that these teachings may also be applicable te other memories other than
flash memory.

Before describing various embodiments in detail and with reference to the
drawings, a first discussion relating to error correction in flash memory is presented, a
second discussion relating to strategies for using operating parameter value(s) is
presented, and then several use cases are briefly described.

Error Correction In Flash Memory Devices

A general overview of using ECC in flash memories is presented below and
includes the fellowing steps:

(1) Before writing data to the memory, an ECC algorithin is applied to the data
in order to compute additional {i.e. redundant) bits, which are later used for error
detection and correction. These redundant bits are often called "parity bits" or

"parity”. A combination of the data input into an ECC module and the parity output
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by that module is called a codeword. Each different value of input data to an ECC
module results in a different codeword.

(2) The entire codeword (i.e., the original data and the parity) is recorded to
the flash memory. ft should be. noted, that the actual size of NAND-type flash
memory is larger than the size of the original data, and the memory is designed to
accommodate parity as well.

(3) When the data are retrieved from the memory, the entire codeword is read
again, and an ECC algorithm is applied to the data and the parity in order to detect
and correct possible "bit flips” (i.e., etrors).

It should be noted that the implementation of ECC may be done by hardware,
software, or a combination of hardware and software. Furthermore, ECC may be
implemented within a2 memory device, within a memory device controller, within a
host computer, or may be "distributed” among these components of a system.

The algorithms in common use include Reed-Solomon, BCH, Hamming, and
many others. Fach ECC algorithm is composed of two parts--the part that receives the
data bits and generates the parity bits (or equivalently, generates the codeword), and
the part that receives the codeword and generates the corrected data bits. The first part
is called the "encoder” and is used during writing, and the second part is called the
"decoder" and is used, during reading. Each of the two parts may be implemented in
either hardware or software, and it is also possible to have one part implemented in
hardware while the other part implemented in software. It also is possible for each of
the parts to be implemented in a combination of hardware and software.

Receiving the data bits and generating the corresponding codeword is terraed
"encoding.” Receiving the codeword and generating the corrected data biis is termed
"decoding.”

It should be noted that there actually are two kinds of ECC. The kind of ECC
described above, in which the identity of the data bits is preserved in the codeword, is
called “"systematic" ECC. In "nonsystematic® ECC, the data bits are converted 10 a
codeword in which the identity of the original data bits is not preserved.

Selecting an algorithm, like BCH, as the ECC algorithm to be used in a flash
memory system, does mot uniguely define the selected solution. Any such ECC
algorithm is actually not a single algorithm but a faroily of algorithms. The algorithms
within the same family differ among themselves in the amount of data biis they are

able to protect. An algorithm that needs to protect 100 data bits is not identical to an
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algotithun that needs to protect 10,000 data bits, even though the two algorithms are
typically quite similar and operate on the same principles.

But even two algorithms of the same family that both protect the same number
of data bits are not necessarily identical. The algorithms may differ in the level of
reliability provided, or equivalently--in the number of bit errors in the data that the
algorithms are able to correct. For example, one system may require the protection of
chunks of 1,000 data bits against any combination of up to 3 bit errors (but not against
the occurrence of 4 or more bit errors), while in another system a much higher
religbility is desired and therefore it is required to protect chunks of 1,000 data bitg
against any combination of up fo 10 bit errors. Typically; protecting against more
errors requires the use of more parity bits (or longer codewords), making the ECC
scheme less "efficient”, where efficiency is measured by the ratic of the number of
data bits in a codeword to the total pumber of bits in the codeword (inchuding, in
systematic ECC, both data bits and parity bits). This measure is typically called the
"rate" of the ECC coding.

Different ECC algorithms and implementations also differ in other aspects—
speed of the encoding process, speed of the decoding process, complexity of the
encoding process, complexity of the decoding process, acceptable error rate in the
input to the decoder (defined according to the quality of the storage cells), and more.
The complexity of encoding and decoding is important not only because it affects the
speed of the operation, but also because it affects the power consumption and silicon
area of hardware implementations of the ECC scheme.

It is thus evident that the selection of an ECC solution for a memory system
involves a complex trade-off between multiple considerations. Some non-limiting
rules-of-thumb typical in the art of ECC designs are:

a. For a given memory reliability, the better the output reliability (or
equivalently the higher the number of cormectable errors) the lower the rate of the code
(or equivalently, for systematic ECC, the more parity bits are required)

b. For a given memory reliability, the better the output reliability, the more
complex is the decoder.

c. For a given level of output reliability, the higher the rate of the code, the
more complex is the decoder.

d. For a given level of output reliability, the higher the rate of the code, the

slower is the decoding.
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When designing an ECC solution, one typically starts from the error rate at the
decoder's input (dictated by the quality of the storage cells) and the desired oulput
reliability (dictated by the application's requirements). Based on these numbers one
typically selects a specific ECC family, calculates the required munber of parity bits,
and then estimates the speed and complexity of the encoder and decoder.

In some cases the most important consideration for the system's designer is the
speed of the decoding, as this may put a limit on the speed of reading the data out
from the memory. In such cases the designer may encounter a dilemma--the ECC
scheme required for meeting the output reliability requirements may turn out to result
in a quite corplex decoder with slow operation, not satisfying the speed target of the
system. But, on the other hand, selecting an ECC scheme that is relatively simple, and

that results in fast decoding, does not provide the required output reliability level.

A Brief Discussion About Strategies for Using Operating Parameter Values

and a Non-Limiting Example of an Operating Parameter

Not wishing to be bound by this example, it is noted that the writing or
programming of data to memory (e.g. flash memory or any other memory) can
generate, as a ‘by-product,” ‘quality” or ‘reliability’ information about (1) the data
written to the memory and/or (if) the actual memory or a sub-subsection thereof.

It is now disclosed that it is wseful to (i) determine an indication of the
aforementioned quality and/or reliability information by determining a value 6f one or
more parameters that are a consequence or ‘by-product’ of the writing of data to the
memory and to (ii) subsequently, when correcting errors in data read back from the
memory, use this captured “quality” and/or “reliability” information.

For example, in the event that the value of the operating parameter indicates
that the memory data-writing was relatively “successful” and/or that the quality of the
data written to the memory is relatively “high” and/or that the memory to which the
data was written is a relatively “good medium™ for storing data, then it may be useful
to subsequently comrect errors in data read from the memory in a relatively
“optimistic” manner. Otherwise, a more “pessimistic” technique of correcting errors
may be preferred.

Before describing the figures, five illustrative non-limiting use cases are
described. First, a discussion is provided for two use cases relating to exemplary

operating parameters.
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Subsequently, three use cases that relate to the utilizing of a determined
“operating parameter value” when correcting errors in data read from the memory are
presented.

Two Use Cases Relating to Exemplary Operatiog Parameters

Many modern NAND flash devices are designed under the assumption that
errér correction is always used when reading data. Therefore, such devices allow page
programming operations to be declared successful even when not all bits are in their
correct value.

In one non-limiting example, a multi-level cell (MLC) NAND flash device
may require its users to employ an BCC decoder capable of correcting 4 bit errors per
each sector of 512 bytes. In this non-limiting example, the designer of the MLC
NAND device would typically declare a flash data-writing or “programming”
operation to be ‘completed’ and successful once the number of bits not yet correctly
set is one or less. In other words, when only one incorrect bit remains, the device logic
stops further efforts of programming that bit, relying on the ECC decoding to
overcome the error.

In this non-limiting example, upon detecting that the number of bits nbt yei
correctly set is one or less, the device stops programming iterations, and reports to the
host that the data-writing to flash or programming has been successfully completed
(for example, using the RDY signal).

It is noted that in the above non-limiting case, a consequence or by-product of
the programming process is the useful information of the number of errors exisiing in
the page as of the time that programming to the flash is completed. It is noted that the
“number of errors existing in the page of the time of programming™ is one example of
an “operating parameter that is a consequence of the writing of the data.”

A value of this operating parameter may be stored and used to advantage when
tater correcting errors in data read data from the flash memory, for example, data read
from that page and/or a portion therefore and/or other pages in the flash memory.

It is appreciated that the above use case of an ECC decoder correcting 4 errors
and the NAND device allowing one error is just one simplistic use case.

A second non-limiting use case relates to flash devices that have a much lower

reliability (for example devices storing 3 bits per cell or 4 bits per cell).
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In many implementations, an ECC decoder capable of correcting 100 bit errors
is provided, and therefore the NAND designer elecis to allow up to 20 incorrect bits in
order to speed up the programming phase, relying on the ECC to “cover up” for those
initial errors.

In this second use case, the information that can be provided to the ECC
decoder when reading the data is not just a simple YES/NO indication as in the simple
example above (i.e. the first use case), but is a number of initial errors in the range of
0 to 20. Thus, in this second non-limiting use case, the number of initial errors in the
range of 0 to 20 is the value of the operating parameter

This is valuable information that can be used to advantage by the ECC
decoder, as finther explained below.

It should be emphasized that the number of initial incorrect bits is just one
example of an operating parameter that (i) is a consequence of writing data to flash
memory and (ii) may be used Iater to correct errors in data read back from the flash.

Although these two use cases related specifically to systems where a flash
programming operation is declared “successful” even when not all bits are set to their
correct values, it is appreciated that this is not a limitation.

Three Use Cases that Relate to Exemplary Techniques for Utilizing a Value of a
Determined Operating Parameter When Correcting Errors in Data Read from Flash

Three illustrative non-lmiting use cases that relate to exemplary techniques
for utilizing a value of a determined operating parameter when cofrecting errors in
data read from flash are now discussed. In particular, these three non-limiting use
cases provide examples of relatively “optimistic” and “pessimistic” techniques for
correcting errors. When the value of the operating parameter (j.e. that is a
consequence of the data writing to flash) indicates that the writing of the data was
relatively “successful” then a relatively “optimistic” technique for later correcting
errors may be selected. Otherwise, a relatively “pessimistic” technique for later
correcting errors may be selected.

According to a first non-limiting use case, the “optimistic” technique includes
attempting to decode data using a relatively “lightweight” decoder (or a “lighter-
weight” mode of a particular decoder) which consumes fewer computational resource
but which is only effective at decoding data with relatively few errors. The more

“pessimistic” technique includes using a “heavier” decoder (or a “heavier weight
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mode™). Embodiments related to this first non-limiting use case are discussed below
with reference to FIGS. 5A-6B and 6A-6D.

A second non-limiting use case relates to the specific case of soft decoders. In
the second pon-limiting example, the “optimistic” fechnique includes selecting a
relatively narrow decoding bus rather than a relatively wide decoding bus. Using the
narrow bus provides a lower power consumption, but the decoder might fail to
converge to the correct data in cases with relatively large number of errors. The more
“pessimistic” techniqee includes selecting a wider decoding bus. Soft decoders and
algebraic decoders are discussed below. Embodiments related to this second non-
limiting use case are discussed below with reference to FIG. 8. |

A third non-limiting use case also relates to the specific case of soft decoders.
In the third use case, one or more bit-probability values for the data in which errors
are to be comected are determiped, in accordance with the operationzl parameter
value. This may be useful for accelerating he convergence of the iterative
probabilistic “soft” decoder. Embodimenis related to this third non-limiting use case
are discussed below with reference to FIG. 7.

Definitions

For convenience, in the context of the description herein, various terms are
presented here. To the extent that definitions are provided, explicitly or implicitly,
here or elsewhere in this application, such definitions are understood to be consistent
with the usage of the defined terms by those of skill in the perfinent art(s).
Furthermore, such definitions are to be construed in the broadest possible sense
consistent with such usage.

An “operating parameter” of writing data to memory (e.g. flash memory or
any other memory) refers to a parameter describing how the writing operation occurs
—~ for example, how much time the writing operation required, a number of
programming iterations used in writing the data, etc. It is appreciated that the actual
data written to memory during the writing operation {(Le. the original data and/or
corrupted data and/or parity bits and/or the codeword representation) are not examples
of “operating parameters.”

The term “operating parameter that is a consequence of the writing™ refers to
an operating parameter whose value is a result of the actual writing of data to

memaory. The term “operating partameter that is a consequence of the wriling” does
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not, therefore, refer to a pre-determined programming parameter used by & controller
(for example, a flash memory device controller) to write data to the memory.

Because certain types of memory (for example, flash memory, magnetic
mermmory, optical storage, or volatile memory) are “corrupting medivm,” one o1 more
errors are sometimes introduced into “original” data that is wiritten to the memory, so
that when the data (i.e. a representation of the original data) is read back from the
memory, one or more information bits are “flipped.”

The process of reconstructing the original, error-free data from the data read
back from the memory is “correcting errors.” Although the term “correcting errors” is
used in the plural, it is appreciated that “correcting errors™ also'vefers to correcting a
single ervor. It is appreciated thatvin some embodiments, the “correcting” of errors
may also include one or more failed attempts to correct exrors.

In order to correct errors, a “decoder” may be used, in order to recover the
original data from & representation of a codeword. Some embodiments involve
multiple decoders, including “lighter weight” decoders and “heavier weight
decoders.”

The terms “heavier weight”” and “lighter weight” are used to compare two
decoders and/or two modes of a single decoder. The “heavier weight” decoder (or
heavier weight mode of a single decoder) either (i) consumes more current than the
“lighter weight” counterpart and/or (ii) requires more memory (either for computer-
executable code of the decoder itself and/or more mermory for storing “intermediate
results” of calculations when correcting errors) than the “lighter weight” counterpart
and/or (iii) requires more computational operations than the “lighter weight”
counterpart.

A Discussion of FIG. 3A

FIG. 3A is a flow chart of a routine for handling etror correction for a memory
in accordance with some embodiments.

In step 8411, data is written to the memory. As noted earlier, because the
memory is a corrupting medium, it is desired fo store some combination of “original”
data and one or more parity bits (which may be derived from the “original” data using
an BCC and also saved in step S411). The parity bits will be used later, in step $423,
to recover the “original” data.

Furthermore, because the memory is a corrupting medium, in some situations,

the actual codeword itself is not written to the memory in step S411, but rather some
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partially-corrupted representation of the codeword, with onme or more errors
introduced. Of course, the representation of the codeword may be identical to the
codeword, and in fact usually is identical to the codeword, but there is no a priori
guarantee that the representation of the codeword is identical to the codeword.

In step $415, a value of an operational parameter that is a consequence of the
writing of the first data is determined, and in step 8417 the determined operational
parameter is stored. It is appreciated that the determined operational parameter may
be stored in any combination of volatile memory (for example, RAM) and/or pon-
volatile memory (for example, flash or magnelic storage or optical storage}, and in
any physical location(s).

One example of an operational parameter is a number of bits left in an
incorrect state, as discussed above.

It is noted that the number of bits left in an incomect state just one specific
example, and any operational parameter (for example, an operational parameter
indicative of the reliability of the programmed data and/or the memory to which the
data is written) may determined (in step $415), stored (in step 5417).

Exemplary operational parameters include but are not limited to a number of
programming iterations used in writing the data (i.e. to complete programming) and a
time required for writing the data. In some embodiments, the operational parameter is
indicative of the reliability of the programmed data and/or the quality of the memory
to which the data is written.

Purthermore, it is appreciated that values of multiple operational parameters
may be determined, stored and used when correcting errors in the second data — this is
an example of “determining a value of an operational parameter that is a consequence
of the writing of the first data” and “correcting errors ... according to the determined
operational parameter value.” Additionally, it is appreciated that any mathematical
function of one or more operational parameters is also considered an “operational
parameter,”

In step S419, the data written to the memory in step S411 is read back from
the memory. It is noted that this data that is read back in step 5419 is also a
representation of the codeword — Le. representing the “original” data and the parity
bits.

In step S421, the value of the operational parameter previously stored in step

§417 is read back from volatile and/or non-volatile memory.
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In step §423, one or more errors in the read-back data are corrected according
to the value of the operational parameter (i.e. which was determined in step S415 and
stored in step S417). FIGS. 5A-5B, 6A-6D, and 7 provide flow charts of
implementations of step 8423, though it is appreciated that this is certainly not an
exhaustive list, and that other implementations are possible.

In some embodiments, the error-comrecting of step S423 is carried out
immediately after the data-reading of step $419. Alternatively, the error correcting of
step 8423 may be carried out at any later time.

As with every routine disclosed herein, it is appreciated that not every step in
EYG. 3A needs to be carried out in every embodiment, and that the order of steps is
just one illustrative example, and not fo be construed as limiting. For example, in
some embodiments, step 8421 is carried out before step S419.

A Discussion of FIG. 3B

FIG. 3A relates to the specific case where the data written in step S411 and the

data read in step S419 arel the same data. Thus, in the example of FIG. 3A,

information obtained about writing of particular data is used later when correcting
errors in the same data as read back from the memory.

- It is noted, however, that this is not a limitation. Thus, the conecept of
correcting errors in data read from the memory according to a determined operational
parameter that is a consequence of a previous writing operation to the memory is not
limited to the particular case of FIG. 3A, where the data written in step S411 and the
data read in step S419 are the same data.

Tn particular, embodiments where information obtained about writing of
particular data is used later when correcting errors in other data (i.e. other than the
particular data) are also contemplated by the present inventor.

FIG. 3B is a flow chart of a routine for handling error correction for a memory
in accordance with some embodiments. In the event that the “first data” is identical to
the “second data,” then FIG. 3B reduces to the flow chart of FIG. 3A.

Nevertheless, it is noted that FIG. 3B aiso relates to the base where the “first
data”™ and the “second data” are different — i.e. FIG. 3B relates both to the case where
the first data and the second data are the same (i.e. as in FIG. 3A) and to the case
where both the first data and the second are different.

In the example of FIG. 3B, the steps are marked with a prime. Through the
present disclosure, in the text and in the figures (except for FIG. 3A and the fext
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describing FIG. 3A), it is understood that any step, even if not marked with a prime,
relates both to (i) the case where the first and second data are the same (i.e. as in FIG.
3A) and (ii) to the more general case of FIG. 3B where the first and second data may
or may not be different.

In one non-limiting example of the case where the “first data” and “second
data” are different, the “first data” and the “second data” are stored in different éets of
memory cells (for example, flash memory cells).

Various use cases describing different relations between a first memory cell
set of one or more memory cells in which the first data reside and a second memory
cell set of one or more memory cells in which the second data reside are described
below with reference to FIGS. 9A-9B.

Tt is noted that unless otherwise specified, any presently disclosed routine may
be implemented using a soft decoder(s) and/or an algebraic decoder(s). Soft decoders
and algebraic decoders are discussed below.

A Discussion of FIG. 4
FIG. 4 is a flow chart of a routine implementing step 8411 in accordance with some

embodiments.

In step S431, one or more pre-detenmined programming parameters are established,
for example, by the device confroller 280. Exemplary programming parameters
include a programming iteration stepping voltage, a maximum programming voltage,
a maximum number of iterations per programming operation, a programming base
pulse duration and a programming iteration stepping duration.

In step $435, the first data is written to memory in accordance with one or
more of the pre-determined programming parameters.
A Discussion of Exemplary Implementations of Step 8423 With Reference fo FIGS.,
SA-5B., 6A-6D, and 7

Consider two decoders (or one decoder capable of operating in two different

modes) with the following characteristics:

a. The first decoder is faster and/or is “lighter weight™, but on the other hand is
not guaranteed to succeed in producing the result of the decoding process.

b. The second deceder is slower and/or is “heavier weight”, but is guaranteed
to always produce the correct result of the decoding process (or at Jeast is more likely

io produce the correct result of the decoding process).
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Typically, the higher the number of errors in the data, the more frequently the
first decoder fails. Unfortunately, upon reading back data {rom the memory (for
example, by reading back the representation of the codeword} in step 8419, it is not
always known a-priori how many errors are in the read-back data. Thus, it is not
always known whether or not a “heavier weight” decoder (or heavier weight mode of
asingle décoder) is required, or a “lighter weight” decoder will suffice.

The present inventor is now disclosing that in the event that the value of the
operating parameter (i.e. that is determined in step S415 and that is a consequence of
the data wriéing to the memory) indicates that the writing of the data was rélativeiy
“successful” then a relatively “optimistic” technigue for later correcting errors may be
selected for correcting errors in the data read in step S419. Thus, in this case, it may
be advantageous to “risk™ correcting errors using the “lighter weight” decoder (or
lighter weight mode of a single decoder). Otherwise, it may be preferable to correct
errcrs using the “heaver weight” decoder or heavier weight mode of a single decoder.

Reference is now made to FIG. 5A. In step S615, a decoder is selected from a
plurality of candidate decoders in accordance with the value of the operational
parameter.,

In step S619, errors are corrected only using the selected decoder and without
using the unselected “rejected™ decoder.,

Reference is now made to FIG. 5B. In step 5625, a mode of a given decoder is
selected from a plurality of candidate decoder modes in accordance with the value of
the operational parameter.

In step 8629, errors are corrected only using the selected decoder mode and
without using the unselected “rejected” decoder mode.

Reference is now made to FIG. 6A.

In step S651, a decision is made whether or not to attempt to correct errors
using a lighter-weight decoder (i.e. of a plurality of candidate decoders) in
accordance with the value of the operational parameter.

In the even{ that the value of the operational parameter indicates that a
relatively “optimistic” error correction strategy may be adopted, an attempt is rade in
step S655 to correct errors using the lighter-weight decoder. If the lighter-weight
decoder succeeds (see step 5659) there is no need to attempt to correct errors using

the heavier weight decoder (see step 8667). If the lighter~weight decoder fails to
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correct errors, an attempt is then made S663 to correct errors using a heavier-weight
decoder.

Furthermore, it is noted, with reference to step 8651, that in the event that the

~ value of the operational parameter indicates that a relatively “pessimistic” ervor

correction strategy is preferable, that it is possible to skip step 8665, and to attempt to
correct errors (in step $663) using the heavietr weight decoder rather than the lighter
weight decoder.

Reference is now made to FIG. 6B.

In step S851, a decision is made whether or not to attempt to correct errors
using a faster decoder (i.e. of a plurality of candidate decoders) in accordance with the
value of the operational parameter.

In the event that the value of the operational parameter indicates that a

- relatively “optimistic” error correction strategy may be adopted, an attempt is made in
P P

step S855 to correct errors using the faster decoder. If the faster decoder succeeds
(see step S859) there is no need to attempt to correct errors using the slower decoder
(see step 8867). If {:he faster decoder fails to correct errors, an attempt is then made
$863 to correct errors using a slower decoder.

Furthermore, it is noted, with reference to step S851, that in the event that the
value of the operational parameter indicates that a relatively “pessimistic” error
correction strategy is preferable, that it is possible to skip step 8685, and to attempt to
correct errors (in step 8863) using the slower decoder rather than the faster decoder.

Reference is now made to FIG. 6C.

In step S671, a decision is made whether or not to attempt fo correct errors

_using a lighter-weight mode (i.e. of a plurality of candidate decoder modes for a

given decoder) in accordance with the value of the operational parameter.

In the event that the value of the operational parameter indicates that a
relatively “optimistic” error correction strategy may be adopted, an attempt is made in
step 8675 to correct errors using the lighter-weight mode. If the lighter-weight mode
succeeds (see step $679) there is no need to attempt to correct errors using the heavier
weight mode (see step S687). If the lighter-weight mode fails to correct errors, an.
attempt is then made S683 to correct errors using a heavier-weight mode.

Furthermore, it is noted, with reference to step S671, that in the event that the
value of the operational parameter indicates that a relatively “pessimistic” error

correction strategy is preferable, that it is possible to skip step S$675, and to attempt to
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cortect errors (in step S683) using the heavier weight mode rather than the lighter
weight mode.

Reference is now made to FIG. 6D.

In step S871, a decision is made whether or not to attempt to correct errors
using a faster decoder mode (i.e. of a plurality of candiciate decoder modes) in
accordance with the value of the operational parameter.

In the event that the value of the operational parameter indicates that a
relatively “optimistic” error comrection strategy may be adopted, an attempt ig made in
step S875 to correct errors using the faster decoder mode. If the faster decoder
succeeds mode (see step S879) there is no need to attempt o correct errors using the
slower decoder mode (see step S887). If the faster decoder mode fails to correct
errors, an atiempt is then made $883 to correct errors using a slower decoder mode.

Furthermore, it is noted, with reference to step S871, that in the event that the
value of the operational parameter indicates that a relatively “pessimistic” error
correction strategy is preferable, that it is possible to skip step S865, and to attempt to

correct errors (in step $863) using the slower decoder rather than the faster decoder.

A Discussion of FIGS. 7-8

FIGS. 7-8 are flow charts of techniques for correcting errors in accordance

with a value of the operational parameter using a soft decoder.

Soft decoders operate by assigning a probability to each bit of the codeword
(e.g. the probability that the value of the bit is 1 and not 0), and running multiple
iterations in each of which the probability of each bit is changed according to the
current probabilities of other bits.

Any decoder that is not a soft decoder is herein called "an algebraic decoder”.

In step 8711, one or more bit-probability values are assigned in accordance
with the operational parameter determined in step S415.

For the present disclosure, a “bit-probability value” is defined as a probability
that a specified bit has a specified value - for example, 0 or 1.

In one non-limiting example relating to systematic decoders, bits
corresponding to the original data are read from the memory in step S419. In this
example, one or more of the read-back bits may be flipped - for each bit, a respective
probability that the bit is “flipped” is initially assigned. In the event that the
probability that a given bit is “flipped” is initially assigned “higher” than necessary,
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the iterative probabiiistio error correction routine may converge “unnecessarily slow”
(i.e. in terms of computation steps or resources required and/or amount of time needed
to converge). Conversely, in the event that the probability that a given bit is “flipped”
is initially assigned “lower” than necessary, there is a risk that the error correction
routine may not converge, or may converge to an incorrect resulf

Thus, in one non-limiting use case, in the event 'd;aai the “value of the
operational parameter” indicates an “optimistic situation,” it is possible to assign
appropriate initial probability indicative of a lower probability of bit flipping — this
could “help” the iterative probabilistic error correction routine converge faster. In the
event that the valie of the operatibnal parameter” indicates an “pessimistic situation,”
it is possible to assign appropriate initial probability indicative of a higher probability
of bit flipping.

In sieps 8715 and 8719 the iterafive routine is carried out, where the
probabilities are updated (see step $715) until a “stop condition” is safisfied in step
8719 (for example, until a determination is made that the “original” data was “
correctly” recovered). In step 8723, the routine stops.

Reference is now made to FIG. 8.

As noted above, soft decoders operate by assigning a probability to each bit of
the codeword (e.g. the probability that the value of the bit is 1 and not 0), and running
multiple iterations in each of which the probability of each bit is changed according to
the current probabilities of other bits.

This type of calculation is said to employ "message passing” techmiques, as
each bit "passes messages" to its peers. A major design decision in implementing such
decoders is the bus width of the message passing. Using a wide bus (for example 10
bits) assures that if the algorithm can cope with the errors, the algorithm will indeed
converge to the correct data. But on the other hand, the power consumption of the
decoder is high in such design. Using a narrow bus (for example 3 bits) provides
much lower power consumption, but the decoder might fail to converge to the correct
data in cases with relatively large number of errors (even if the same pattern of data
and errors is correctly decoded in a corresponding wide bus decoder). The number of
bits used for message passing has a major influence on the power consumption of the
decoding process--the higher the number of bits, the higher the power consumption.

One of the reasons for this phenomenon is that the soft decoder's messages and

channel inputs (soft values) are stored in a large-power-consuming RAM during the
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decoding operation. When for example we use 3 bits instead of 10 bits per message,
70% of the RAM can be shut down. Another source of power consumption saving is
the processing units that process these passing messages. It is evident that performing
computations on 3 bits instead of 10 bits requires smaller and less-power-consuming
units.

It is possible to implement a soft decoder in which the' putnber of bits in the
"message passing” can be set at the beginning of the decoding. Thus, i some
embodiments, a decoding bus width size is selected in accordance with the determined
operational parameter value. In the event that the “valie of the operational
paraxﬁeter” indicates an “optimistic situation,” it is possible to select a smaller
decoding bus width size and to comect errors accordingly. Otherwise, it may be
preferable to select a larger decoding bus width size.

This is shown graphically in FIG. 8. In step $751, a decoder bus width is
selected in accordance with the value of the operational parameter. In step 8755,
errors are corrected according to the selected value of the decoder bus width.

A Discussion of FIGS. 9A-9B

As noted earlier with reference to FIG. 3B, the situation where the “first data™
and the “second data™ are the same data is just one special case, and is described in
FIG. 3A.

Nevertheless, FIG. 3B relates to the more general case where the first data and
the second data either (i) are the same or (ii) are different.

Some embodiments relate to memories that include a plurality of memory cells
- for example, flash memory cells, RAM cells or any other memory cells. It is noted
that when data is stored on the memory, the data may reside in one or more memory
cells. In some embodiments, the first data and the second data reside in the same set
of memory cells {for example, because the first data and the second data are the
same) where a “set of memory cells” refers to one or more memory cells.
Alternatively, the first data resides in a first set of one or more memory cells, the
second data resides in a second set of one or more memory cells, where the first set
and the second of memory cells are distinet sets.

The different possibilities are illustrated in FIGS. 9A-9B where the “first
memory cell set M;™ refers to the first set of one or more memory cells on which the
first data resides, and the “second memory cell set M>” refers to the second set of one

or more memory cells on which the second data resides.”
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Referring to FIGS. 9A-9B, case 1 refers to the case where M; and M) are
identical sets. Case 2 refers to the case where M; is a proper sub-set of A, . Case 3
refers 1o the case where M; is a proper sub-set of M; . Case 4 refers to the case where
(i) M; and M overlap (i.e. include at least one common memory cell) (i) M) includes
at least one memory cell that is not a member of M and (iii) Mz includes at least one
memory cell that is not a member of M, . Case 5 refers to the case where M;and M;
are disjoint.

A Discussion of FIGS, 10A-10C
FIGS. 10A-10C provide flow charts for exemplary techniques for correcting

errors in the second data according to some embodiments.

Reference is now made to FIG. 104,

In steps S515 and S515, M) and M are determined. In step S519, it is
determined if there is a sub-set of Af; and M, that co-resides on a common die {(for
example, a comumon flash die). In the event that there is no such sub-set (i.e. A; and
M, are disjoint as in case 5 of FIG. 9B and reside on different dies), then it is
possible to ignore $427 the operational parameter defermined in step 8415 (or to
weigh the “influence” afforded to the operational parameter value {o a lesser extent).

‘However, in the event that such a subset does, in fact exist, then the value of
the operational parameter is used in step S423 (or used o a greater extent) when
correcting ervors in the second data.

Reference is now made to FIG. 10B.

In steps 8515 and 8515, M; and A are determined. In step 8523, it is
determined if there is a sub-set of M; and Af; that co-resides in a common memory
block. In the event that there is no such sub-set (i.e. M; and M are disjoint as in case
5 of FIG. 9B and reside on different memory blocks ~ for example, different flash
blocks), then it is possible to ignore 8427 the operational parameter determined in
step S415 (or to weigh the “influence™ afforded to the operational parameter value to
a lesser extent}.

However, in the event that such a subset does, in fact exist, then the value of
the operational parameter is used in step 8423 (or used to a greater extent) when
cotrecting errors in the second data.

Reference is now made to FIG. 10C.

In steps S515 and S515, M; and M, are determined. In step S523, it is

determined if there is a sub-set of My and A, that co-resides on a commeon wordline.
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In the event that there is no such sub-set (i.e. M; and M are disjoint as in case 5 of
FIG. 9B and reside on different wordlines - for example, different flash wordiines),
then it is possible to ignore S427 the operational parameter determined in step 5415
(or to weigh the “influence” afforded to the operational parameter value to a lesser
extent).

Flowever, in the event that such a subset does, in fact exist, then the value of
the operational parameter is used in step $423 (or used to a greater extent) when
correcting errors in the second data.

Discussion of FIG. 11 _

There is rio limitation on the system architecture in which any presendtly-
disclosed technique may be carried out. In some embodiments, any presently-
disclosed technique may be carried out at least in part on a “single device” resicding in
a single device housing. Alternatively or additionally, any presently-disclosed
technique may be carried out at least in part on an “external device” other than a
device in which the memory resides. In one non-limiting example, any presently-
disclosed technigue may be carried out in a host device interfaced with a memory
device (for example, a non-volatile memory device such as a flash memory device)
via any device port or interface — for example, a USB interface, SD interface, MMC
interface, NAND interface or any other interface.

Reference is now made to FIG. 11 which is a block diagram of a flash memory
storage device 260B. Although FIG. 11 relates to the specific case of a flash memory
device 2608, it is appreciated that this is not a limitation, and the presently-disclosed
techniques are also applicable to memory devices that include memory other than
flash memory 270 — for example, volatile memory and/or magnetic memory.
Although no device port is depicted in storage device 260B, it 1s appreciated that in
some embodiments the storage device 260B includes a device port (for example, if
storage device 260 is a peripheral storage device 2607}, and 1n some embodiments the
storage device 2601 lacks a device port.

In the non-limiting example of FIG. 11, (i) step S411 is carried out by flash
controller 2808 which writes the first data to flash memory 270; (ji) steps 8415 and
$417 are carried out by the flash controller 280B; (iii) step S419 is carried out by
flash controller 2808 which reads the second data from flash memory 270; and (iv)

step 8423 is carried out by flash controller 280B which corrects errors in the second
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data read back from flash memory 270 in accordance with the determined value of the
operational parameter.

There is no limitation on where the value of the operational parameter is saved
in step 8417, and the value of the operational parameter may be saved in any
combination of volatile and/or non-volatile memory.

A brief discussion is now presented relating to non-limiting implementations
where the flash controlier 286 resides on a die that is different from the one or more
dies of the flash memory 270. It is appreciated that this is non-limiting and that other
implementations are contemplated.,

Case A: One or more operational parameter values associated with one or more
locations in flash memory (i.e. physical or logical location) are stored in the NAND
flash die. After each flash programming operation, one or more operational parameter
values are stored “imternally” in a dedicated location in flash. To save space, the
storage location may be shared by all pages in a block — each programming operation
overwriting the previous result (i.e. operational parameter value) from writing a
previous page in that block. This may assume that pages of the same block are
correlated in their quality. In this implementation the controller reads S421 the
value(s) of the operational parameter(s) when needed. The flash die provides a
command that allows the controller to read the operational parameter(s) value(s)
associated with a specific page (or block). The controller may do this reading 8421 of
the operational parameter(s} value(s) either before reading the secor;d data S419 or
after reading the date 8419, The read operational parameter(s) valoe(s) is then uged in
the error commestion provess.

Case B: The information (i.e. the value(s) of one or more operational parameter) is
stored in the controller rather than in the flash. In this implementation, the controller
reads the value(s) of the one or more operational parameters using a command similar
to the one mentioned above. In this case, the flash die does not have 1o provide extra
storage area, except for a single register holding the information of the last
programming operation. The controller 280 has the freedom to decide whether to store
the quality information per each page or only per each block, trading-off storage space
with better reliability of the information.

It is noted that any controller 280 (or 280B) disclosed herein (either a flash
controller as illustrated in the figures or a controller for a memory device other than a

flash memory device) may be implemented using any combination of hardware (for
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example, including a microprocessor and optionally volatile memory such as RAM or
registers), firmware and/or software (for example, computer code which is stored in
volatile and/or non-volatile memory and is executable by a microprocessor).
Controller 280 (or 280B) may include any software and/or firmware and/or hardware
element(s) including but not limited to field programmable logic array (FPLA)
element(s), hard-wired logic element(s), field programmable gate array (FPGA}
element(s), and application-specific integrated circuit (ASIC) element(s). Any

instruction set architecture may be used in controller 280 or 280B including but not

Timited to reduced instruction set computer (RISC) architecture and/or complex

instruction set computer (CISC) architecture.
Discussion of FIG. 12

FIG. 12 is a block diagram of an exemplary system where the technique of
FIC. 3B is carried out at least in part on the “host side.” In the example of FIG. 12, the
system includes host device 310 and flash memory storage device 260*.

Although a flash memory storage device 260% is depicted in FIG. 12, it is
appreciated that the teachings may be applied to other memory devices other than
flash memory devices.

In the non-limiting example of FIG. 12, (i) step S411 is carried out by the host
316 which writes the first data to flash memory 270 of flash memory deviee 260* (for
example, by sending a request from host 310 to flash memory device 260 to write the
first data); (ii) step S415 is carried out by host device 310 (which may, for example,
send a “query” to flash device 260* requesting information related to the writing of
the first data of step S411 after the first data writing); (iii) step S415 is carried out by
host device 310 which may save the operational parameter(s) value(s) in any location
on the host side and/or device side; (iv) step S419 is carried out by host device 310
which retrieves the operating parameter(s) value(s) from the flash device 260* or
from any other volatile and/or non-volatile memory; (v) step S421 is carried out by
host device 310 (for example, by sending a request from host 310 to flash memory
device 260 to read the second data); and (vi) step $423 is carried out by host device
310.

In one non-limiting embodiment, one or more steps carried out by the host
side are carried out by processor 320 executing executable code 348 (for example,
“device driver code™) residing in RAM 330.

A Discussion of FIG. 13
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As noted earlier, any step of FIG. 3B may be carried out at least in part on the
host device and/or at least in part on the flash storage device 260.

FIG. 13 is a block diagram of a system for handling error correction for a
memory (for example, flash memory 270). The system includes: a) a data-writer 910
{for example, a flash data-writer) operative to write first data to a memory (including
but not limited to flash memory 270); b) an operational-parameter determiner 922
operative to determine a value of an operational parameter, the determined value
being a consequence of the writing of the first data; ¢) a data-reader operative 918 (for
example, a flash data-reader), subsequent to the writing and to the defermining, to
read second data from the memory (for example, including but not Himited to flash
memory 270); and d) an error correction element 926 operative to correct errors in the
second data according to the determined operational parameter value that is a
consequence of the writing of the first data.

It is noted that data-writer 910 and/or data-reader 918 and/or operational
parameter determiner 922, and/or error comection element 926 may be implemented
in any combination of hardware and/or software and/or firmware appropriately
configured to perform the functionality described above. Furthermore, any element in
FIG. 13 may reside at least in part on any device inchading but not limited fo host
device 310 and flash memory device 260.

In one non-limiting example, data-writer 910 may be either a controller 280
(which writes data to flash memory 270) and/or a host device 310 (for example,
operative to send an appropriate ‘write data’ command to peripheral storage device
260* via communications link 300).

The operational parameter(s) may be determined at least in part on the device
side and/or on the host side. Thus, in one non-limiting example, the operational-
parameter determiner 922 may be any combination of controller 280 and/or host
device 310 (for example, executing the appropriate device drivers).

In one non-limiting example, data-reader 910 may be ejther a controller 280
(which writes data to flash memory 270) and/or a host device 310 (for example,
operative to send an appropriate ‘read data’ comumand to a peripheral storage device
260* via communications link 360).

In different embodiments, any system of FIGS. 11-13 is operative to camry out

one or more routines described herein.
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It is forther noted that any of the embodirnents described above may frther
include receiving, sending or storing imstructions and/or data that inipiement the
operations described above in conjunction with the figures upon a computer readable
medium. Generally speaking, a computer readable medium may include storage
media or memory media such as magnetic or flash or optical media, e.g. disk or CD-

ROM, volatile or non-volatile media such as RAM, ROM, etc. as well as transmission

" media or signals such as electrical, electromagnetic or digital signals conveyed via a

comnmunication medium such as network and/or wireless links.

Having thus described the foregoing exemplary embodiments it will be
apparent to those skilled in the art that various equivalents, alterations, modifications,
and improvements thereof are possible without departing from the scope and spirit of
the claims as hereafter recited. In particular, different embodiments may include
combinations of features other than those described herein. Accordingly, the claims

are not limited to the foregoing discussion.
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WHAT IS CLABVMED IS:

1) A method for handling error correction, the method comprising
a) writing first data to a memory;
b) determining a value of an operational parameter, the determined value
being a consequence of the writing of the first data;
¢) subsequent to the writing and to the determining, reading second data from
the memory; and
d) correcting errors in the second data according to the determined operational
parameter value that is a consequence of the writing of the first data.
2) The method of claim 1 wherein the first data is the same as the second data.
3) The method of claim 1 wherein the memory is a non-volatile memory or a volatile
memory.
4} The method of claim 3 wherein the non-volatile memory is a flash memory.
5) The method of claim 1 wherein the first data are written to and the second data are
read from the same set of one or more memory cells.
6) The method of claim 1 wherein:
i) the first data are written to a first set of one or more memory cells; and
ii) the second data are read from a second set of one or more memory cells, the
second set being different from the first set.
7) The method of claim 6 wherein the method is carried out such that at least one of a
first set condition, a second set condition, a third set condition, and a fourth set
condition is true, and wherein the set conditions are defined as follows:
A) according to the first set condition, the first set of memory cells and
second set of memory cells include at least one common memory celi;
B) according fo the second set condition, the first and second memory
cell sets are disjoint sets;
C) according to the third set condition, the first set of memory cellsis a
subset of the second set of memory cells; and
D) according to the fourth set condition, the second set of memory
cells is a subset of the first set of memory cells.
8) The method of claim 1 wherein:

i} the first data are written to a first set of one or more memory cells;
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i1} the second data are read from a second set of one or more memory cells the
second set being different from the first set; and
iii) the correcting of errors of the second data according to the operational
parameter value that is a consequence of the writing of the first data is effected
only if at least one of a first set condition, a second set condition and a third
set condition is true, and wherein the set conditions are defined as follows:
A) according to the first set condition, a subset of the first set of
memory cells and a subset of the second set of memory cells co-reside
on a comunon dig; '
B) according to the second set condition, a subset of the first sg:t'of
memory cells and a subset of the second set of memory cells co-reside
in a common memory cell block; and
C) according to the third set condition, a subset of the first get of
memory cells and a subset of the second set of memory cells co-reside
on a common wordline.
9) The method of claim 1 wherein the determined operational parameter value is
related 1o a measure of a reliability of the writing of the first data.
10) The method of claim 1 wherein the determined operational parameter value
describes at least one of:
1) mumber of bits left in incorrect state at the end of the writing of the first
data;
i) a number of programming iterations used in the writing of the first data;
and
il) a time required for the writing of the first data.
11} The method of claim I wherein the correcting of errors according to the
determined operational parameter value includes selecting a decoding bus width size
in accordance with the determined operational parameter value,
12} The method of claiim 1 wherein the correcting of errors according to the
determined operational parameter value includes effecting at least one of
i) cheosing one of a first decoder and a second decoder in accordance
with the determined operational parameter value and comecting errors
using only the chosen decoder of the first and second decoders; and
1i) choosing one of a first mode of a decoder and a second mode of the

decoder in accordance with the determined operational parameter value



WO 2009/127987 _ PCT/IB2009/051270

37

and correcting errors using only the chosen mode of the first and
second modes.
13) The method of claim 1 wherein the correcting of errors according to the
determined operational parameter value includes at least one of:
i} deciding whether to: ‘
A) atternpt to corTect errors using a lighter-weight decoder or
B) to attempt to correct errors using only a heavier-weight decoder that
is heavier than the lighter weight decoder;
i1} deciding whether 1o:
A) attempt to correct errors using a faster decod.er or
B) to attempt to correct errors using only a slower decoder that is
slower than the faster decoder;
iii) deciding whether to:
A) attempt to correct errors using a lighter-weight mode of a particular
decoder or
B) to attempt to correct etrors using only a heavier-weight mode of the
particular decoder that is heavier than the lighter weight mode; and
iv) deciding whether to:
A) attempt to correct errors using a faster mode of a particular decoder
or
B) to atternpt to correct errors using only a slower mode of the
particular decoder that is slower than the faster mode.
14) The method of claim 1 wherein the correcting of errors in the second data
according to the determined operational parameter value includes determining, in
accordance with the determined operational parameter value, one or more bit-
probability values for the second data,
15} A data storage device comprising:
é) a memory; and
b) a controller operative to:
i) write first data to the memory;
ii) determine a value of an operational parameter, the determined value
being a consequence of the writing of the first data;
iif) subsequent to the writing and to the determining, read second data

from the memory; and
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iv) correct errors in the second data according to the determined
operational parameter value that is a consequence of the writing of the
first data.
16) The device of claim 15 wherein the controller is operative such that the first data
is the same as the second data.
17) The device of claim 15 wherein the memory is a volatile memory or a non-
volatile memory. '
18) The device of claim 15 wherein the non-volatile memory is a flash memory.
19) The device of claim 15 wherein the memory includes a plurality of memory cells
and the controller is operative to write the first daia and read the second data from
the same set of one or more of the memory cells.
20) The device of claim 15 wherein the memory includes a plurality of memory cells
-and the coniroller is operative:
i} to write the first data to a first set of one or more of the memory cells; and
it} to read the second data from a second set of one or more of the memory
cells, the second set being different from the first set.
21) The device of claim 20 wherein the controller is operative such that at least one of
a first set condifion, a second set condition, a third set condition, and a fourth set
condition is true, and wherein the set conditions are defined as follows:
A) according to the first set condition, the first set of memory cells and second set
of memory cells include at least one common memory cell;
B) according to the second set condition, the first and second memory cell sets
are digjoint sets;
) according to the third set condition, the first set of memory cells is a subset of
the second set of memory cells; and
D) according to the fourth set condition, the second set of memory cells is a subset
of the first set of memory cells.
22) The device of claim 15 wherein the memory includes a plurality of memory cells
and the coniroller is operative:
i) to write the first data to a first set of one or more of the memory cells;
#) to read the second data from a second set of one or more of the memory
cells the second set being different from the first set; and
iii) to effect the correcting of the second data according to the operational

parameter value that is a consequence of the writing of the first data only if at
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least one of a first set condition, a second set condition and a third set
condition is true, and wherein the set conditions are defined as follows:
A) according to the first set condition, a subset of the first set of
memory cells and a subset of the second set of memory cells co-reside
on a comumon dig;
B) according to the second set condition, a subset of the first set of
memory cells and a subset of the second set of memory cells co-reside
in a common memory cell block; and
C) according to the third set condition, a subset of the first set of
memory cells and a subset of the second set of memory cells co-reside
on & comumon wordline.
23) The device of claim 15 wherein the determined operational parameter value is
related to a measure of a reliability of the writing of the first data.
24) The device of claim 15 wherein the determined operational parameter value
describes at least one of:
i) a number of bits left in incorrect state at the end of the writing of the first
data;
i1} a number of programming iterations used in the writing of the first data;
and
iii) a time required for the writing of the first data.
25) The device of claim 15 wherein the controller is operative such that the
correcting of errors according to the determined operational parameter value includes
selecting a decoding bus width size in accordance with the determined operational
parameter value.
26) The device of claim 15 wherein the controller is operative such that the correcting
of errors according to the determined operational parameter value includes at least one
of;
i) choosing one of a first decoder and a second decoder in accordance with the
determined operational parameter value and correcting errors using only the
chosen decoder of the first and second decoders; and
ii) choosing one of a first mode of a decoder and a second mode of the
decoder in accordance with the determined operational parameter value and

correcting errors using only the chosen mode of the first and second modes.
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27 The device of claim 15 wherein the controller is operative such that the correcting
of errors aceording to the determined operational parameter value includes at least one
of:
i) deciding whether:
A)to attempt to correct errors using a lighter-weight decoder or
B) to attempt to correct errors using only a heavier-weight decoder that
is heavier than the lighter weight decoder;
ii) deciding whether to:
A) attempt to correct exrors using a faster decoder or
B) to attempt to corfect errors using only a slower decoder that is
slower than the faster decoder;
iii) deciding whether to:
A) attempt to correct errors using a lighter-weight mode of a particular
decoder or '
B) to atfempt fo correct errors using only a heavier-weight mode of the
particular decoder that is heavier than the lighter weight mode; and
iv) deciding whether to:
A) atternpt to correct errors using a faster mode of a particuiar decoder
or
B) to attempt to correct errors using only a slower mode of the
particular decoder that is slower than the faster mode.
28) The device of claim 15 wherein the controller is operative such. that the correcting
of emors according to the determined operational parameter value includes
determining, in accordance with the determined operational parameter value, one or
more bit-probability values for the second data.
29) A host device comprising:
a) a host-side storage;
b) a host-side processor;
¢) a host-side interface for inter-device coupling with a memory device; and
d) driver code residing in the host-side storage, wherein execution of the
driver code by the host-side processor is operative to:
i) write first data to the memory device;
ii) determine a value of an operational parameter, the determined value

being a consequence of the writing of the first data;
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iii) subsequent to the writing and to the determining, read second data
from the memory device; and
iv) handle emor correction of the second data according to the determined
operational parameter value that is a consequence of the writing of the first
. data.
30} The host memory device of claim 29 wherein the driver code is operative such
that first data is the same as the second data.
31) The host device of claim 29 wherein the driver code is operative such that the
handling of error correction includes issuing a command, via the host-side interface,
to handie the error correction of the second data according to the determined
operational parameter. ‘
32) The host device of claim 29 wherein the driver code is operative such that the
handling of error coirection includes correcting errors, on the host side, in the second
data according to the determined operational parameter value that is a consequence of
the writing of the first data.
33) A system for handling error correction, the system comprising:
a) a data-writer operative to write first data to & memory;
b) an operational-parameter determiner operative to determine a value of an
operational parameter, the determined value being a consequence of the
writing of the first data;
c) a data-reader operative, subsequent to the writing and to the determining, to
read second data from the memory; and
d) an error correction element operative to comrect errors én the second data
according to the determined operational parameter value that is a consequence
of the writing of the first data.
34) The system of claim 33 wherein the system is operative such that first data is the
same as the second data.
35) The system of claim 33 wherein the error comrection element includes a hardware
decoder.
36) The system of claim 33 wherein the error correction element includes an algebraic
decoder.
37) The system of claim 33 wherein the error correction element includes a soft

decoder.
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38) A computer readable medivm having stored therein computer readable program
code for handling error correction for a memory, the program code being operable to:
a) write first data to the memory;
b) determine a value of an operational parameter, the determined value being a
consequence of the writing of the first data;
¢) subsequent to the writing and to the determining, read second data from the
memorty; and
d) correct errors in the second data according to the determined operational
parameter value that is a consequence of the writing of the first data.
39) A controller for a memory, the memory including a plurality of memory cells, the
controller comprising:
a) circuitry that is operative to:
i) write first data to the memory;
it} determine a value of an operational parameter, the determined value
being a consequence of the writing of the first data;
iii) subsequent to the writing and to the determining, read second data
from the memory; and
iv) correct errors in the second data according to the determined
operational parameter value that is a consequence of the writing of the
first data.
40) The controller of claim 39 wherein the circuitry includes at least one of software
and firmware,
41} The controller of claim 39 wherein the circuitry is operative such that the first

data is the same as the second data.
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