An improved virtual tape storage device that utilizes a standard tape library (20) coupled to the host (10) to destage virtual volumes (32) to reclaim space in the virtual storage system.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AL</td>
<td>Albania</td>
<td>ES</td>
<td>Spain</td>
<td>LS</td>
<td>Lesotho</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AM</td>
<td>Armenia</td>
<td>FI</td>
<td>Finland</td>
<td>LT</td>
<td>Lithuania</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>Austria</td>
<td>FR</td>
<td>France</td>
<td>LU</td>
<td>Luxembourg</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AU</td>
<td>Australia</td>
<td>GA</td>
<td>Gabon</td>
<td>LV</td>
<td>Latvia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AZ</td>
<td>Azerbaijan</td>
<td>GB</td>
<td>United Kingdom</td>
<td>MC</td>
<td>Monaco</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BA</td>
<td>Bosnia and Herzegovina</td>
<td>GE</td>
<td>Georgia</td>
<td>MD</td>
<td>Republic of Moldova</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BB</td>
<td>Barbados</td>
<td>GH</td>
<td>Ghana</td>
<td>MG</td>
<td>Madagascar</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BE</td>
<td>Belgium</td>
<td>GN</td>
<td>Guinea</td>
<td>MK</td>
<td>The former Yugoslav</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BF</td>
<td>Burkina Faso</td>
<td>GR</td>
<td>Greece</td>
<td>ML</td>
<td>Mali</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG</td>
<td>Bulgaria</td>
<td>HU</td>
<td>Hungary</td>
<td>MN</td>
<td>Mongolia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BJ</td>
<td>Benin</td>
<td>IE</td>
<td>Ireland</td>
<td>MR</td>
<td>Mauritania</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BR</td>
<td>Brazil</td>
<td>IL</td>
<td>Israel</td>
<td>MW</td>
<td>Malawi</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BY</td>
<td>Belarus</td>
<td>IS</td>
<td>Iceland</td>
<td>MX</td>
<td>Mexico</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA</td>
<td>Canada</td>
<td>IT</td>
<td>Italy</td>
<td>NE</td>
<td>Niger</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CF</td>
<td>Central African Republic</td>
<td>JP</td>
<td>Japan</td>
<td>NL</td>
<td>Netherlands</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CG</td>
<td>Congo</td>
<td>KE</td>
<td>Kenya</td>
<td>NO</td>
<td>Norway</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>Switzerland</td>
<td>KG</td>
<td>Kyrgyzstan</td>
<td>NZ</td>
<td>New Zealand</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CI</td>
<td>Côte d’Ivoire</td>
<td>KP</td>
<td>Democratic People’s</td>
<td>PL</td>
<td>Poland</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CM</td>
<td>Cameroon</td>
<td>KR</td>
<td>Republic of Korea</td>
<td>PT</td>
<td>Portugal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CN</td>
<td>China</td>
<td>KZ</td>
<td>Kazakhstan</td>
<td>RO</td>
<td>Romania</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CU</td>
<td>Cuba</td>
<td>LC</td>
<td>Saint Lucia</td>
<td>RU</td>
<td>Russian Federation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CZ</td>
<td>Czech Republic</td>
<td>LI</td>
<td>Liechtenstein</td>
<td>SD</td>
<td>Sudan</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Germany</td>
<td>LK</td>
<td>Sri Lanka</td>
<td>SE</td>
<td>Sweden</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DK</td>
<td>Denmark</td>
<td>LR</td>
<td>Liberia</td>
<td>SG</td>
<td>Singapore</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EE</td>
<td>Estonia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td>Slovenia</td>
<td>SK</td>
<td>Slovakia</td>
<td>SN</td>
<td>Senegal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SZ</td>
<td>Swaziland</td>
<td>TD</td>
<td>Chad</td>
<td>TG</td>
<td>Togo</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TJ</td>
<td>Tajikistan</td>
<td>TM</td>
<td>Turkmenistan</td>
<td>TR</td>
<td>Turkey</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TT</td>
<td>Trinidad and Tobago</td>
<td>UA</td>
<td>Ukraine</td>
<td>UA</td>
<td>Ukraine</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UG</td>
<td>Uganda</td>
<td>US</td>
<td>United States of America</td>
<td>UZ</td>
<td>Uzbekistan</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VN</td>
<td>Viet Nam</td>
<td>YU</td>
<td>Yugoslavia</td>
<td>ZW</td>
<td>Zimbabwe</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TAPE DRIVE EMULATION SYSTEM INCLUDING TAPE LIBRARY INTERFACE

BACKGROUND OF THE INVENTION
The present invention relates to storage systems, and in particular, to a method and apparatus for storing data on a virtual tape storage system.

A virtual tape storage system is a hardware and software product configured to interact with a host computer. Application programs running on the host computer store data output on tape volumes for storage. These tape volumes are embodied in the virtual tape storage system as virtual volumes on virtual tape drives (VTD). A virtual volume is a collection of data, organized to appear as a normal tape volume, residing in the virtual tape storage system. To the host computer and to the application programs, the tape volume contents appear to be stored on a physical tape device of a particular model, with the properties and behavior of that model emulated by the actions of the virtual tape storage system. However, the data may actually be stored as a virtual volume on any of a variety of different storage mediums such as disk, tape, or other non-volatile storage media, or combinations of the above. The virtual volume may be spread out over multiple locations, and copies or "images" of the virtual volume may be stored on more than one kind of physical device, e.g., on tape and on disk.

When an image of the virtual volume is stored on disk, different portions of the volume's contents may be stored on different disk drives and on different, non-contiguous areas of each of the disk drives. The virtual tape storage system maintains indexes which allow the contents of any virtual volume whose image is stored on disk to be read by the host, the virtual tape storage system retrieving scattered parts as needed to return them in correct sequence.

When an image of a virtual volume is stored on tape, it may be stored on a single tape together with images of other virtual volumes, or different parts of the image may be stored on more than one different tape with each part again
placed with images, or parts of images, of other virtual volumes. In both of these approaches to tape storage of virtual volume images, the images are said to be "stacked." The virtual volume images may be stored on a variety of different tape device models other than the one being emulated. As with images stored on disk, the virtual tape storage system maintains indexes which allow it to retrieve the contents of any virtual volume stored in a stacked image from the tape or tapes on which it is stored.

A shortcoming of storing stacked images on tape arises because the stacked image is not recognizable by standard hardware and application programs.

Existing virtual storage systems include proprietary tape drive units for destaging virtual volumes from staging disks to tape. If, as is usually the case, the customer has already invested in tape library hardware the addition of a virtual tape drive system requires adding additional tape drive resources to perform destaging operations for the virtual tape drive system.

Thus, an improved virtual tape system and methods for its operation that overcomes the shortcomings of the presently available devices is needed.

SUMMARY OF THE INVENTION

According to one aspect of the present invention, a virtual library manager (VLMAN) subroutine, part of a Library Management System (LMS) running on the host computer, interfaces the virtual storage system and the host computer. VLMAN interacts with software provided with the existing tape library to access physical tape volumes mounted on tape drives in tape library.

According to another aspect of the invention, the contents of virtual volumes staged on staging disks on the virtual tape server may be destaged to the physical tapes mounted on the tape library to reclaim space in the virtual tape server.
Other features and advantages of the invention will be apparent in view of the following detailed description and appended drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

Fig. 1A is a conceptual block diagram of a preferred embodiment of the invention;

Fig. 1B is a block diagram of a preferred embodiment of a tape drive emulating (TDE) system according to the present invention;

Fig. 2a is a representation of a packet;

Fig. 2b is a representation of packet contents for compressed user data;

Fig. 2c is a representation of packet contents for uncompressed user data;

Figs. 3a and b are flow charts of steps performed by an embodiment of the present invention.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

A preferred embodiment will now be described with reference to the figures, where like or similar elements are designated with the same reference numerals throughout the several views.

Fig. 1A is a high-level block diagram of a digital system in which a preferred embodiment of a virtual tape storage system of the present invention is utilized. In Fig. 1A, a host computer 10, for example an IBM mainframe computer, executes a plurality of applications 12. In practice, host computer 10 typically runs the MVS operating system manufactured by IBM, although other operating systems are well known to one of skill in the art and may also be used. MVS provides I/O services to various applications 12 including I/O for a tape unit 20, which may be an automatic tape library (ATL), or other type of tape storage device. Applications 12 may be coupled directly to tape unit 20 through ESCON tape devices (ETD) 24 by means of a physical interface such as an
ESCON 3490 Magnetic Tape Subsystem Interface 22. MVS, the
ESCON interface 22, and the host computer 10 are well-known in
the art.

Applications 12 may also be coupled to a virtual
tape server 30, also referred to herein as an open system
server (OSS). OSS is manufactured by the assignee of the
present invention. Virtual tape server 30 maintains virtual
tape drives 32 (VTDs), which emulate the physical ETDS like
those at 24. More details of the VTDs 32 will be presented
below. The interface between an application 12 and a VTD 32
is OSS Emulated Device interface 33, which in the preferred
embodiment is an ESCON interface.

A library management system (LMS) software module 34
also resides on host 10 and provides services to MVS and
virtual tape server 30. LMS 34 is responsible for management
of the tape library environment and performs such tasks as
fetching and loading cartridges into drives, returning
unloaded cartridges to their home locations, etc. The
interface between LMS 34 and virtual tape server 30 is the
Library Manager Interface with paths 35a and 35b based on two
different and distinct protocols.

VTD 32 is a non-physical device that responds as if
it were a physical device. In the currently described
embodiment, the emulated physical device is an IBM-3490 tape
drive, although other devices may also be emulated. VTD 32
responds to commands issued on a channel in the same fashion
as the emulated technology. Thus, the absence of a physical
tape device may be unknown to application 12.

Applications 12 typically store data in tape
volumes. Tape volumes are well-known data structures. A
"virtual volume" is a collection of data and metadata that,
taken together, emulate a real tape volume. When "mounted" on
a VTD, these virtual volumes are indistinguishable from real
tape volumes by the host computer. In this context, "data"
refers to data output by the host to be stored on tape and
"metadata" refers to information generated by virtual tape
server 30 which permits the emulation of real tape drives and
volumes.
Fig. 1B is a high level block diagram of a part of virtual tape server 30 utilizing an embodiment of the present invention that may be coupled to one or more host computers 10 (Fig. 1A). Host computers 10 are typically large mainframe computers running an operating system such as MVS, and various application programs.

A plurality of channel interfaces (CIFs) 42 are coupled to host I/O channels (not shown) to transfer data between host 10 and virtual tape server 30.

Each CIF 42 includes a host interface 44, an embedded server 46, a data formatter 48 for performing data compression and other functions, a buffer memory 50, an SBUS interface 52, and an internal bus 54. In the preferred embodiment, the embedded processor 46 is a model 1960 processor manufactured by Intel Corporation.

A main controller 60 is coupled to CIFs 42 and includes a main processor 62, a main memory 64, an SBUS interface 66, and an internal bus 68. In the preferred embodiment, the main processor is a SPARC computer manufactured by Sun Microsystems, Incorporated. CIFs 42 and main controller 60 are coupled together by a system bus 70, which is an SBUS in the preferred embodiment.

Virtual tape server 30 stores host data in virtual volumes mounted on VTDs 32. In one preferred embodiment, the data is originally stored on staging disks 80. Because virtual tape server 30 must interact with the host as if the data were actually stored on physical tape drives, a data structure called a virtual tape drive descriptor is maintained in main memory 64 for each VTD 32. The virtual tape drive descriptor contains information about the state of the associated VTD 32. Additional structures, including a virtual tape "volume" structure and other structures subordinate to it, register the locations at which data is physically stored, among other information.

Subsequently, data may be transferred from staging disks 80 to one or more magnetic tape units: As mentioned above, tape units 20 may be individual tape units, automatic tape libraries (ATLs), or other tape storage systems.
However, the location and other properties of the data is still defined in terms of the virtual tape volume structures in memory and stored in a disk-based control data set.

An example will help clarify the meaning of the terms. If application 12 intends to write data to tape, it requests that a tape be mounted on a tape drive. LMS intercepts the request and causes a virtual volume to be mounted on one of the VTDs 32 to receive the application output, which is delivered by the ordinary tape output programs of the MVS operating system. Blocks of data received by virtual tape server 30 are "packetized", the packets are grouped together in clusters with a fixed maximum size, called "extents", and the extents are written to staging disks 80 in virtual tape server 30. The staging disk space is treated as collections, called regions, of fixed-size space units called extents. Thus, data stored or to be stored in an extent is transferred between the controller and the staging disks during staging disk read/write operations.

Often the extents containing data from one virtual tape are scattered over several disk drives. All information about the packetization, such as packet grouping in extents and extent storage locations, required to reassemble the volume for later use by the host is metadata. Part of the metadata is stored with each extent and part is stored on non-volatile storage in virtual tape server 30, separate from the extent storage.

Data transferred from a host to a tape drive is sequential. The packets are stored in an extent in order sequentially by block number. A system for serializing packets is disclosed in the commonly-assigned co-pending application entitled "Data Serialization", filed (Attorney docket #18121-4-1).

Formatting a data block under this method produces a "packet" 200 as shown in figure 2. Packet 200 has a header 210 that includes, for example, a Packet-Id, user-data 220, and a trailer 230. Packet 200 is shown in more detail in Figures 2b and 2c. Packet 200, which may conform, for example to ANSI standards X3.224-1994 and X3.225-1994, contains a
version of the hosts data block, compressed or, optionally not compressed, and descriptive control information such as the sequential number of the block in the sequence of all blocks written to a virtual tape volume, the lengths of the block, before and after compression, flags signaling whether compression was used and which of allowable compression algorithms was used, and calculated "CRC" check characters useful for verifying that packet 200, when transmitted from one storage system component to another, survived without corruption. In other words, the parts of packet 200 make the formatted block substantially self-describing.

In the present invention, data sets stored on virtual volumes are destaged from the staging disks to the existing tape library attached to the host. Accordingly, the user's existing resources are utilized and no redundant investment in additional tape drive libraries is required. In the preferred embodiment the data sets are stacked on tapes in an existing tape library coupled to the host computer and accessed by standard programs resident on the host.

The LMS software module includes a virtual library manager (VLMAN) submodule. VLMAN includes hooks to the host's existing tape drive accessing methods. When data must be destaged from OSS, VLMAN requests access to the host's tape libraries. Read (for reading data from the OSS) or write (for writing it to tape) directives are then issued from VLMAN to the host which executes the utilizing existing software.

A preferred embodiment of the invention will now be described with reference to the flow charts of Figs. 3a and 3b. The virtual tape library process (VTL) runs several monitor routines in parallel. A Start Health Check Process monitors the system for subsystem degradation. If RAID usage is critical a space manage routine is started. The space manage routine is also started periodically, on fixed time intervals.

The space manage routine Requests a RAID status report. In a preferred embodiment this report is generated by mounting an administrative volume as described in a commonly assigned copending application entitled "IMPROVED INTERFACES
FOR AN OPEN SYSTEMS SERVER PROVIDING TAPE DRIVE EMULATION”
(Attny. Docket No. 18121-6-1, filed ____).

The active and unassigned space from each virtual
volume pool is read and an SMF (system management facility)
entry containing RAID status report and usage is created for
subsequent reporting functions. The percentage of active
space is compared with a user defined parameter to determine
whether space reclamation is required.

The steps for space reclamation are set forth in
Fig. 3b. First it is determined whether a previous space
reclaim is still running. If not, the reclaim process gets
the next virtual volume pool to process. A volume candidate
list for reclamation is created and work is handed over to
stacking programs of VLMAN.

These stacking programs use the tape library
programs already on the host, under control of VLMAN, to read
data sets from virtual volumes in the OSS and write them to
the physical tapes mounted on the physical tape drives in the
tape library.

While the above is a complete description of
specific embodiments of the invention, various modifications,
alternative constructions, and equivalents may be used.
Therefore, the above description should not be taken as
limiting the scope of the invention as defined by the claims.
WHAT IS CLAIMED IS:

1. A virtual tape storage system coupled to a host computer, with the host computer coupled to a physical tape drive and having tape library software for accessing physical volumes mounted on the physical tape drive, and with the virtual tape storage system responding to commands from the host computer as an emulated tape unit, the emulated tape unit having an expected format for storing data, the virtual tape storage system comprising:
   staging disks for storing virtual volumes;
   a processor for organizing data in the virtual tape storage system according to the emulated format;
   a virtual library manager program, running on said host computer, for transferring data in virtual volumes to physical volumes mounted on the tape library, with the virtual library manager program utilizing accessing methods in the tape library software to read data from the virtual tape storage system and write data to the physical tape volumes mounted on the tape drives of tape library.
Figure 2 Packet Format

Packet Header

SOH prv block-4 packet length (id+user) trir ligh comp flag alg # 00...0

Packet Trailer

uncomp. data length uncomp. data CRC CRC user + trir (1-6) padded

ICRC, user + trir (==pad)

Figure 2a Packet Contents, Compressed User Data

Figure 2b Packet Contents, Uncompressed User Data

SOH prv block-4 packet length (id+user) trir ligh comp flag alg # 00...0

Packet Header

uncompressed user data

<Packet Trailer>

07 padded

ICRC, user + trir (==pad)

<CRC1>
**OSS-D: Space Management**

**Start VTL Process**

**Parallel Monitors**

- **Start Health Check Process**
  - **Monitor Time Expired**
    - **Yes**
      - **Poll OSS Using Health Load Display**
    - **No**
      - **Subsystem Degraded**
        - **Yes**
          - **RAID Usage Critical**
            - **Yes**
              - **Space Manage**
            - **No**
              - **Process Degraded Message**
        - **No**
          - **Space Manage**

- **Time to Run RAID Status Report**
  - **Yes**
    - **Request a RAID status report**
    - **Read and determine active and unaligned space from each volume pool**
    - **Create SMF entry containing RAID status report and usage for subsequent reporting functions**
    - **Compare percentage of active space with the user defined parameter to determine if space reclamation is required**
    - **Reclamation Required**
      - **Yes**
        - **Reclaim Page 2**
      - **No**
        - **Monitor**

**A RAID Status report is retrieved from OSS by 'mounting' a fake volume on a virtual device then contents of which reflect the current contents and status of the each of the real virtual volumes on occupying space on the RAID.**

At the moment space reclamation is performed on a pool by pool basis in a round-robin basis.

Another way of doing this would be to space manage the volume pool that was consuming the most space or have individual highflow thresholds for each of the defined pools. If there was no defined sub percentage parameter for the volume pool in question then it would fall into a default management context and simply be used in the overall consumption of space calculations.
0 Space Management
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