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(57) Abstract: A method for
generating a series of images
at different zoom angles is
disclosed. The method comprises
providing an optical device (1)
having a liquid-based zoom lens
(10) and image recording means
(20), recording a first image of
an object at a first zoom angle
responsive to a user input; and
automatically recording a second
image of the object at a second
zoom angle after recording the
first image. The switching speed
of a liquid-based zoom lens
(10), such as a zoom lens based
on electrowetting principles is
utilized to automatically generate
additional images at different
zoom angles, which can be
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advantageously combined with
the image taken by the user of the
optical device (1).



WO 2006/051439 PCT/IB2005/053528

DESCRIPTION
METHOD FOR GENERATING IMAGES AND OPTICAL DEVICE

5 The present invention relates to a method for generating a series of
images of an object.
The present invention further relates to an optical device comprising a
zoom lens and image recording means placed behind the zoom lens.

10 In the field of image recording, it can be desirable to generate a series
of images of an object of interest, for instance to be able to display the object
at different scales. However, it is not trivial to obtain such a series, because it
is difficult to avoid moving an optical device such as a camera. Furthermore,
the object itself may be moving, which makes it even more difficult to generate

15 such a series with sufficient sharpness for each of the images in the series.

The introduction of digital image recording techniques has provided a
solution for this problem in the form of digital zoom functionality. With digital
zoom, an image can be redimensioned to fit a predetermined area, such as a
display screen size or a photographic paper size, by selecting a subset of the

20 complete set of recorded pixels, and fit the spacing of the pixels in the subset
to the predetermined area. This is sometimes also referred to as blow-up.

However, digital blow-up has the disadvantage that the image becomes

more coarse-grained, which reduces the image quality.

25 The present invention seeks to provide a method according to the
opening paragraph that improves on the prior art.
The present invention further seeks to provide an optical device

according to the opening paragraph that improves on the prior art.

30 According to a first aspect of the present invention, there is provided a
method for generating a series of images at different zoom angles, the method

comprising providing an optical device having a liquid-based zoom lens and
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image recording means; recording a first image of an object at a first zoom
angle responsive to a user input; and automatically recording a second image
of the object at a second zoom angle after recording the first image.

The method is based on the realization that liquid-based zoom lenses,

5 such as the zoom lens disclosed in PCT application W02004/038480 and the
zoom lens disclosed in unpublished PCT application with filing number
WO02004/050618, benefit from improved switching speeds compared to
mechanically driven solid state zoom lenses. The zoom lenses disclosed in the
aforementioned PCT patent applications have a typical switching speed of less

10 than 10 ms for switching between the extremes of the zoom range of the lens.
Thus, as soon as a user takes a picture with an optical device comprising such
a lens, the optical device can be configured to rapidly take a series of images
at different zoom angles, each having the same image quality in terms of pixel
density. Also, because the liquid-based lens is very fast, the chance that a

15 user moves the camera during the image capturing process, or the chance that
an object moves outside the image range, is reduced.

In an embodiment, the method further comprises combining the first
image and the second image into a further image. Thus, the versatility of the
generated iméges can be improved.

20 Advantageously, the step of combining the first image and the second image
into a further image comprises extracting the object from one of the first image
and the second image; rescaling the extracted object to the dimensions of the
object in the other image of the first image and the second image; and
replacing the object in the other image with the rescaled extracted object.

25 Consequently, an overview image can be obtained in which the object of
interest is of a higher pixel density than its surroundings, yielding an image in
which the object of interest is depicted with an improved image quality.

Advantageously, the step of combining the first image and the second
image into a further image comprises reducing the size of the first image; and

30 inserting the reduced size first image into the second image. Consequently, an
image can be generated including a thumbnail of an overview of the scenery

or of an object in close-up.
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In an alternative embodiment, the method further comprises
automatically recording a third image of the object at a third zoom angle after
recording the second image. Thus, a series of images at different zoom angles
can be recorded, which for instance enables the user of the optical device to

5 select the best image from the range. This is an important advantage, because
it allows the user to generate a first image that only approximates the desired
image, with the user relying on the automatic image generation producing the
desired image, which means that the user requires less time to prepare the
optical device for the image generation. This is particularly useful when the

10 object of interest is moving.

According to another aspect of the invention, there is provided an
optical device comprising a liquid-based zoom lens; image recording means
placed behind the zoom lens; and control means for automatically generating
a second image of an object at a second zoom angle in response to a user

15 controlled generation of a first image of the object at a first zoom angle.
The optical device of the present invention implements the method of

the present invention, and therefore benefits from the same advantages.

The invention is described in more detail and by way of non-limiting

20 examples with reference to the accompanying drawings, wherein:

Fig.1 shows an embodiment of an optical device according to the
present invention;,
Fig. 2 shows an embodiment of images generated by the method of the
25  present invention;
Fig. 3 shows another embodiment of images generated by the method
of the present invention; and
Fig. 4 shows yet another embodiment of images generated by the
method of the present invention.
30
It should be understood that the Figures are merely schematic and are

not drawn to scale. It should also be understood that the same reference
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numerals are used throughout the Figures to indicate the same or similar
parts.

In Fig. 1, an optical device 1 according to the present invention is
shown. The optical device 1 comprises a liquid based zoom lens 10 placed in

s front of an image sensor 20. The image sensor 20 is arranged to record am
image captured by the zoom lens 10 and produce a corresponding output
signal such as an RGB or CMY signal. A processor 30 is arranged to receivé
and process this output signal. The processor 30 is coupled to driver circuit 40,
which is arranged to control the zoom lens 10 in response to instructions from

10 the processor 30. The processor 30 is further coupled to user controlled input
50, which for instance may be a button on the optical device 1 for manual
zoom in/out and/or a image capture instruction button. The processor 30 may
be a single dedicated processor 30 or a distributed processor 30 comprising a
number of subprocessors.

15 In Fig. 1, the liquid based zoom lens 10 is an embodiment of the
electrowetting zoom lens disclosed in PCT application WO2004/038480. The
zoom lens 10 comprises two bodies of a first liquid A separated from each
other by a second liquid B. Liquids A and B are immiscible, preferably have the
same density and have different refractive indices. The first interface 14

20 defining first contact surface between the first liquid A and the second liquid B
and the second interface 15 defining second contact surface between the first
liquid A and the second liquid B act as a lens, due to the different refractive
indices of the first liquid A and a second liquid B. The inner wall of the optical
device 10 comprises an electrode 12, which is separated from the first liquid A

25 and the second layer B by an insulating layer. The insulating layer may be
covered by a coating, for instance a parylene layer covered by an AF1600™
coating from DuPont. The coating can be chosen to preferentially attract one
of the two liquids, e.g. a hydrophobic coating to attract a hydrophobic liquid.
This interaction dominates the shape of the interfaces 14 and 15.

30 The zoom lens 10 further comprises a first electrode 11 and a second
electrode 13 in contact with the first liquid A. The driver circuit 40, which may

comprise independently controllable voltage sources V4 and Va, is coupled to
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5

the wall electrode 12 and the electrodes 11 and 13, thus forming a first
electrode pair 11,.12 for controlling the shape of the first interface 14 and a
second electrode pair 12, 13 for controlling the shape of the second interface
15. Both the first interface 14 and the second interface 15 can be switched

5 from a stable convex to a stable concave shape in less than 10 ms. The shape
change of the first interface 14 and/or the second interface 15 modifies the
zoom angle of the zoom lens 10.

In operation, the user of the optical device 1 can use the manual zoom
function of the optical device 1 to capture an object 100 in an image. The

10 processor 30 implements the manual zoom function by translating a zoom
in/out.command from the user into an instruction for the driver circuit 40 to
change the shape of at least one of the first interface 14 and the second
interface 15. In response, the driver circuit alters the voltage generated by
either voltage source V4 or V. or by both voltage sources.

15 As soon as the user decides to capture an image, e.g. to take a picture,
the processor 30 will initiate the image recording process, for instance by
activating the image sensor 20 or by opening a shutter (not shown). Thus, a
first image of an object 100 at a first zoom angle responsive to a user input is
recorded. The proéessor 30 evaluates the first zoom angle and instructs the

20 driver circuit 40 to move the zoom lens 10 to a second zoom angle, after which
the processor 30 will automatically activate the recording a second image of
the object 100 at a second zoom angle after recofding the first image.

Fig. 2 shows a first example of the method of the present invention. A
first image P1 including an object 100 is captured by the user of the optical

25 device 10. The processor 30 evaluates the zoom' angle op the zoom lens 10

- under which the image P1 is captured. In this particular case, the processor 30
recognizes that the image is taken using a wide angle, which is indicative of a
landscape image, and instructs the driver circuit 40 to move the zoom lens 10
to a close-up position. This processor may instruct the driver circuit 40 to alter

30 the zoom angle by a predetermined amount, which may be a function of the
first zoom angle. This data may be stored in a memory device such as a look-
up table (not shown). Alternatively, the processor 30 may be extended with
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known object recognition algorithms, and may dynamically calculate the
second zoom angle from the first zoom angle and the size of the object 100
recognized in the proximity of the centre of the image P1. As soon as the zoom
lens 10 has reached the second zoom angle, the processor 30 triggers the

s recording of second image P2, with object 100 in close-up. Due to the high
switching speed of the liquid based zoom lens 10, this whole process can be
completed in less than 20-30 ms, which reduces the risk of the user moving
the optical device 1 or an object 100 moving ‘outside the range of the zoom
lens 10.

10 Optionally, the first image P1 and the second image P2 may be
combined in the following manner. A known object recognition algorithm may
be used to extract the object 100 from the second image P2. The size of the
object 100 in the first image P1 is calculated and the extracted object 100 is
resized to the dimensions of the object 100 in image P1, after which the object

15 100 in picture P1 is replaced by the rescaled extracted object 120 to form a

‘ third image P3. The rescaled extracted object 120 has a higher density of
image elements, e.g. pixels, than the original object 100 in image P1, as
indicated by the increased density of the horizontal lines in the rescaled
extracted object 120 compared to the object 100. Consequently, a further

20 image P1’ is obtained in which the object of interest is described with a higher
resolution than in the original image P1.

The rescaling of the object 100 may be performed by the processor 30,
or may be performed in a post processing step, e.g. by software running on a
personal computer. Since such a step can easily be executed by known

25 algorithms, it will not be described in further detail. To facilitate the post-
processing, the processor 30 may attach a label to the first image P1 and tﬁe
second image P2 to indicate an existing relationship between the images.

Fig. 3 shows a second example of the method of the present invention.
In this example, the user triggers the recording of a first image P1 with an

30  object 100 in close-up. In analogy with the previous example, the processor 30
evaluates the zoom angle, recognizes that the image P1 is captured in close-
up and instructs the driver circuit 40 to move the zoom lens 10 to a wide zoom
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angle corresponding to a landscape image. The second zoom angle may be a

predetermined zoom angle or a dynamically determined zoom ‘angle, as

previously explained. Subsequently, the processor 30 initiates the recording of

the second image P2 at the second zoom angle, in which object 100 is
5  captured in a landscape mode.

Optionally, the first image P1 and the second image P2 may be
combined into a further image P1’, for instance by rescaling the second image
P2 to a thumbnail size and inserting the thumbnail into a corner of the first
image P1. This may be done by the processor 30 or in a post-processing step,

10 as previously explained.

Fig. 4 shows a third example of the method of the present invention.
Upon recording of a first image P1 in response to a user input, the processor
30 can repeatedly instruct the driver circuit 40 to alter the zoom angle of the
zoom lens 10 to obtain a second image P2 of the object 100 at a second zoom

15 angle, a third image P3 of the object 100 at a third zoom angle and so on. The
first zoom angle may be the initial value of a descending or ascending range of
zoom angles or may be an inner value of such a range. The user can rely on
this feature by capturing an image of the object 100 that only approximately
satisfies the requirements of the user in terms of zoom angle, knowing that the

20 automatic generation of a series of images at different zoom angles is likely to
produce the desired image. This reduces the set-up time that the user needs
to prepare the optical device 1, which for instance allows the user to capture
fast moving objects. The optical device 1 may offer the user the functionality of
selecting which of the captured images should be selected. Alternatively, this

25 can be done in a post-processing step with software on a PC.

At this point, it is emphasized that the present invention is not restricted
to the embodiment of the liquid based zoom lens 10 shown in Fig.1. Other
liquid based zoom lenses such as the zoom lens disclosed in PCT patent
application WQ0Q2004/050618, in which the interface between two immiscible

30 liquids is translated along the optical axis through the zoom lens, is equally
acceptable. Also, the liquid-based zoom lenses may be combined with solid

lenses, e.g. replica lenses without departing from the scope of the present
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invention. Within the context of the present invention, liquid-based variable
focus lenses are intended to fall under the scope of the claims. For instance, it
may be advantageous to capture a first image wiih an object in focus,
automatically generate a second image with the surroundings of the object in

5 focus and combine the two images to obtain a resulting image with both the
object and its surroundings in focus.

It should be noted that the above-mentioned embodiments illustrate
rather than limit the invention, and that those skilled in the art will be able to
design many alternative embodiments without departing from the scope of the

10 appended claims. In the claims, any reference signs placed between
parentheses shall not be construed as limiting the claim. The word
"comprising” does not exclude the presence of elements or steps other than
those listed in a claim. The word "a" or "an" preceding an element does not
exclude the presence of a plurality of such elements. The invention can be

15 implemented by means of hardware comprising several distinct elements. In
the device claim enumerating several means, several of these means can be
embodied by one and the same item of hardware. The mere fact that certain
measures are recited in mutually different dependent claims does not indicate
that a combination of these measures cannot be used to advantage.

20
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CLAIMS

1. A method for generating a series of images (P1, P2) at different zoom
s angles, the method comprising:
providing an optical device (1) having a liquid-based zoom lens (10) and
image recording means (20),
recording a first image (P1) of an object (100) at a first zoom angle
responsive to a user input; and
10 automatically recording a second image (P2) of the object (100) at a

second zoom angle after recording the first image.

2. A method as claimed in claim 1, further combining the first image (P1)
and the second image (P2) into a further image (P1’).
15
3. A method as claimed in claim 2, wherein the step of combining the first
image (P1) and the second image (P2) into a further image (P1') comprises:
extracting the object from one of the first image (P1) and the second
image (P2);
20 rescaling the extracted object to the dimensions of the object (100) in
the other image of the firstimage (P1) and the second image (P2); and
replacing the object (100) in the other image with the rescaled extracted
object (120).

25 4. A method as claimed in claim 2, wherein the step of combining the first
image (P1) and the second image (P2) into a further image (P1") comprises:
reducing the size of the first image (P1); and
inserting the reduced size first image into the second image (P2).

30 5. A method as claimed in claim 1 or 2, further comprising automatically
recording a third image (P3) of the object (100) at a third zoom angle after
recording the second image (P2).
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10

6. An optical device (1) comprising:
a liquid-based zoom lens (10),
image recording means (20) placed behind the zoom lens (10); and
5 control means (30) for automatically generating a second image (P2) of
an object (100) at a second zoom angle in response to the user-controlied
generation of a first image (P1) of the object (100) at a first zoom angle.

7 An optical device (1) as claimed in claim 6, wherein the control means
10 comprise a processor (30) coupled between the image recording means (20)
l and a driver circuit (40) responsive to the processor (30), the driver circuit (40)
being coupled to the zoom lens (10) for providing the zoom lens (10) with a
driving voltage, the processor (30) being arranged to instruct the driver circuit
(40) modify the driving voltage after the generation of the first image (P1).
15
8. An optical device (1) as claimed in claim 6 or 7, wherein the control
means (30) are further arranged to combine the first image (P1) and the
second image (P2) into a further image (P1’).

20



WO 2006/051439 PCT/IB2005/053528

1/4




WO 2006/051439 PCT/IB2005/053528

2/4

100

P1 P2

120

P3

FIG. 2



WO 2006/051439 PCT/IB2005/053528

3/4

100
100 -

P1 P2




WO 2006/051439 PCT/IB2005/053528

4/4

100

P1 P2

100

P3

FIG. 4



INTERNATIONAL SEARCH REPORT
1B2005/053528

A. CLASSIFICATION OF SUBJECT MATTER
G06T5/50 HO4N5/225

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)

GO6T HO4N

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Electronic data base consulted during the international search (name of data base and, where practical, search terms used)

EPO-Internal

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category ° | Citation of document, with indication, where appropriate, of the relevant passages Reievant to claim No.

X EP 0 940 978 A (HITACHI) 1-8
8 September 1999 (1999-09-08)

column 8, 1ine 54 - column 10, line 49
column 4, line 16 - column 5, line 48
abstract; figures 1-4

X US 5 657 402 Al (BENDER) 1-8
12 August 1997 (1997-08-12)

column 8, Tine 13 - column 9, line 36;
figures 3-5

A WO 2004/038480 A (PHILIPS) 1,6
6 May 2004 (2004-05-06)
cited in the application
abstract; figures 4-6

P,A US 2005/007478 Al (AHISKA) 1-8
13 January 2005 (2005-01-13)
page 3, paragraph 37

E] Further documents are listed in the continuation of box C. Patent family members are listed in annex.

° Special categories of cited docu ts :

Special caleg documen *T* later document published after the international filing date
or priority date and not in confiict with the application but
cited to understand the principle or theory underlying the
invention

*A* document defining the general state of the art which is not
considered to be of particular relevance

*E" earlier document but published on or after the international *X* document of particular relevance; the claimed invention
filing date cannot be considered novel or cannot be considered to

*L* document which may throw doubts on priority claim(s) or involve an inventive step when the document is taken alone
which is cited to establish the publication date of another *Y* document of particular relevance; the claimed invention
cilation or other special reason (as specified) cannot be considered to involve an inventive step when the

*O* document referring to an oral disclosure, use, exhibition or document is combined with one or more other such docu—
other means . ments, such combination being obvious to a person skilled
*P* document published prior to the international filing date but in the an.
later than the priority date claimed *&* document member of the same patent family
Date of the actual completion of the international search Date of mailing of the intemational search report
15 December 2005 03/01/2006
Name and mailing address of the ISA Authorized officer

European Patent Office, P.B. 5818 Patentlaan 2
NL - 2280 HV Rijswijk T

Tel. (+31-70) 340-2040, Tx. 31 651 epo nl, :
Fax: (+31-70) 340-3016 Schinnerl, A

Form PCT/ISA/210 (second sheet) (January 2004)



INTERNATIONAL SEARCH REPORT

1B2005/053528
Patent document Publication Patent family Publication
cited in search report date member(s) date
EP 0940978 A 08-09-1999 JP 3695119 B2 14-09-2005
JP 11252428 A 17-09-1999
us 6750903 B1 15-06-2004
US 5657402 Al - -
WO 2004038480 A 06-05-2004 AU 2003267797 Al 13-05-2004

US 2005007478 Al 13-01-2005  NONE

Form PCT/ISA/210 (patent family annex) (January 2004)



	Abstract
	Bibliographic
	Description
	Claims
	Drawings
	Search_Report

