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(57) ABSTRACT 

Previously, users could not be notified when the 3D mode 
type of a program being received by a digital broadcast 
receiver was not compatible with the digital broadcast 
receiver. A reception device is provided with: a reception 
unit which receives program content including video infor 
mation and identification information including information 
for distinguishing whether the program content is 2D pro 
gram content or 3D program content; and a display control 
unit which controls the display so as to display whether the 
aforementioned program content is 2D program content or 
3D program content in response to the received aforemen 
tioned identification information. 
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FIG. 3 
FIG. 3 ASSIGNMENT OF STREAM FORMAT TYPE 

STREAM 

ISO/IEC 11172-2 VIDEO (MPEG1 VIDEO) 
OXO2 H.262 (MPEG2) BASE-VIEW BITSTREAM (MAIN VIEWPOINT) WHENTRANSMITTINGITU-T 

RECOMMENDATIONH.262 ISO/IEC 13818-2VIDEOOR ISO/IEC 11172-2 CONSTRAINT PARAMETER 
VIDEO STREAMORAPLURALITY OF VIEWPOINTS OF3D WIDEOINDIFFERENT STREAMS. 

ITU-T RECOMMENDATION H.222.OISO/IEC 13818-1 PES PACKET ACCOMMODATINGPRIVATEDATA 
ITU-T RECOMMENDATION H.222.OISO/IEC 13818-1 APPENDIX ADSM-CC 
ITU-T RECOMMENDATION H.222.1 
ISO/IEC 13818-6 (TYPEA) 

OXOB ISO/IEC 13818-6 (TYPEB) 
OXOC ISO/IEC 13818-6 (TYPEC) 
OXOD ISO/IEC 13818-6 (TYPED) (DATA CAROUSE) 
OXOE DATA TYPE DEFINED IN ITU-TRECOMMENDATION H.222.OISO/IEC 13818-1, OTHER THANABOVE 

RECOMMENDATION 
ISO/IEC 13818-7SOUND (ADTSTRANSPORTSTRUCTURE) (MPEG2 AAC) 

ISO/IEC 14496-3SOUND (LATMTRANSPORT STRUCTURE DEFINED IN ISO/IEC 14496-3/AMD 1) 

AVCVIDEO STREAMDEFINED IN ITU-T RECOMMENDATIONH.264 (ISO/IEC 14496-1OVIDEOOR BASE-VIEW 
SUBBT STREAMOFMULTI-VIEWPOINT WIDEOCODING (E.G. H.264/MVC) STREAM (MAIN VIEWPOINT) 

SUBBIT STREAM OFMULTI-VIEWPOINT WIDEO CODING(E.G., H.264/MVC) STREAM (OTHER VIEWPOINT) 
H.262 (MPEG2) OTHER VIEWPOINT BIT STREAMWHENTRANSMITTINGAPLURALITY OF VIEWPOINTS OF 
3D WIDEON DIFFERENT STREAMS 

14496-1OVIDEO WHENTRANSMITTING A PLURALITY OF WIEWPOINTS OF3D WIDEON DIFFERENT STREAMS 
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FIG. 4 
FIG. 4 COMPONENT DESCRIPTORS 

DATASTRUCTURE NUMBER BT STRING 
OF BITS NOTATION 

component descriptor 0 
descriptor tag 
descriptor length 
reserved future use 
stream content 
component type 
component tag 

ISO 689 language code 
for G-0;izNi++) 

text char 
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FIG. 5(a) 
FIG.5(a) COMPONENTCONTENTSANDCOMPONENT TYPE 

COMPONENT COMPONENT DESCRIPTION 
CONTENTS TYPE 
ra- RESERVED FORFUTURE USE 

a- RESERVED FORFUTURE USE 

XO1 VIDEO 480i (525), ASPECTRATIO 4:3 
s s 

O 
O X O 

0x01 0x03 
XO 

x05-0x90 RESERVED FORFUTUREUSE 
IDEO 21600, ASPECTRATIO 43 
DEO 2160p, ASPECTRATIO 16:9 WITH PANVECTOR 
IDEO 21600, ASPECTRATIO 16:9 NOPANVECTOR 
IDEO 216Op, ASPECTRATIO>16:9 

RESERVED FORFUTURE USE 
IDEO 480p (525p), ASPECTRATIO 4:3 
IDEO 480p (525p), ASPECTRATIO 16:9 WITH PANVECTOR 
IDEO 480p (525p), ASPECTRATIO 16:9 NOPANVECTOR 
IDEO 480p (5250), ASPECTRATIO>16:9 
RESERVED FORFUTURE USE 
VIDEO 1080i (1125), ASPECTRATIO 4:3 
VIDEO 1080i (1125), ASPECTRATIO16:9 WITH PANVECTOR 
VIDEO 1080i (1125), ASPECTRATIO 16:9 NOPANVECTOR 
VIDEO 1080i (1125), ASPECTRATIO-16:9 
RESERVED FORFUTURE USE 

-ww. IDEO 720p (750p), ASPECTRATIO 4:3 
OxC2 IDEO 720p (750p), ASPECTRATIO 16:9 WITH PANVECTOR 

IDEO 720p (750p), ASPECTRATIO 16:9 NOPANVECTOR 
XC4 

O X O 1 
O 

O 

s V 

VIDEO 2160p, ASPECTRATIO 16:9 WITHPANY O X O 1 
O X O 1 O X 9 3 V 

: 1 O X g OX94 logs. A 
VIDEO 480p (525p), ASPECTRATIO 43 O X O 1 ; E. : XA 

XA 
VIDEO 480p (525p), ASPECTRATIO 16:9 WITH PANVECTOR 

O X O 1 O 3 W 

OxA5 - OXBO 
XA 

X 

O X O 1 

O 

;4. VIDEO 1080i (125), ASPECTRATIO 169 WHPANVECTOR 
O X O 1 O X B 3 

oxB 
OxBoxco 

O X O 1 X C 1 

VIDEO 720p (750p), ASPECTRATIO 169 WITHPANVECTOR O X 0x01 
Y D E O 7 2 O p Ox0. 

OXO1 
OXO1 

O 

(750p), ASPECTRATIO>16:9 
OXC5 - OXDO RESERVED FORFUTURE USE 

VIDEO240p, ASPECTRATIO 43 
VIDEO24Op, ASPECTRATIO 16:9 WITH PANVECTOR 
VIDEO 240p. ASPECTRATIO 16:9 NOPANVECTOR 
VIDEO 240p, ASPECTRATIO>16:9 

XEO RESERVED FORFUTURE USE 
(1125p), ASPECTRATIO 4:3 

VIDEO 1080p (1125p), ASPECTRATIO16:9 WITHPANVECTOR 

O X O 1 O X D 1 

O X O 1 O X D 4. e. 1 O X D 5 - O 
O X O 1 O X 1 W D E O 1 O 8 O O 

O 1 O X E 2 

OXO1 OxE3 VIDEO 1080p (1125p), ASPECTRATIO 169 NOPANVECTOR 
OXO1 VIDEO 1080p (1125p), ASPECTRATIO>16:9 

OXE5 - 0xFF RESERVED FORFUTURE USE 
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FIG. 5(b) 
FIG.5(b) COMPONENTCONTENTS AND COMPONENT TYPE 

COMPONENT DESCRIPTION COMPONENT 
C O N T E N T S P E 
-- RESERVED FORFUTURE USE 

0x05 OXO1 H.264MPEG-4 AVC. VIDEO480i (525), ASPECTRATIO43 
0x02 H.264 MPEG-4 AVC, VIDEO 480i (525), ASPECTRATIO 16:9 WITHPANVECTOR 

H.264 MPEG-4 AVC, VIDED 48O(525), ASPECTRATIO 16:9 NOPANVECTOR 
H.264 MPEG-4 AVC, WIDEO 480i (525), ASPECTRATIO-16:9 

0x05-090 RESERVED FORFUTURE USE 
H.264 MPEG-4 AVC, VIDEO 2160p, ASPECTRATO 43 
H.264 MPEG-4 AVC, VIDEO 216Op, ASPECTRATIO 169 WITH PANVECTOR 

0x00 
OXO1 
0x02 
0x03 
OXO4 

Ox93 
OX94 

OXO5 OX93 H.264MPEG-4 AVC. VIDEO 2160p. ASPECTRATIO 169 NOPANVECTOR 
H.264 MPEG-4 AVC, VIDEO 2160p, ASPECTRATIO >169 

OXO5 OX95-OXAOI RESERVED FORFUTURE USE 
H.264 MPEG-4 AVC, VIDED 480p (525p), ASPECTRATIO43 
H.264 MPEG-4 AVC, VIDEO480p (525p), ASPECTRATIO 169 WITHPANVECTOR 

H.264 MPEG-4 AVC, VIDEO480p (525p), ASPECTRATIO>169 
0x05 0xA5-OXBO RESERVED FORFUTUREUSE 

H.264 MPEG-4 AVC, VIDEO 1080i (1125), ASPECTRATIO 4:3 
H.264 MPEG-4 AVC, VIDEO 1080i (1125), ASPECTRATIO 16:9 WITHPANVECTOR 

Ox05 OxB4 H.264 MPEG-4 AVC. VIDEO 1080i (1125), ASPECTRATIO16:9 

H.264 MPEG-4 AVC, VIDEO 720p (750p), ASPECTRATIO 16:9 WITH PANVECTOR 
OXC3 H.264 MPEG-4 AVC, VIDEO 720p (750p), ASPECTRATIO 16:9 NOPANVECTOR 

H.264 MPEG-4 AVC, VIDEO 720p (750p), ASPECTRATIO >16.9 

H.264 MPEG-4 AVC, VIDEO 240p, ASPECTRATIO 169 WITH PANVECTOR 
H.264 MPEG-4 AVC, WIDEO 2400, ASPECTRATIO 16:9 NOPANVECTOR 
H.264 MPEG-4 AVC, WIDEO24DD, ASPECTRATIO >169 

H.264 MPEG-4 AVC, WIDEO 1080p (11250), ASPECTRATO 4:3 
H.264 MPEG-4 AVC, WEDEO 1080p (1125p), ASPECTRATIO 16:9 WITH PANVECTOR 
H.264 MPEG-4 AVC, WIDEO 1080p (11250), ASPECTRATIO 16:9 NOPANVECTOR 
H.264 MPEG-4 AVC, WIDEO 1080p (11250), ASPECTRATIO16:9 
RESERVED FORFUTURE USE 
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FIG. 5(c) 
FIG.5(c) COMPONENTCONTENTS AND COMPONENTTYPE 

COMPONENT DESCRIPTION 
CONTENTS IYPE 
Ox06 0x00 RESERVED FORFUTUREUSE 

ULTI-VIEWPOINT WIDEO CODING, VIDEO 480i (525), ASPECTRATIO 4:3 
ULTI-VIEWPOINTVIDEO CODING, VIDEO 480i (525), ASPECTRATIO16:9 WITHPANVECTOR 

MULTI-VIEWPOINT WIDEO CODING, VIDEO 48O(525), ASPECTRATIO 16:9 NOPANVECTOR 
MULTI-VIEWPOINTVIDEO CODING, VIDEO 480i (525), ASPECTRATIO-16:9 
RESERVED FORFUTURE USE 
ULTI-VIEWPOINT WIDEO CODING, VIDEO 216Op, ASPECTRATIO 4:3 
ULTYIEWPOINTVIDEO CODING, VIDEO 2160p, ASPECTRATIO 16:9 WITHPANVECTOR 

MULTI-VIEWPOINT WIDEO CODING, VIDEO 216Op, ASPECTRATIO16:9 NOPANVECTOR 

OXA1 
XA2 

OXA3 
XA4 

XB3 
XB4 

XC3 

site 
issile Ox95 - 0xAO RESERVED FORFUTURE USE 

ULTI-VIEWPOINT WIDEOCODING, VIDEO 480p (525p), ASPECTRATIO 4:3 MULTI-VIEWPOINT WIDEO CODING, VIDED 480p (525p), ASPECTRATIO43 
ULTI-VIEWPOINTVIDEOCODING, VIDEO 480p (525p), ASPECTRATIO 16:9 WITH PANVECTOR 

0x06 
0x06 
0x06 
0x06 OX94 MULTIVEWPOINTVIDEOCODING, VIDEO 2160p. ASPECTRATIO-169 
0x06 
0x06 

0x06 ASPECTRATIO 16:9 NOPANVECTOR 

OxA 
OXA2 
0xA3 MULTEVIEWPOINTVIDEO CODING, VIDEO480p (5 
OxA4 

O 

O MULTI-VIEWPOINTVIDEO CODING, VIDEO 480p (52 ASPECTRATIO-16:9 E. 
ULTIVIEWPOINTVIDEO CODING, VIDEO 1080i (1125), ASPECTRATIO16:9 WITHPANVECTOR 

O MULTI-VIEWPOIN VIDED CODING, VIDEO 1080i (1125), ASPECTRATIO 16:9 NOPANVECTOR 
0x06 MULTI-VIEWPOINT WIDEO CODING, VIDEO 1080 (1125), ASPECTRATIO-16:9 
0x06 0x06 OxB50XCORESERVED FORFUTURE USE 
0x06 OxC MULTIVEWPOINTVIDEOCODING, VIDEO 720p (750 

0x06 

0x06 
0x06 OxB1 MULTIVEWPOINTVIDEOCODING, VIDEO 1080i (125), ASPECTRATIO43 
0x06 
0x06 
0x06 

O 

O 
O 

0x06 
0x06 
O 

- 

O OxA5 - OxBO RESERVED FORFUTURE USE 
OX06 

OX06 ASPECTRATIO 4:3 
ASPECTRATIO 16:9 WITH PANVECTOR 
ASPECTRATIO 16:9 NOPANVECTOR 
ASPECTRATIO-16:9 

MULTI-VIEWPOINT WIDEO CODING, WIDEO 720p (750p), ASPECTRATIO 16:9 WITHPANVECTOR ULTI-VIEWPOINT WIDEO CODING, WIDEO 720p (750 
ULTI-VIEWPOINT WIDEOCODING, WIDEO 720p (750 

TVIDEO CODING, WIDEO 720p (750 M U T V E W p O N ) 
E N t s w D E O C O D N G W D E O 2 4. Op, ASPECTRATIO4.3 
M U W IE W P O N 

OxC50xDO UTURE USE 
W ASPECTRATIO 4:3 OX - 

T WIDEOCODING, WIDEO 24OD, ASPECTRATIO 16:9 WITH PANVECTOR 
A 

D 2 

OxD3 MULTIVIEWPOINTVIDEO CODING, VDEO240p. ASPECTRATIO 169 NOPANVECTOR D 3 
OxD4 MULTI WIDEO CODING, WIDEO 240p. ASPECTRATIO16:9 D 4. 

0x06 OXD5-OXEO UTURE USE 
- TVIDEOCODING, WIDEO 1080p (1125p), ASPECTRATIO4:3 
- TVIDEO CODING, WIDEO 1080p (1125p), ASPECTRATIO 16:9 WITH PANVECTOR 
- TVIDEO CODING, VIDEO 1080p (1125p), ASPECTRATIO 169 NO PANVECTOR 

U-VIEWPOINT WIDEOCODING, WIDEO 1080p (1125p), ASPECTRATIO-16:9 
OxE5 - OXFF I RESERVED FORFUTURE USE 
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FIG. 5(d) 
FIG.5(d) COMPONENTCONTENTS AND COMPONENT TYPE 

COMPONENT COMPONENT DESCRIPTION paint in 
0x07 0x00 RESERVED FORFUTURE USE 

OXO5-OX90 RESERVED FORFUTURE USE 
3D WIDEO Side-by-Side 108OASPECTRATO 4:3 

0x07 OX92 3DVIDEOside-by-side 1080i, ASPECTRATIO 169 WITHPANVECTOR 
OX93 3D VIDEO side-by-side 1080i, ASPECTRATIO 16:9 NOPANVECTOR 

3D WIDEO side-by-side 1080i, ASPECTRATIO >16:9 

3L VIDEUSIOCOYSIOC UBU ASEU KAU 4.3 
O X O 7 

3D WILEUSIOC-OY-SIO6 UEU, ASEU KAU 09 

XO7 
XO7 ma 

OX95-OXAO RESERVED FORFUTURE USE 
1 

XOT u 

OXO 
OXO 

OXO1 
OXO 
OXO OXA2 
OXOT 
0x07 
OXO1 

3D WIDEUSOE-OYSIOB UEU0 ASEU KAU 43 

3D WIDEO Side-by-Side 10800, ASPECTRATIO 16:9 NOPANVECTOR 
3D WIDEO Side-by-Side 1080D, ASPECTRATIO >169 

OxA5 - 0xFF RESERVED FORFUTURE USE 

OXO 
0x07 OXA3 
0x07 OxA4 3D WILEUSIOC-OY-SIOe UBUD, ASPELIKAIU by 
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FIG. 5(e) 

FIG.5(e) COMPONENTCONTENTSANDCOMPONENT TYPE 
COMPONENT COMPONENT DESCRIPTION 
CONTENTS 

RESERVED FORFUTURE USE 
3D WIDEO top-and-bottom 720p, ASPECTRATIO 43 
3D WIDEO top-and-bottom 720p, ASPECTRATIO 16:9 WITH PANVECTOR 
3D WIDEO top-and-bottom 72OD, ASPECTRATIO 16:9 NOPANVECTOR 
3D WIDEO top-and-bottom 720p, ASPECTRATIOd16:9 

3U WILEU (OO-and-OOOT ZUO, ASPEC KAU 43 

TYPE 
0x00 
OXO1 
OXO2 
OXO3 
OXO4 Erie 

OXO5-OX90 RESERVED FORFUTURE USE 
3D WIDEO top-and-bottom 1080i, ASPECTRATIO 4:3 O X 9 1 
3D WIDEO top-and-bottom 1080i, ASPECTRATIO 16:9 WITH PANVECTOR 

3D WIDEO top-and-bottom 1080i, ASPECTRATIO >169 
OX95 - OXAO RESERVED FORFUTURE USE 

OXA1 3D WIDEO top-and-bottom 1080p, ASPECTRATIO 4:3 
--- 

3D WIDEO top-and-bOttOm 1080), ASPECTRATIO >169 

0x08 OxA5-0xFF RESERVED FORFUTURE USE 
OX09-OXOBOX00-0xFF RESERVED FORFUTURE USE 
OXOC-OXOFOXOO-OXFF DEFINED BY PROVIDER 

... ii. 3...if 
3D WIDEU ODaCHOOLOIT UBU), ASEL KAU 43 

OX08 
B 

- OXOF 

3D WILEU (OO-alCHOOLOIT UBU), ASFEU KAU by 

O 4. 
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FIG. 6 
FIG6 COMPONENT GROUPDESCRIPTOR 

NUMBER BTSTRING 
OF BIS NOTATION 

DATASTRUCTURE 

component group descriptor 0 
descriptor tag 8 uimsbf 
descriptor length 8 uinnsbf 
colponent group type 3 uinnsbf 

total bitrate flag uinsbf 
nunnofgroup 4. uimsbf 

for(i.e0: i-num of group; it) 
component groupid 4. uinsbf 

num of CA unit 4. utinsbf 

forci-0; ianum of CA unit; it) 
CA unit id 4. uinnsbf 

num of component 4 uinsbf 
for(i-0; is num of component: i-F){ 

component tag 8 uimsbf 

iftotal bit rate flagas1){ 
total bit rate 8 uinnsbf 

text length 8 uinsbf 

forcis-0; is text length; it ) { 
text char 8 uinnsbf 
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FIG. 7 
FIG.7 COMPONENT GROUPTYPE 

COMPONENT GROUPTYPE DESCRIPTION 
000 MULTI-VIEWTW SERVICE 
00 OO 3DTV SERVICE 

002 - 111 UNDEFINED 

FIG. 8 
FIG.8 COMPONENT GROUPIDENTIFICATION 

COMPONENT GROUPIDENTIFICATION DESCRIPTION 
MAIN GROUP 
SUBGROUP 

FIG. 9 
FIG.9 CHARGING UNITIDENTIFICATION 

HARGING UNITIDENTIFICATION DESCRIPTION 
0x0 NON-CHARGING UN GROUP 
Ox CHARGING UNIT GROUPINCLUDING DEFAULTES GROUP 

(0x2 - 0xF HARGING UNIT GROUP OTHER THAN ABOVE 

C 

FIG. 10(a) 
FIG.10(a)3D PROGRAM DETALDESCRIPTOR 

DATASTRUCTURE NUMBER BT STRING 
OF BITS NOTATION 

3d encode descriptor 0 { 
descriptor tag 
descriptor length. 
3d 2d type 
3d method type 
stream type 
for(is-0;igNi----){ 

component tag 
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FIG. 10(b) 
FIG.10(b)3D/2D IDENTIFICATION 

0x01 3DVIDEO 

FIG 11 
FIG. 1 3D MODEDENTIFICATION 

DESCRIPTION 

Side-by-Side SCHEME 

FIG. 12 
FIG, 12SERVICEDESCRIPTOR 

DATASRUCTURE NUMBER BT STRING 
OF BITS NOTATION 

service descriptor0 
descriptor tag 
descriptor length 
service type 
service provider_name length 
for Giaco;izNi---E){ 

char 

service name length 
for (i-0;i&Ni---) 
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FIG. 13 
FIG. 13 SERVICEFORMAT TYPE 

MEANING 
NDEFINED 

0x01 DIGITALTV SERVICE 
GITAL SOUND SERVICE 
NDEFINED 

3D WIDEOSERVICE 
UNDEFINED 
DEFINED BY PROVIDER 
TEMPORARY WIDEOSERVICE 
TEMPORARY SOUND SERVICE 
TEMPORARY DATASERVICE 
ENGINEERING SERVICE 
PROMOTION WIDEOSERVICE 
PROMOTION SOUND SERVICE 
PROMOTION DATASERVICE 
DATASERVICE FOR PRESTORAGE 
STORAGE-ONLYDATASERVICE 
OOKMARKLIST DATASERVICE 
ERVERTYPESIMUL SERVICE 
NDEPENDENT FILESERVICE 

OxAD - 0xBF NDEFINED (REGION DEFINED BY STANDARDIZATION ORGANIZATION 
ATASERVICE 
TORAGETYPESERVICEUSING TV 

0xC2 - 0xFF JNDEFINED 

EE 
O 0xAC 

SEFEREISNTV 
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F.G. 14 
FIG, 14 SERVICELSTDESCRIPTOR 

DATASTRUCTURE NUMBER BT STRING 
OF BITS NOTATION 

service list descriptor () { 
descriptor tag 
descriptor-length 
for i=0;isNi---98 

service id 
service type 

F.G. 15 
FIG.15 EXAMPLE OF COMPONENT DESCRIPTORTRANSMISSION PROCESSING 

DESCRIPTION EXAMPLE OF EACHFIELD 
"OX50"IS DESCRIBED 
DESCRIPTORLENGTH OFCOMPONENT DESCRIPTORS DESCRIBED, MAXIMUM VALUES NOT DEFINED. 
"OXO1" (VIDEO) ISDESCRIBED 
VIDEO COMPONENT TYPE OFCOMPONENTIS DESCRIBED 
COMPONENTTAGVALUE WHICH IS UNIQUE IN PROGRAMISDESCRIBED 
"pn("Ox6A706E")"ISDESCRIBED 
DESCRIBED IN 16 BYTES(8 FULLSIZE CHARACTERS) ORLESS AS NAME OF 
VIDEOTYPE WHENTHERE AREA PLURALTY OF WIDEO COMPONENTS. NOLINE 
FEED CODE IS USED. THIS FELD SOMISSIBLE WHEN COMPONENT DESCRIPTION 
IS DEFAULTCHARACTER STRING DEFAULTCHARACTERSTRING IS "VIDEO." 
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FIG. 16 
FIG.16EXAMPLEOFCOMPONENTGROUPDESCRIPTORTRANSMISSION PROCESSING 

DESCRIPTIONEXAMPLE OF EACHFIELD -r 
"OXD9"IS DESCRIBED descriptor-tag 

descriptor length DESCRIPTOR LENGTH OFCOMPONENT GROUP DESCRIPTORS DESCRIBED, 
--- NOMAXIMUMWALUES DEFINED. 

cornponent group type TYPE OF COMPONENT GROUP SINDICATED. 
'OOO' MULTIVIEW TELEVISION 

- 'OO1": 3D TELEVISION 

total bit rate flag = 'O' TOTAL BITRATES INGROUP INEVENT AREALLDEFAULTS 
- '1'. ANY ONE OFTOTAL BITRATES IN GROUPINEVENTEXCEEDSDEFAULT 

nun of group NUMBER OFCOMPONENT GROUPSINEVENTISDESCRIBED - 
FOR MYTV, MAXIMUM:3 
FOR3DTV, MAXIMUM2 

component group_id COMPONENT GROUPIDENTIFICATION IS DESCRIBED, "OXO"SASSIGNED TO 
MAIN GROUP AND WALUES ASSIGNED TO EACHSUBGROUP BY BROADCASTING 
PROVIDERSOASTOBE UNIQUE INEVENT. 

num.of CA unit NUMBER OF CHARGINGINON-CHARGING UNITS IN COMPONENT GROUPISDESCRIBED 
MAXIMUMWALUES ASSUMED TO BE 2. "Ox1" ISASSUMED WHEN NOCHARGING 

COMPONENTISINCLUDED IN COMPONENT GROUP 
CA unit id CHARGING UNITIDFNTIFICATION IS DESCRIBED. 

ASSIGNED BYBROADCASTINGPROVIDERSOASTO BE UNIQUE INEVENT. 
num of component NUMBER OFCOMPONENTS THATBFONG TO COMPONENT GROUP AND 

BELONG TO CHARGING/NON-CHARGING UNITINDICATED BY IMMEDIATELY 
PRECEDING CA Unit id ISDESCRIBED. MAXIMUM VALUES ASSUMED TO BE 15. 
WALUE OFCOMPONENTTAG THAT BELONGSTO COMPONENT GROUPISDESCRIBED 

total bit rate TOTAL BITRATE IN COMPONENT GROUP SDESCRIBED. 
coingonent tag 

IN CASE OF DEFAULT, "OXOO" ISDESCRIBED. 

DESCRIPTION RELATINGTO COMPONENT GROUPMUST BE PROVIDED. 
DEFAULTCHARACTER STRING IS NOT DEFINED NOLINE FEED CODE IS USED. 
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FIG. 17 
FIG.17 EXAMPLE OF3D PROGRAM DETAILDESCRIPTORTRANSMISSION PROCESSING 

DESCRIPTION EXAMPLE OF EACHFIELD 
descriptor tag "OxE1"IS DESCRIBED 

descriptor length DESCRIPTORLENGTH OF3D PROGRAM DEALDESCRIPTORS DESCRIBED 
4A 3D/2D IDENTIFICATION IS DESCRIBED SET FROM FIG.10(B). 

3d Inethod type 3D MODEIDENTIFICATION IS DESCRIBED, SET FROM FIG 11. 
stream type ESFORMAT OF PROGRAMISDESCRIBED, SET FROM FIG.3. 

component tag COMPONENTTAG VALUE WHICH IS UNIQUE IN PROGRAM ISDESCRIBED 

FIG. 18 
FIG. 18 EXAMPLE OF SERVICE DESCRIPTORTRANSMISSION PROCESSING 

DESCRIPTION EXAMPLE OF EACHFIELD 
descriptor tag "Ox48"ISDESCRIBED 

descriptor length DESCRIPTORLENGTH OF SERVICEDESCRIPTORIS DESCRIBED 
service type SERVICEFORMAT TYPE ISDESCRIBED, SET FROM FIG. 13 

service provider name length FORBSICSDIGITALTELEVISION BROADCASTING, PROVIDERNAMELENGTHIS DESCRIBED. 
MAXIMUMWALUES ASSUMED TO BE2O. 
SINCE Service provider name IS NOTUSED INDIGITALTERRESTRIAL TELEVISION 
BROADCASTING, "OXOO"ISDESCRIBED. 

char IN BSICSDIGITALTELEVISION BROADCASTING, PROVIDERNAME ISDESCRIBED. 
MAXIMUM 10 FULLSIZE CHARACTERS. 
INDIGITAL TERRESTRIAL TELEVISION BROADCASTING, NOTHING IS DESCRIBED. 

service name length ORGANIZED CHANNELNAMELENGTHIS DESCRIBED, MAXIMUMWALUES ASSUMED TO BE20. 
char ORGANIZED CHANNENAMEIS DESCRIBED WITHIN2OBYTES AND OFULLSIZE CHARACTERS 
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FIG. 19 
FIG. 19 EXAMPLE OF SERVICELIST DESCRIPTORTRANSMISSION PROCESSING 

DESCRIPTION EXAMPLE OF EACHFIELD 
"Ox41"ISDESCRIBED 
DESCRIPTORLENGTH OF SERVICE IST DESCRIPTORS DESCRIBED 
LOOP OF NUMBER OF SERVICESINCLUDED INTARGET TRANSPORT STREAMS 
DESCRIBED 
Service id INCLUDED INTRANSPORTSTREAMS DESCRIBED 

service type SERVICE TYPE OFTARGETSERVICE IS DESCRIBED, SET FROM FIG.3. 

FIG. 20 
FIG.20 EXAMPLEOFCOMPONENT DESCRIPTOR RECEPTIONPROCESSING 

EXAMPLE OF RECEPTION PROCESSING CORRESPONDING TO EACHFIELD 
F"Ox50, "DESCRIPTOR IS DECIDED TO BECOMPONENT DESCRIPTOR 
DECIDED TO BE DESCRIPTORLENGTH OF COMPONENT DESCRIPTOR 
- "OXO1". DECIDED TO BE WALID (VIDEO) 
"OXO1". DESCRIPTORS DECIDED TO BEINVALID 

DECIDED TO BE WIDEO COMPONENT TYPE OF COMPONENT 
(FOR COMPONENT TYPES, SEE FIG.5) - 
THIS IS COMPONENTTAGVALUE WHICH IS UNIQUE IN PROGRAMAND CAN BE 
USED INASSOCATION WITH COMPONENTTAG VALUE OFPMTSTREAM IDENTIFIER 
EVEN WHEN THIS IS NOT "pn("Ox6a706E")." CHARACTERCODEARRANGED 
LATERISHANDLED AS".pn." 
DESCRIPTION WITHIN 16 BYTES (8 FULLSEZE CHARACTERS) ISDECIDED TO BE 
COMPONENT DESCRIPTION, WHEN THIS FIELD ISOMITTED, DESCRIPTION ISDECIDED 
TO BE DEFAULTCOMPONENT DESCRIPTION, DEFAULTCHARACTER STRINGS"VIDEO." 

component type 

component tag 

ISO 639, language code 

text char 
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FIG 21 
FIG.21 EXAMPLE OF COMPONENT GROUP DESCRIPTOR RECEPTION PROCESSING 

EXAMPLE OFRECEPTION PROCESSING CORRESPONDING TO EACHFIELD 
- "OxD9": DESCRIPTOR IS DECDED TO BECOMPONENT GROUP DESCRIPTOR 

eacrid DECIDED TO BE DESCRIPTOR LENGTH OFCOMPONEN GROUP DESCRIPTOR 
component group type 'OOO'DECIDED TOBE MULTIVIEW TELEVISION SERVICE 

"OO1": DECIDED TO BE3D TELEVISION SERVICE 
total bit rate flag = 'O'TOTALBTRATE INGROUPINEVENT IS DECDED NOT TO BE DESCRIBED IN 

DESCRIPTOR 
- '1'...TOTAL BITRATE INGROUPINEVEN ISDECIDED TO BE DESCRIBED IN 
DESCRIPTOR 
DECIDED TO BENUMBER OFCOMPONENT GROUPSINEVENT WHENMAXIMUM VALUEEXISTS AND 

-- IFNUMBER OFCOMPONENT GROUPSEXCEEDS THIS, ITMAYBE PROCESSED AS MAXIMUMVALUE. 
component groupid = "OXO": DECIDED TO BE MAIN GROUP 

a "OXO":DECIDED TO BESUBGROUP 
DECIDED TO BENUMBER OF CHARGINGNON-CHARGING UNITS IN COMPONENT GROUP, WHEN 
NUMBER OF CHARGINGINON-CHARGING UNITSEXCEEDSMAXIMUM VALUE IT MAYBE PROCESSED AS 2. 
"OXO". DECIDED TO BENON-CHARGING UNIT GROUP 
"OX 1": DECIDED TO BE CHARGING UNIT INCLUDINGES GROUP 
OTHERVALUES DECIDED TO BE CHARGING UNITIDENTIFICATION OTHER THANABOVE 
DECIDED TO BENUMBER OFCOMPONENTS THATBELONG TO COMPONENT GROUP AND BELONG TO 
CHARGINGINON-CHARGING UNIT INDICATED BY IMMEDIATELY PRECEDING CA Unit id. WHEN 
NUMBER OFCOMPONENTS EXCEEDS MAXIMUM VALUE IT MAYBEPROCESSED AS 15. 
DECIDED TO BEWALUE OFCOMPONENTTAG THATBELONGSTOCOMPONENT GROUP AND 
CAN BE USED INASSOCATION WITHCOMPONENTTAGVALUE OFPMTSTREAM IDENTIFIER 

total bit rate DECIDED TO BETOTAL BITRATEIN COMPONENT GROUP. HOWEVER, 
F"OXOO." ITISDECIDED TO BE DEFAULT. 
<16 (SFULLSIZE CHARACTERS). DECIDED TOBECOMPONENT GROUP DESCRIPTIONLENGTH 
>16(8 FULLSIZE CHARACTERS). DESCRIPTIVETEXT HAVINGCOMPONENT GROUP DESCRIPTION 
LENGTHEXCEEDING16 (8 FULL SIZE CHARACTERS) MAYBEIGNORED. 
INDICATES DESCRIPTIVETEXTRELATING TO COMPONENT GROUP 

num.of CA unit 

num of component 

component tag 
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FIG. 22 
FIG.22 EXAMPLE OF3D PROGRAM DETALDESCRIPTOR RECEPTION PROCESSING 

EXAMPLE OFRECEPTION PROCESSINGCORRESPONDING TO EACHFIELD 
descriptor-tag "OxE1" ISDESCRIBED 

... descriptor-length . DESCRIPTOR LENGTH OF3D PROGRAM DETAL DESCRIPTORIS DESCRIBED 
3d 2d type DECIDED TO BE3D/2D IDENTIFICATION IN3D PROGRAM. 

SPECIFIED FROM FIG.10(b). 
3d method type DECIDED TO BE 3D MODE DENTIFICATION IN 3D PROGRAM. 

SPECIFIED FROM FIG.11. 
strean type DECIDED TO BEES FORMAT OF3D PROGRAM. 

- SPECIFIED FROM FIG.3. 
... component tag DECIDED TO BECOMPONENT TAG VALUE WHICH IS UNIQUE IN3D PROGRAM. 

FIG. 23 

S-m- descriptor-length 

FIG.23EXAMPLE OF SERVICE DESCRIPTOR RECEPTION PROCESSING 
- EXAMPLE OF RECEPTION PROCESSING CORRESPONDINGTO EACHFIELD 

descriptor tag ="OX48". DESCRIPTOR ISDECIDED TO BESERVICEDESCRIPTOR 
DECDED TO BE DESCRIPTORLENGTH OFSERVICE DESCRIPTOR 
WHEN THIS ISOTHER THAN Service type SHOWN INFIG. 13, service type 

m------------- DESCRIPTORIS DECIDED TO BEINVALID 

service provider_name length BSICSDIGITALTELEVISION BROADCASTING: 
<20 DECIDED TO BE PROVIDERNAMELENGTH 
-2O PROVIDERNAMES DECIDED TO BEINVALID 

DIGITALTERRESTRIALTELEVISION BROADCASTING: 
ANY WALUE OTHER THAN "OXOO" ISDECIDED TO BEINVALID 

char BSICSDIGITALTELEVISION BROADCASTING: DECIDED TO BE PROVIDERNAME DIGITAL 
TERRESTRIAL TELEVISION BROADCASTING: CONTENTS DESCRIBEDAREIGNORED 

service name length <20 DECIDED TO BE ORGANIZED CHANNENAME LENGTH 
2O: ORGANIZED CHANNENAMES DECIDED TO BEENVALID 

char DECIDED TO BE ORGANIZED CHANNELNAME 
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FIG. 24 
FIG.24 EXAMPLE OF SERVICELISTDESCRIPTOR (NITSECONDLOOP) RECEPTION PROCESSING 

EXAMPLE OFRECEPTION PROCESSING CORRESPONDINGTO EACHFIELD 
descriptor tag IF"Ox41, "DESCRIPTORIS DECIDED TO BESERVICELIST DESCRIPTOR 

descriptor length DECIDED TO BE DESCRIPTORLENGTH OF SERVICE LIST DESCRIPTOR 
LOOP OFNUMBER OF SERVICES INCLUDED INTARGET TRANSPORT SREAMS 
DESCRIBED 
DECIDED TO BE Service idCORRESPONDING TO TRANSPORT STREAM 

service type INDICATESSERVICETYPE OFTARGETSERVICE ANYTYPE OTHER THAN 
SERVICETYPE DEFINED INFIG. 13 ISDECIDED TO BEINVALID. 
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FIG. 28 
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FIG. 3O 
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FIG. 32 
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FIG. 33 
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FIG. 34 
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FIG. 41 
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FIG. 42 
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FIG. 43 
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FIG. 44 
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FIG. 45 

S401 

ACOURECURRENT 
PROGRAM 

INFORMATION 

CURRENTPROGRAM 
3D PROGRAM? 

S405 
DISPLAYSPECIFIC 

VIDEOORIAND SOUND DISPLAY 2D VIDEON2D 

  

  

    

  



Patent Application Publication Feb. 16, 2017 Sheet 41 of 47 US 2017/0048509 A1 

FIG. 46 
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FIG. 47 
FIG.47 WHEN TRANSMTTING PLURALITY OF VIEWPOINTS OF 3D WIDEON DIFFERENTESS 

EXAMPLE OFCOMBINATION OF ("3D2-VIEWPOINTINRESPECTIVEESs 
TRANSMISSION SCHEME") STREAMS 

MAN VIEWPOINT (FORLEFTEYEVIDEOEs SUBVIEWPOINT (FORRIGHTEYE) VIDE0Es 
COMBINATION BASE-VIEW SUBBT STREAM OF SUBBT STREAM OFMULTI-VIEWPOINT WIDEOCODING 
EXAMPLE1 MULTI-VIEWPOINT WIDEOCODING (E.G., H.264/MVC) STREAM (OTHER VIEWPOINT) 

(E.G., H.264/MVC) STREAM (MAIN VIEWPOINT) (STREAM FORMAT TYPEOX20) 
(STREAM FORMAT TYPEOx1B) 

OTHER VIEWPOINT BIT STREAM OF ANCSTREAM 
SCHEMEDEFINED NITU-T RECOMMENDATION 
H.264 ISO/IEC 14496-1 OVIDEO WHEN 
TRANSMFTING PLURALITY OF WIEWPOINTS OF 
3D WIDEON DIFFERENT STREAMS 
(STREAM FORMAT TYPEOX22) 
OTHER VIEWPOINT BITSTREAM OF H.262 
(MPEG2)SCHEME WHENTRANSMITTING PLURALITY OF 
VIEWPOINTS OF3D WIDFON DIFFERENT STREAMS 
(STREAM FORMAT TYPEOX21) 

BASE-VIEW BITSTREAM OF H.262 (MPEG2) 
SCHEME WHENTRANSMITTING PLURALITY OF 
WIEWPOINTS OF 3D WIDEON DIFFERENT 
STREAMS (MAIN WIEWPOINT) 
(STREAM FORMAT TYPEOxO2) 

COMBINATION 
EXAMPLE 2 

BASE-YIEW BT STREAM OFH.262 (MPEG2) 
SCHEME WHENTRANSMITING PLURALITY OF 
VIEWPOINTS OF3D WIDEON DIFFERENT 
STREAMS (MAIN VIEWPOINT) 
(STREAM FORMAT TYPEOxO2) 

COMBINATION 
EXAMPLE3 

OTHER VIEWPOINT BITSTREAM OF H.262 (MPEG2) 
SCHEME WHENTRANSMITTING PLURALITY OF 
VIEWPOINTS OF 3D WIDEON DIFFERENT STREAMS 
(STREAM FORMAT TYPEOX21) 

COMBINATION 
EXAMPLE 4 

BASE-VIEWSUBBT STREAM OF 
MUTVIEWPOINT WIDEOCODING 
(E.G., H.264/MVC) STREAM (MAINVIEWPOINT) 
(SIREAM FORMAT TYPEOX1B) 
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FIG. 48 
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FIG. 51 
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FIG. 52(a) 
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FIG. 52(c) 
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RECEPTION DEVICE, DISPLAY CONTROL 
METHOD, TRANSMISSION DEVICE, AND 
TRANSMISSION METHOD FOR PROGRAM 

CONTENT TYPE 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a continuation of U.S. patent 
application Ser. No. 13/699,775, filed Apr. 5, 2013, which is 
a U.S. National Phase application under 35 U.S.C. S371 of 
International Application No. PCT/JP2011/001800, filed 
Mar. 28, 2011, which claims benefit of priority to Japanese 
Application No. 2010-134652, filed Jun. 14, 2010; Japanese 
Application No. 2010-126444, filed Jun. 2, 2010; and Japa 
nese Application No. 2010-126445, filed Jun. 2, 2010. The 
contents of the above applications are hereby incorporated 
by reference. 

TECHNICAL FIELD 

0002. The technical field relates to a three-dimensional 
(3D) video transmission technique, reception technique, 
display technique or output technique. 

BACKGROUND ART 

0003 Patent Literature 1 assumes “providing a digital 
broadcasting reception device capable of dynamically 
announcing that a user-desired program starts on a certain 
channel or the like' (see Patent Literature 1 0005) as a 
technical problem and describes as the solution to the 
problem “including means for extracting program informa 
tion included in a digital broadcasting wave and selecting a 
program to be announced using selection information reg 
istered by the user and means for displaying a message that 
announces the existence of the selected program to be 
announced by wedging it into a screen currently being 
displayed (see Patent Literature 1 0006). 

CITATION LIST 

Patent Literature 

Patent Literature 1: JP-A-2003-9033 

SUMMARY OF INVENTION 

Technical Problem 

0004. However, Patent Literature 1 discloses nothing 
about viewing of 3D content. For this reason, there is a 
problem that it is not possible to distinguish whether a 
program that the receiver is currently receiving or will 
receive in the future is a 3D program or not. 

Solution to Problem 

0005. In order to solve the above-described problem, an 
aspect of the present invention receives, for example, pro 
gram content containing video information and identifica 
tion information containing information identifying whether 
the program content is 2D program content or 3D program 
content, and controls a display showing whether the pro 
gram content is 2D program content or 3D program content 
according to the received identification information. 

Feb. 16, 2017 

Advantageous Effects of Invention 
0006. According to the above-described means, it is 
possible to distinguish whether a program that the receiver 
is currently receiving or will receive in the future is a 3D 
program or not and enhance the convenience of the user. 

BRIEF DESCRIPTION OF DRAWINGS 

0007 FIG. 1 shows an example of a block diagram 
illustrating a system configuration example. 
0008 FIG. 2 shows an example of a block diagram 
illustrating a configuration example of a transmission device 
1. 
0009 FIG. 3 shows an example of assignment of stream 
format type. 
0010 FIG. 4 shows an example of structure of a com 
ponent descriptor. 
0011 FIG. 5(a) shows an example of component contents 
and component type which are components of the compo 
nent descriptor. 
0012 FIG. 5(b) shows an example of component con 
tents and component type which are components of the 
component descriptor. 
0013 FIG. 5(c) shows an example of component contents 
and component type which are components of the compo 
nent descriptor. 
0014 FIG. 5(d) shows an example of component con 
tents and component type which are components of the 
component descriptor. 
0015 FIG. 5(e) shows an example of component contents 
and component type which are components of the compo 
nent descriptor. 
0016 FIG. 6 shows an example of structure of a com 
ponent group descriptor. 
0017 FIG. 7 shows an example of component group 
type. 
0018 FIG. 8 shows an example of component group 
identification. 
0019 FIG. 9 shows an example of charging unit identi 
fication. 
0020 FIG. 10(a) shows an example of structure of a 3D 
program detail descriptor. 
0021 FIG. 10(b) is a diagram illustrating an example of 
3D/2D type. 
0022 FIG. 11 is a diagram illustrating an example of 3D 
mode type. 
0023 FIG. 12 shows an example of structure of a service 
descriptor. 
0024 FIG. 13 shows an example of service format type. 
0025 FIG. 14 shows an example of structure of a service 

list descriptor. 
0026 FIG. 15 shows an example of transmission pro 
cessing on the component descriptor in the transmission 
device 1. 
0027 FIG. 16 shows an example of transmission pro 
cessing on the component group descriptor in the transmis 
sion device 1. 
0028 FIG. 17 shows an example of transmission pro 
cessing on the 3D program detail descriptor in the transmis 
sion device 1. 
0029 FIG. 18 shows an example of transmission pro 
cessing on the service descriptor in the transmission device 
1. 
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0030 FIG. 19 shows an example of transmission pro 
cessing on the service list descriptor in the transmission 
device 1. 
0031 FIG. 20 shows an example of processing on each 
field of the component descriptor in the reception device 4. 
0032 FIG. 21 shows an example of processing on each 
field of the component group descriptor in the reception 
device 4. 
0033 FIG. 22 shows an example of processing on each 
field of the 3D program detail descriptor in the reception 
device 4. 
0034 FIG. 23 shows an example of processing on each 
field of the service descriptor in the reception device 4. 
0035 FIG. 24 shows an example of processing on each 
field of the service list descriptor in the reception device 4. 
0036 FIG. 25 shows an example of a configuration 
diagram of a reception device of the present invention. 
0037 FIG. 26 shows an example of schematic diagram of 
a CPU internal function block diagram of the reception 
device of the present invention. 
0038 FIG. 27 shows an example of a flowchart of 2D/3D 
Video display processing based on whether the next program 
is 3D content or not. 
0039 FIG. 28 shows an example of message display. 
0040 FIG. 29 shows an example of message display. 
0041 FIG. 30 shows an example of message display. 
0042 FIG. 31 shows an example of message display. 
0043 FIG. 32 shows an example of a flowchart of the 
system control unit when the next program starts. 
0044 FIG. 33 shows an example of message display. 
0045 FIG. 34 shows an example of message display. 
0046 FIG. 35 shows an example of a block diagram 
illustrating a system configuration. 
0047 FIG. 36 shows an example of a block diagram 
illustrating a system configuration. 
0048 FIG. 37(a) is a diagram illustrating an example of 
3D playback/output/display processing on 3D content. 
0049 FIG. 37(b) is a diagram illustrating an example of 
3D playback/output/display processing on 3D content. 
0050 FIG. 38 is a diagram illustrating an example of 2D 
playback/output/display processing on 3D content. 
0051 FIG. 39(a) is a diagram illustrating an example of 
3D playback/output/display processing on 3D content. 
0052 FIG. 39(b) is a diagram illustrating an example of 
3D playback/output/display processing on 3D content. 
0053 FIG. 40(a) is a diagram illustrating an example of 
3D playback/output/display processing on 3D content. 
0054 FIG. 40(b) is a diagram illustrating an example of 
3D playback/output/display processing on 3D content. 
0055 FIG. 40(c) is a diagram illustrating an example of 
3D playback/output/display processing on 3D content. 
0056 FIG. 40(d) is a diagram illustrating an example of 
3D playback/output/display processing on 3D content. 
0057 FIG. 41 shows an example of a flowchart of 2D/3D 
Video display processing based on whether the current 
program is 3D content or not. 
0058 FIG. 42 shows an example of message display. 
0059 FIG. 43 shows an example of a display processing 
flowchart after user selection. 
0060 FIG. 44 shows an example of message display. 
0061 FIG. 45 shows an example of a flowchart of 2D/3D 
Video display processing based on whether the current 
program is 3D content or not. 
0062 FIG. 46 shows an example of message display. 
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0063 FIG. 47 shows an example of combination of 
streams during 3D video transmission. 
0064 FIG. 48 shows an example of a program table 
display. 
0065 FIG. 49 shows an example of a program table 
display. 
0.066 FIG. 50 shows an example of message display. 
0067 FIG. 51 shows an example of a flowchart when an 
unsupported 3D mode message is displayed. 
0068 FIG. 52(a) shows an example of message display. 
0069 FIG. 52(b) shows an example of message display. 
0070 FIG. 52(c) shows an example of message display. 
0071 FIG. 53 shows an example of program display. 

DESCRIPTION OF EMBODIMENTS 

0072 Hereinafter, a preferred embodiment of the present 
invention will be described. However, the present invention 
is not limited to the present embodiment. The present 
embodiment will describe mainly a reception device and is 
preferably implemented in the reception device, but the 
present embodiment is not meant to hinder its application to 
anything other than the reception device. Moreover, all 
components of the embodiment need not be adopted but 
only some of the components may be selectable. 

<Systems 

0073 FIG. 1 is a block diagram illustrating a system 
configuration example of the present embodiment. FIG. 1 
illustrates a case where information is transmitted/received 
through broadcasting, and recorded or played back. How 
ever, information may be transmitted/received through not 
only broadcasting but also VOD through communication, 
and Such transmission/reception is also generically called 
“delivery.” 
0074 Reference numeral 1 denotes a transmission device 
set up in an information providing station Such as a broad 
casting station, 2 denotes a relay device set up in a relay 
station, broadcasting satellite or the like, 3 denotes a public 
network that connects a general household and a broadcast 
ing station Such as the Internet, 4 denotes a reception device 
set up in a user's house or the like, and 10 denotes a 
reception recording/playback unit incorporated in the recep 
tion device 4. The reception recording/playback unit 10 can 
record/play back broadcast information or play back content 
from a removable external medium. 

0075. The transmission device 1 transmits a signal radio 
wave modulated via the relay device 2. In addition to 
transmission by a satellite as shown in FIG. 1, transmission 
by cable, transmission by telephone lines, transmission by 
ground wave broadcasting, transmission via the public net 
work 3 such as the Internet may also be used. This signal 
radio wave received by the reception device 4 is demodu 
lated into an information signal as will be described later and 
then recorded into a recording medium if necessary. Alter 
natively, when a signal is transmitted via the public network 
3, the signal is converted to a format Such as a data format 
(IP packet) compliant with a protocol appropriate to the 
public network 3 (e.g., TCP/IP) and the reception device 4 
that has received the data decodes the data into an informa 
tion signal, converts it to a signal Suitable for recording if 
necessary and records it into a recording medium. The user 
can watch and listen to video/audio data indicated by the 
information signal on a display when incorporated in the 
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reception device 4, or by connecting the reception device 4 
to a display (not shown) when not incorporated. 

<Transmission Device> 

0076 FIG. 2 is a block diagram illustrating a configura 
tion example of the transmission device 1 of the system in 
FIG 1. 

0077 Reference numeral 11 denotes a source generator, 
12 denotes an encoding unit that compresses a signal using 
MPEG2, H.264 scheme or the like and adds program 
information or the like, 13 denotes a scrambling unit, 14 
denotes a modulation unit, 15 denotes a transmission 
antenna, and 16 denotes a management information adding 
unit. The video, audio or other information generated in the 
Source generator 11 made up of a camera, recording/play 
back apparatus or the like is compressed in the data amount 
by the encoding unit 12 So as to be transmitted in less 
occupied bandwidth. Data transmission is encrypted by the 
scrambling unit 13 if necessary So as to be accessible only 
to specific users. After being modulated by the modulation 
unit 14 into a signal appropriate for transmission Such as 
OFDM, TC8PSK, QPSK, multilevel QAM, the signal is 
transmitted as a radio wave from the transmission antenna 
15 to the relay device 2. In this case, the management 
information adding unit 16 adds program-specific informa 
tion Such as an attribute of content created by the Source 
generator 11 (e.g., video/audio coded information, audio 
coded information, program configuration, whether video is 
3D or not) and also adds program array information created 
by a broadcasting station (e.g., configuration of a current 
program or the next program, service format, configuration 
information of programs for a week) or the like. Such 
program-specific information and program array informa 
tion will be collectively called “program information here 
inafter. 
0078. A plurality of pieces of information are often 
multiplexed with one radio wave using time-sharing, spread 
spectrum or other methods. Although not shown in FIG. 2 
for simplicity, there are a plurality of source generators 11 
and encoding units 12 in this case, and a multiplexing unit 
that multiplexes a plurality of pieces of information is 
provided between the encoding unit 12 and the scrambling 
unit 13. 
0079 Regarding a signal transmitted via the public net 
work 3, a signal created by the encoding unit 12 is likewise 
encrypted by an encryption unit 17 if necessary so as to be 
accessible to only specific users. After being coded by a 
communication path coding unit 18 So as to become a signal 
appropriate for transmission through the public network 3. 
the signal is transmitted from a network I/F (Interface) unit 
19 to the public network 3. 

<3D Transmission Scheme> 

0080. The transmission scheme for a 3D program trans 
mitted from the transmission device 1 can be roughly 
divided into two schemes. One is a scheme that stores videos 
for the right eye and the left eye in one image utilizing an 
existing 2D program broadcasting scheme. This scheme 
employs existing MPEG2 (Moving Picture Experts Group 
2) or H.264 AVC as the video compression scheme and has 
a features that it is compatible with existing broadcasting, 
can use an existing relay infrastructure and can be received 
by an existing receiver (STB or the like), but 3D video is 
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transmitted with resolution half the highest resolution of 
existing broadcasting (in Vertical direction or horizontal 
direction). As shown in FIG. 39(a), examples of such a 
scheme include a “side-by-side' scheme whereby one image 
is divided into left and right halves and the divided images 
are accommodated in a screen whose widths in the horizon 
tal direction of video (L) for the left eye and video (R) for 
the right eye are approximately half the width of the 2D 
program and whose width in the vertical direction is equal 
to the width of the 2D program, a “top-and-bottom' scheme 
whereby one image is divided into upper and lower halves 
and the divided images are accommodated in a screen whose 
widths in the horizontal direction of a video (L) for the left 
eye and a video (R) for the right eye are equal to the width 
of the 2D program and whose width in the vertical direction 
is approximately half the width of the 2D program, a “field 
alternative' scheme whereby images are accommodated 
using another interlace, a “line alternative' scheme whereby 
video for the left eye and video for the right eye are 
accommodated alternately for every one scan line, and a 
“left--depth' scheme storing information on a two-dimen 
sional (one-side) video and depth (distance up to an object) 
per pixel of video. These schemes divide one image into a 
plurality of images and store images of a plurality of 
viewpoints and thus have a merit that the coding scheme 
itself can use coding schemes such as MPEG2 and H.264 
AVC (except MVC) which are originally not multi-view 
point video coding schemes without any modification and 
can perform 3D program broadcasting making the most of 
the broadcasting scheme of the existing 2D program. When, 
for example, a 2D program can be transmitted in a screen 
having a maximum size of 1920 dots in the horizontal 
direction and 1080 lines in the vertical direction, if 3D 
program broadcasting is performed using the 'side-by-side 
scheme, one image may be divided into left and right halves 
and the images may be transmitted accommodated in a 
screen having a size of 960 dots in the horizontal direction 
and 1080 lines in the vertical direction corresponding to 
video (L) for the left eye and video (R) for the right eye 
respectively. Similarly, when 3D program broadcasting is 
performed using the “top-and-bottom' scheme in this case, 
one image may be divided into left and right halves and the 
images may be transmitted accommodated in a screen 
having a size of 1920 dots in the horizontal direction and 540 
lines in the vertical direction. 

I0081. Another scheme is a scheme whereby video for the 
left eye and video for the right eye are transmitted in 
different streams (ESs). In the present embodiment, such a 
scheme is called “2-viewpoint in respective ESs transmis 
Sion.” One example of this scheme is a transmission scheme 
based on H.264 MVC which is a multi-viewpoint video 
coding scheme. A feature thereof is the ability to transmit 3D 
video with high resolution. Use of this scheme has an effect 
that 3D video can be transmitted with high resolution. The 
multi-viewpoint video coding scheme is a coding scheme 
standardized to code multi-viewpoint video, which can code 
multi-viewpoint video without dividing one image for every 
viewpoint and codes a different image for every viewpoint. 
I0082. When transmitting 3D video using this scheme, the 
Video may be transmitted by assuming, for example, a coded 
image with a viewpoint for the left eye as a main viewpoint 
image and assuming a coded image with a viewpoint for the 
right eye as a different viewpoint image. This makes it 
possible to maintain compatibility with the broadcasting 
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scheme of the existing 2D program for the main viewpoint 
image. For example, when H.264 MVC is used as a multi 
viewpoint video coding scheme, the main viewpoint image 
can maintain compatibility with H.264 AVC 2D images for 
H.264 MVC base substreams and the main viewpoint image 
can be displayed as a 2D image. 
0083. Furthermore, suppose the following schemes are 
also included as other examples of the "3D 2-viewpoint in 
respective ESs transmission scheme.” 
0084 Another example of the "3D 2-viewpoint in respec 
tive ESs transmission scheme' is a scheme whereby a coded 
image for the left eye is coded using MPEG2 as a main 
viewpoint image and a coded image for the right eye is 
coded using H.264 AVC as a different viewpoint image to 
make the two images different streams. According to this 
scheme, since the main viewpoint image becomes MPEG2 
compatible and can be displayed as a 2D image, it is possible 
to maintain compatibility with the broadcasting scheme of 
the existing 2D program for which coded images using 
MPEG2 are widely used. 
I0085. A further example of the "3D 2-viewpoint in 
respective ESs transmission scheme' is a scheme whereby a 
coded image for the left eye is coded using MPEG2 as a 
main viewpoint image and a coded image for the right eye 
is coded using MPEG2 as a different viewpoint image to 
make the two images different streams. According to this 
scheme, the main viewpoint image also becomes MPEG2 
compatible and can be displayed as a 2D image, and it is 
thereby possible to maintain compatibility with the broad 
casting scheme of the existing 2D program for which coded 
images using MPEG2 are widely used. 
I0086 A still further example of the "3D 2-viewpoint in 
respective ESS transmission scheme may be a scheme 
whereby a coded image for the left eye is coded using H.264 
AVC or H.264 MVC as a main viewpoint image and a coded 
image for the right eye is coded using MPEG2 as a different 
viewpoint image. 
I0087 Besides the "3D 2-viewpoint in respective ESs 
transmission scheme.” using even a coding scheme Such as 
MPEG2 or H.264 AVC (except MVC) which is not a coding 
scheme originally defined as a multi-viewpoint video coding 
scheme, it is possible to realize 3D transmission by gener 
ating streams that alternately store video for the left eye and 
frame for the right eye. 

<Program Information> 
0088 Program specific information and program array 
information are called “program information.” 
0089. The program specific information is also called 
“PSI' which is information necessary to select a required 
program and is made up of four tables; PAT (Program 
Association Table) that specifies a packet identifier of a TS 
packet for transmitting a PMT (Program Map Table) asso 
ciated with a broadcasting program, a PMT that specifies a 
packet identifier of a TS packet for transmitting each coded 
signal making up a broadcasting program and specifies a 
packet identifier of a TS packet for transmitting common 
information out of information associated with chargeable 
broadcasting, a NIT (Network Information Table) that trans 
mits information that associates information on a transmis 
sion path Such as modulation frequency with a broadcasting 
program, and a CAT (Conditional Access Table) that speci 
fies a packet identifier of a TS packet for transmitting 
individual information out of information associated with 
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chargeable broadcasting, and is defined in the MPEG2 
system standard. The program specific information includes, 
for example, video coding information, audio coded infor 
mation and program configuration. In the present invention, 
the program specific information additionally includes infor 
mation indicating whether video is 3D or not or the like. The 
PSI is added by the management information adding unit 16. 
0090 The program array information is also called “SI 
(Service Information)” which is various types of information 
defined for convenience of program selection, also includes 
PSI information of the MPEG-2 system standard, and 
includes EIT (Event Information Table) that describes infor 
mation associated with the program Such as program name, 
broadcasting date and time, program contents, and SDT 
(Service Description Table) that describes information asso 
ciated with organized channel (service) Such as organized 
channel name, broadcasting provider name. 
0091 For example, the program array information 
includes information indicating the configuration of a pro 
gram currently being broadcast or next program to be 
broadcast, service format or configuration information of 
programs for a week, and Such information is added by the 
management information adding unit 16. 
0092. The program information includes components of 
the program information Such as a component descriptor, 
component group descriptor, 3D program detail descriptor, 
service descriptor, service list descriptor. These descriptors 
are described in tables such as PMT. EIT schedule basic/ 
schedule extended/present/following, NIT and SDT. 
(0093. Regarding how to use different tables of PMT and 
EIT, for example, PMT describes only information of a 
program currently being broadcast, and so information on 
programs to be broadcast in the future cannot be checked. 
However, the transmission period from the transmitting side 
is short and PMT has a feature of having high reliability in 
the sense that it is information on the program currently 
being broadcast, and it is therefore not changed. On the other 
hand, EIT schedule basic/schedule extended can acquire 
information of up to 7 days ahead in addition to the program 
currently being broadcast, but since the transmission period 
from the transmitting side is longer than that of PMT. EIT 
has demerits that a greater storage area is required for storing 
the information and its reliability is low in the sense that EIT 
deals with future events which may be possibly changed. 
EIT following can acquire information on a program of the 
next broadcasting time. 
0094 PMT of the program specific information uses a 
table structure defined in ISO/IEC 13818-1 and can indicate 
the format of an ES of the program being broadcast accord 
ing to stream type (stream format type) which is 8-bit 
information described in its 2nd loop (loop per ES (Elemen 
tary Stream)). According to the embodiment of the present 
invention, the number of ES formats is increased compared 
to the conventional art and assigns an ES format of the 
program to be broadcast as shown in FIG. 3, for example. 
0.095 First, regarding a base-view subbit stream (main 
viewpoint) of multi-viewpoint video coding (e.g., H.264/ 
MVC) stream, Ox1B identical to an AVC video stream 
defined in existing ITU-T Recommendation H.264ISO/IEC 
14496-10 video is assigned. Next, a subbit stream (different 
viewpoint) of multi-viewpoint video coding stream (e.g., 
H.264 MVC) that can be used for a 3D video program is 
assigned to 0x20. 
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0096. Furthermore, regarding an H262 (MPEG2)-based 
base-view bit stream (main viewpoint) when used for a "3D 
2-viewpoint in respective ESs transmission scheme' that 
transmits a plurality of viewpoints of 3D video through a 
different stream, 0x02 identical to the existing ITU-T Rec 
ommendation H.262 ISO/IEC 13818-2 video is assigned. 
Here, the H.262 (MPEG2)-based base-view bit stream (main 
viewpoint) when transmitting a plurality of viewpoints of 
3D video in different streams is a stream resulting from 
coding only video of a main viewpoint out of video of a 
plurality of viewpoints of 3D video using the H.262 
(MPEG2) scheme. 
0097. Furthermore, a bit stream of another viewpoint of 
the H.262 (MPEG2) scheme when transmitting a plurality of 
viewpoints of 3D video in different streams is assigned to 
OX21. 

0098. Furthermore, a bit stream of another viewpoint of 
the AVC stream defined in ITU-T Recommendation 
H.264|ISO/IEC 14496-10 video when transmitting a plural 
ity of viewpoints of 3D video in different streams is assigned 
to OX22. 

0099. The description here assumes that a subbit stream 
of multi-viewpoint video coding stream that can be used for 
a 3D video program is assigned to 0x20, a bit stream of 
another viewpoint of the H.262 (MPEG2) scheme when 
transmitting a plurality of viewpoints of 3D video in differ 
ent streams is assigned to OX21, and an AVC stream defined 
in ITU-T Recommendation H.264ISO/IEC 14496-10 video 
when transmitting a plurality of viewpoints of 3D video in 
different streams is assigned to 0x22, but these streams may 
also be assigned to any one of 0x23 to 0x7E. Furthermore, 
the MVC video stream is only an example, and any video 
stream other than H.264/MVC may be used as long as it 
indicates a multi-viewpoint video coding stream that can be 
used for a 3D video program. 
0100. As described above, when a broadcasting provider 
on the transmission device 1 side transmits (broadcasts) a 
3D program, by assigning stream type (stream format type) 
bits, the embodiment of the present invention allows the 3D 
program to be transmitted in combinations of streams as 
shown, for example, in FIG. 47. 
0101. In combination example 1, a base-view subbit 
stream (main viewpoint) (stream format type 0x1B) of a 
multi-viewpoint video coding (e.g., H.264/MVC) stream is 
transmitted as the main viewpoint video stream (for the left 
eye), and another viewpoint Subbit stream (stream format 
type 0x20) of the multi-viewpoint video coding (e.g., H.264/ 
MVC) stream is transmitted as the sub-viewpoint video 
stream (for the right eye). 
0102. In this case, multi-viewpoint video coding (e.g., 
H.264/MVC)-based streams are used for both the main 
viewpoint (for the left eye) video stream and the sub 
viewpoint video stream (for the right eye). The multi 
viewpoint video coding (e.g., H.264 MVC) scheme is a 
scheme originally designed to transmit multi-viewpoint 
Video and can transmit a 3D program most efficiently among 
combination examples in FIG. 47. 
0103) Furthermore, when displaying (outputting) a 3D 
program in 3D, the reception device can play back the 3D 
program by processing both the main viewpoint video 
stream (for the left eye) and sub-viewpoint video stream (for 
the right eye). 
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0104. When displaying (outputting) a 3D program in 2D, 
the reception device can display (output) the 3D program as 
a 2D program by processing only the main viewpoint video 
stream (for the left eye). 
0105 Since the multi-viewpoint coding scheme H.264/ 
MVC base-view subbit stream is compatible with the exist 
ing H.264/AVC (except MVC) video stream, assigning both 
stream format types to identical Ox1B as shown in FIG. 3 
provides the following effect. That is, this is an effect that 
even when the reception device having no function of 
displaying (outputting) a 3D program in 3D receives the 3D 
program of combination example 1, if the reception device 
has only a function of displaying (outputting) a video stream 
(AVC video stream defined in ITU-T Recommendation 
H.264|ISO/IEC 14496-10 video) of the existing H.264/AVC 
(except MVC), it is possible to recognize the main viewpoint 
Video stream (for the left eye) of the program as a stream 
similar to the existing H.264/AVC (except MVC) video 
stream based on the stream format type and display (output) 
the video stream as a normal 2D program. 
0106 Furthermore, since a non-conventional stream for 
mat type is assigned to the Sub-viewpoint video stream (for 
the right eye), this is ignored by the existing reception 
device. This allows the existing reception device to prevent 
display (output) unintended on the broadcasting station side 
for the sub-viewpoint video stream (for the right eye). 
0107 Therefore, even when broadcasting of the 3D pro 
gram in combination example 1 is newly started, it is 
possible to avoid a situation that the existing reception 
device having the function of displaying (outputting) a video 
stream of the existing H.264/AVC (except MVC) cannot 
display (output) the video stream. Even when the 3D pro 
gram broadcasting is newly started in broadcasting that is 
run with advertisement revenues such as a CM (commercial 
message), this allows the user to view the program using 
even a reception device not supporting the 3D display 
(output) function, and can thereby avoid the audience rate 
from lowering due to limitations of the function of the 
reception device and provide a merit on the broadcasting 
station side, too. 
0108. In combination example 2, when a plurality of 
viewpoints of 3D video are transmitted in different streams, 
an H.262 (MPEG2)-based base-view bit stream (main view 
point) (stream format type 0x02) is transmitted as the main 
viewpoint video stream (for the left eye), and when a 
plurality of viewpoints of 3D video are transmitted in 
different streams, an AVC stream (stream format type 0x22) 
defined in ITU-T Recommendation H.264ISO/IEC 14496 
10 video is transmitted as the sub-viewpoint video stream 
(for the right eye). 
0109 As in the case of combination example 1, when a 
3D program is displayed (outputted) in 3D, the reception 
device can play back the 3D program by processing both the 
main viewpoint video stream (for the left eye) and the 
sub-viewpoint video stream (for the right eye). When dis 
playing (outputting) the 3D program in 2D, the reception 
device can display (output) the 3D program as a 2D program 
by processing only the main viewpoint video stream (for the 
left eye). 
0110. Furthermore, by using a stream compatible with the 
existing ITU-T Recommendation H.262|ISO/IEC 13818-2 
video stream for the base-view bit stream (main viewpoint) 
of the H.262 (MPEG2) scheme when a plurality of view 
points of 3D video are transmitted in different streams and 



US 2017/004.8509 A1 

assigning both stream format types to identical OX1B as 
shown in FIG. 3, any reception device that has the function 
of displaying (outputting) the existing ITU-T Recommen 
dation H.262 ISO/IEC 13818-2 video stream, and even one 
that has no 3D display (output) function, can display (out 
put) the 3D program as a 2D program. 
0111. Furthermore, as in the case of combination example 
1, since a non-conventional stream format type is assigned 
to the sub-viewpoint video stream (for the right eye), it is 
ignored by the existing reception device. This allows the 
existing reception device to prevent display (output) unin 
tended by the broadcasting station side about the sub 
viewpoint video stream (for the right eye). 
0112 Since reception devices having a display (output) 
function of existing ITU-T Recommendation H.262|ISO/ 
IEC 13818-2 video stream are widely used, it is possible to 
more efficiently prevent the audience rate from dropping due 
to restrictions on the function of the reception devices and 
realize the broadcasting most preferable to the broadcasting 
station. 
0113. Furthermore, using an AVC stream (stream format 
type 0x22) defined in the ITU-T Recommendation 
H.264|ISO/IEC 14496-10 video for the sub-viewpoint video 
stream (for the right eye) makes it possible to transmit the 
sub-viewpoint video stream (for the right eye) with high 
compressibility. 
0114. That is, according to combination example 2, it is 
possible to make commercial merits of the broadcasting 
station compatible with technical merits through high effi 
ciency transmission. 
0115. In combination example 3, a base-view bit stream 
(main viewpoint) (stream format type 0x02) of the H.262 
(MPEG2) scheme when a plurality of viewpoints of 3D 
video are transmitted in different streams is transmitted as 
the main viewpoint video stream (for the left eye) and 
another viewpoint bit stream (stream format type 0x21) of 
the H.262 (MPEG2) scheme when a plurality of viewpoints 
of 3D video are transmitted in different streams is transmit 
ted as the sub-viewpoint video stream (for the right eye). 
0116. In this case, as in the case of combination example 
3, any reception device that has the function of displaying 
(outputting) the existing ITU-T Recommendation 
H.262 ISO/IEC 13818-2 video stream, and even one that has 
no 3D display (output) function, can display (output) the 3D 
program as a 2D program. 
0117. In addition to the commercial merit of further 
preventing the audience rate from dropping due to restric 
tions on the function of the reception device, unifying the 
coding scheme of the main viewpoint video stream (for the 
left eye) and that of the sub-viewpoint video stream (for the 
right eye) into the H.262 (MPEG2) scheme makes it possible 
to simplify the hardware configuration of the video decoding 
function of the reception apparatus. 
0118. As shown in combination example 4, it is also 
possible to transmit a base-view subbit stream (main view 
point) (stream format type 0x1B) of a multi-viewpoint video 
coding (e.g., H.264/MVC) stream as the main viewpoint 
video stream (for the left eye) and transmit another view 
point bit stream (stream format type 0x21) of the H.262 
(MPEG2) scheme when a plurality of viewpoints of 3D 
video are transmitted in different streams as the sub-view 
point video stream (for the right eye). 
0119. In the combinations in FIG. 47, instead of the 
base-view subbit stream (main viewpoint) (stream format 
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type 0x1B) of the multi-viewpoint video coding (e.g., 
H.264/MVC) stream, using an AVC video stream (stream 
format type 0x1B) defined in the ITU-T Recommendation 
H.264|ISO/IEC 14496-10 video may also achieve a similar 
effect. 
0.120. Furthermore, in the combinations in FIG. 47. 
instead of the base-view bit stream (main viewpoint) of the 
H.262 (MPEG2) scheme when a plurality of viewpoints of 
3D video are transmitted in different streams, using an 
ITU-T Recommendation H.262 ISO/IEC 13818-2 video 
stream (stream format type 0x1B) may also achieve a similar 
effect. 
I0121 FIG. 4 shows an example of the structure of a 
component descriptor which is one element of the program 
information. The component descriptor indicates the type of 
a component (element making up a program Such as video, 
Sound, character, various types of data) and is also used to 
express an elementary stream in a character format. This 
descriptor is arranged in PMT and/or EIT. 
0.122 The component descriptor has the following mean 
ings. That is, descriptor tag has an 8-bit field describing a 
value that allows this descriptor to be identified as a com 
ponent descriptor. Descriptor length has an 8-bit field 
describing the size of this descriptor. Stream content (com 
ponent contents) has a 4-bit field indicating the type of a 
stream (video, Sound, data) and is coded according to FIG. 
4. Component type (component type) has an 8-bit field 
defining the type of component such as field, video, Sound, 
data and is coded according to FIG. 4. Component tag 
(component tag) has an 8-bit field. A component stream of 
a service can refer to the description contents (FIG. 5) 
indicated by the component descriptor using this 8-bit field. 
0123. In a program map section, values of component 
tags given to respective streams should have different val 
ues. The component tag is a label to identify a component 
stream and has the same value as the component tag in the 
stream identification descriptor (however, when the stream 
identification descriptor exists within PMT). The 24-bit field 
of ISO 639 language code (language code) identifies the 
language of a component (Sound or data) and the language 
of a character description contained in this descriptor. 
0.124. The language code is represented by an alphabeti 
cal 3-character code defined in ISO 639-2(22). Each char 
acter is coded with 8 bits according to ISO 8859-1(24) and 
inserted into a 24-bit field in that order. For example, 
Japanese is "pn’ in an alphabetical 3-character code and 
coded as “O110 1010 011 1 0000 0110 1110. Text char 
(component description) has an 8-bit field. A series of 
component description fields defines the character descrip 
tion of a component stream. 
0.125 FIGS. 5(a) to (e) show examples of stream content 
(component contents) and component type (component 
type) which are components of the component descriptor. 
0x01 of the component contents shown in FIG. 5(a) repre 
sents various video formats of a video stream compressed in 
an MPEG2 format. 
0.126 0x05 of the component contents shown in FIG. 
5(b) represents various video formats of a video stream 
compressed in an H.264 AVC format. 0x06 of the compo 
nent contents shown in FIG. 5(c) represents various video 
formats of a 3D video stream compressed in a multi 
viewpoint video coding (e.g., H.264 MVC format). 
I0127 0x07 of the component contents shown in FIG. 
5(d) represents various video formats of a side-by-side 
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format stream of 3D video compressed in an MPEG2 or 
H.264 AVC format. In this example, the component contents 
have the same value between the MPEG2 and H.264 AVC 
formats, but different values may also be set between 
MPEG2 and H.264 AVC. 

0128 0x08 of the component contents shown in FIG. 5(e) 
represents various video formats of a stream in a top-and 
bottom format of 3D video compressed in the MPEG2 or 
H.264 AVC format. In this example, the component contents 
have the same value between the MPEG2 and H.264 AVC 
formats, but different values may also be set between 
MPEG2 and H.264 AVC. 

0129. As shown in FIG. 5(d) and FIG. 5(e), by adopting 
a configuration showing a combination of whether video is 
3D or not, scheme of 3D video, resolution, aspect ratio 
according to the combination of stream content (component 
contents) and component type (component type) which are 
components of the component descriptor, it is possible to 
transmit various types of video mode information including 
identification of 2D program/3D program with a small 
amount of transmission even in the case of 3D and 2D mixed 
broadcasting. 
0130 Particularly when a 3D video program is transmit 
ted by including images of a plurality of viewpoints in one 
image of a side-by-side format, top-and-bottom format or 
the like using a coding scheme such as MPEG2, H.264 AVC 
(except MVC) which are not the coding schemes originally 
defined as multi-viewpoint video coding schemes, it is 
difficult to distinguish whether transmission is performed by 
including images of a plurality of viewpoints in one image 
for the 3D video program or a normal image of one 
viewpoint, based on only the aforementioned stream type 
(stream format type). In this case, the program may identify 
various video schemes including 2D program/3D program 
identification using a combination of stream content (com 
ponent contents) and component type (component type). 
Furthermore, by delivering component descriptors regarding 
a program currently being broadcast or to be broadcast in the 
future using EIT and by the reception device 4 acquiring 
EIT, it is possible to create EPG (program table), and create 
EPG information as to whether video is 3D video or not, 
scheme of 3D video, resolution, aspect ratio, whether video 
is 3D video or not. The reception device has a merit that such 
information can be displayed in (outputted to) EPG 
0131. As described above, the reception device 4 moni 
tors stream content and component type, and thereby pro 
vides an effect that it is possible to recognize that a program 
currently being received or received in the future is a 3D 
program. 

0132 FIG. 6 shows an example of the structure of a 
component group descriptor which is one element of the 
program information. The component group descriptor 
defines and identifies a combination of components in an 
event. That is, the component group descriptor describes 
grouping information of a plurality of components. This 
descriptor is arranged in EIT. 
0133. The component group descriptor has the following 
meanings. That is, descriptor tag is an 8-bit field describing 
a value that allows this descriptor to be identified as a 
component group descriptor. Descriptor length has an 8-bit 
field describing the size of this descriptor. Component 
group type (component group type) has a 3-bit field repre 
senting the group type of a component according to FIG. 7. 
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I0134. Here, 001 represents a 3D TV service and is 
distinguished from a multi-view TV service of 000. Here, 
the “multi-view TV service' is a TV service that can display 
2D video of a plurality of viewpoints by being switched for 
each viewpoint. For example, in a multi-viewpoint video 
coding video stream or a stream of a coding scheme which 
is not a coding scheme originally defined as a multi 
viewpoint video coding scheme, there may also be a case 
where a stream transmitted by including images of a plu 
rality of viewpoints in one screen is used not only for a 3D 
video program but also for a multi-view TV program. In this 
case, even when the stream includes multi-viewpoint video, 
it may not be possible to identify whether a program is a 3D 
Video program or multi-view TV program based on only 
aforementioned stream type (stream format type). In Such a 
case, identification by component group type (component 
group type) is effective. Total bit rate flag (total bit rate 
flag) is a 1-bit flag indicating the description state of a total 
bit rate in a component group in an event. When this bit is 
“0, this means that the total bit rate field in the component 
group does not exist in the descriptor. When this bit is “1,” 
this means that the total bit rate field in the component group 
exists in the descriptor. Num of group (number of groups) 
has a 4-bit field representing the number of component 
groups in an event. 
0.135 Component group id (component group identifi 
cation) has a 4-bit field describing component group iden 
tification according to FIG. 8. Num of CA unit (number of 
charging units) has a 4-bit field representing the number of 
charging/non-charging units in the component group. 
CA unit id (charging unit identification) has a 4-bit field 
describing identification of the charging unit to which the 
component belongs according to FIG. 9. 
0.136. Num of component (number of components) has 
a 4-bit field representing the number of components that 
belong to the component group and also belong to the 
charging/non-charging unit indicated by immediately pre 
ceding CA unit id. Component tag (component tag) has an 
8-bit field representing the value of a component tag that 
belongs to the component group. 
I0137 Total bit rate (total bit rate) has an 8-bit field 
describing the total bit rate of a component in a component 
group by rounding up the transmission rate of a transport 
stream packet every 4 Mbps. Text length (component 
group description length) has an 8-bit field representing the 
byte length of the following component group description. 
Text char (component group description) has an 8-bit field. 
A series of character information fields describes a descrip 
tion regarding the component group. 
0.138. As described above, the reception device 4 moni 
tors component group type and thereby provides an effect 
that it is possible to recognize that a program currently being 
received or to be received in the future is a 3D program. 
0.139 Next, an example where a new descriptor repre 
senting information on the 3D program will be described. 
FIG. 10(a) shows an example of the structure of a 3D 
program detail descriptor which is one element of the 
program information. The 3D program detail descriptor 
indicates detailed information when a program is a 3D 
program and is used to make a decision on the 3D program 
in the receiver or the like. This descriptor is arranged in PMT 
and/or EIT. The 3D program detail descriptor may coexist 
with stream content (component contents) or component 
type (component type) for the 3D video program shown in 
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FIGS. 5(c) to (e) already described above. However, a 
configuration may also be adopted in which the 3D program 
detail descriptor is transmitted, whereas stream content 
(component contents) or component type (component type) 
for the 3D video program is not transmitted. The 3D 
program detail descriptor has the following meanings. Next, 
descriptor tag has an 8-bit field describing a value that 
allows this descriptor to be identified as a 3D program detail 
descriptor (e.g. 0xE1). Descriptor length has an 8-bit field 
describing the size of this descriptor. 
0140. 3d 2d type (3D/2D type) has an 8-bit field repre 
senting the type of 3D video/2D video in the 3D program 
according to FIG. 10(b). This field provides information to 
identify whether video is 3D video or 2D video in such a 3D 
program that a program main part is 3D video and commer 
cials or the like inserted in the middle of the program are 
made up of 2D video, and is arranged for the purpose of 
preventing misoperation in the reception device (problem 
with display (output) that may occur when the reception 
device is performing 3D processing but broadcasting pro 
gram is 2D video). 0x01 represents 3D video and 0x02 
represents 2D video. 
0141 3d method type (3D mode type) has an 8-bit field 
representing a 3D mode type according to FIG. 11. 0x01 
represents “3D 2-viewpoint in respective ESs transmission 
scheme. 0x02 represents side-by-side scheme, 0x03 repre 
sents top-and-bottom scheme. Stream type (stream format 
type) has an 8-bit field representing the ES format of the 
program according to FIG. 3 described above. 
0142. A configuration may also be adopted in which the 
3D program detail descriptor is transmitted in the case of a 
3D video program, but not transmitted in the case of a 2D 
video program. This makes it possible to identify whether 
the program is 2D video program or 3D video program only 
based on the presence or absence of transmission of the 3D 
program detail descriptor. 
0143 Component tag (component tag) has an 8-bit field. 
The component stream of the service can refer to the 
description contents (FIG. 5) shown by the component 
descriptor using this 8-bit field. In the program map section, 
the values of the component tag given to the respective 
streams should be different values. The component tag is a 
label to identify the component stream and has the same 
value as the component tag in the stream identification 
descriptor (provided that the stream identification descriptor 
exists in PMT). 
0144. As described above, monitoring the 3D program 
detail descriptor by the reception device 4 provides, if this 
descriptor exists, an effect that it is possible to recognize that 
a program currently being received or received in the future 
is a 3D program. In addition, when the program is a 3D 
program, it is possible to recognize the type of the 3D 
transmission scheme and when 3D video and 2D video 
coexist, identification thereof is possible. 
0145 Next, an example will be described where identi 
fication of 3D video or 2D video is performed in service 
(organized channel) units. FIG. 12 shows an example of the 
structure of a service descriptor which is one element of the 
program information. The service descriptor represents the 
name of an organized channel and the name of the provider 
together with the service format type using a character code. 
This descriptor is arranged in SDT. 
0146 The service descriptor has the following meanings. 
That is, service type (service format type) has an 8-bit field 
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representing the type of a service according to FIG. 13. 0x01 
represents a 3D video service. The 8-bit field of service 
provider name length (provider name length) represents 
the byte length of the provider name that follows. Char 
(character code) has an 8-bit field. A series of character 
information fields represents the provider name or service 
name. The 8-bit field of service name length (service name 
length) represents the byte length of the service name that 
follows. 

0147 As described above, monitoring service type by 
the reception device 4 provides an effect that it is possible to 
recognize that a service (organized channel) is a channel of 
a 3D program. Thus, if it is possible to identify whether a 
service (organized channel) is 3D video service or a 2D 
Video service, it is possible to display, for example, that the 
service is a 3D video program broadcasting service or the 
like using an EPG display or the like. However, even with 
a service that is broadcasting mainly 3D video programs, 
there can also be a case where 2D video must be broadcast, 
for example, when only 2D video is available as the source 
for advertisement video. Therefore, identification of a 3D 
Video service using service type (service format type) of the 
service descriptor is preferably used together with identifi 
cation of a 3D video program using a combination of 
stream content (component contents) and component type 
(component type) which has already been described, iden 
tification of 3D video program using component group 
type (component group type) or identification of a 3D video 
program using a 3D program detail descriptor. When iden 
tification is performed by combining a plurality of pieces of 
information, it is also possible to identify that although the 
service is a 3D video broadcasting service, only some 
programs are provided as 2D video. In the case that Such 
identification is possible, the reception device can clearly 
demonstrate, for example, in EPG that the service is a "3D 
video broadcasting service' and even when a 2D video 
program is mixed with the service besides the 3D video 
program, it is possible to Switch display control or the like 
between the 3D video program and the 2D video program if 
necessary when the program is received or the like. 
0148 FIG. 14 shows an example of the structure of a 
service list descriptor which is one element of the program 
information. The service list descriptor provides a list of 
services based on service identification and the service 
format type. That is, the service list descriptor describes a 
list of organized channels and their types. This descriptor is 
arranged in NIT. 
014.9 The service list descriptor has the following mean 
ings. That is, service id (service identification) has a 16-bit 
field uniquely identifying an information service within its 
transport stream. Service identification is equal to broad 
casting program number identification (program number) 
within the corresponding program map section. Service 
type (service format type) has an 8-bit field representing the 
type of a service according to FIG. 12 described above. 
0150. Such service type (service format type) makes it 
possible to identify whether the service is a "3D video 
broadcasting service' or not, and thereby perform a display 
that groups only "3D video broadcasting services’ in EPG 
display using, for example, the organized channel indicated 
in the service list descriptor and the list of types. 
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0151. As described above, monitoring service type by 
the reception device 4 provides an effect that it is possible to 
recognize that the organized channel is a 3D program 
channel. 
0152 The examples of the descriptors described above 
only describe typical members, and it is also conceivable to 
have other members, bring together a plurality of members 
or divide one member into a plurality of members having 
detailed information. 

<Example of Program Information Transmission Operation 
Rule> 

0153. The above-described component descriptor, com 
ponent group descriptor, 3D program detail descriptor, Ser 
Vice descriptor and service list descriptor of the program 
information are information generated and added, for 
example, by the management information adding unit 16, 
stored in PSI of MPEG-TS (for example, PMT) or SI (for 
example, EIT, SDT or NIT) and transmitted from the trans 
mission device 1. 
0154 An example of the program information transmis 
sion operation rule in the transmission device 1 will be 
described below. 
0155 FIG. 15 shows an example of transmission pro 
cessing of the component descriptor in the transmission 
device 1. “Ox50' which means a component descriptor is 
described in "descriptor tag.” The descriptor length of the 
component descriptor is described in "descriptor length. A 
maximum value of the descriptor length is not defined. 
“Ox01” (video) is described in “stream content.” 
0156 The video component type of the component is 
described in "component type.” The component type is set 
from FIG. 5. A component tag value which is unique within 
the program is described in "component tag.” “Jpn. 
(“Ox6A706E)” is described in “ISO 639 language code.” 
(O157. “Text char” is described in 16 or fewer bytes (8 
full size characters) as a video type name when a plurality 
of video components exist. No line feed code is used. When 
the component description is a default character string, this 
field can be omitted. The default character string is “video.” 
0158. One “text char” must be transmitted to all video 
components having component tag values of 0x00 to 0x0F 
included in an event (program). 
0159 Performing transmission operation by the transmis 
sion device 1 and monitoring stream content and compo 
nent type by the reception device 4 in this way provides an 
effect that it is possible to recognize that a program currently 
being received or received in the future is a 3D program. 
0160 FIG. 16 shows an example of transmission pro 
cessing of the component group descriptor in the transmis 
sion device 1. 
0161 “0x9 which means the component group descrip 
tor is described in “descriptor tag. The descriptor length of 
the component group descriptor is described in "descriptor 
length.” No maximum value of the descriptor length is 
defined. “Component group type' shows the type of the 
component group. 000 indicates a multi-view television 
and 001 indicates 3D television. 
0162 “Total bit rate flag indicates 0 when all total bit 
rates in a group in an event are default values, and 1 when 
any one of total bit rates in a group in an event exceeds a 
specified default value. 
0163 The number of component groups in an event is 
described in “num of group.” “Num of group' is set to 
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maximum 3 in the case of multi-view television (MV TV) 
and set to maximum 2 in the case of 3D television (3D TV). 
0164 Component group identification is described in 
“component group id.” “OXO is assigned in the case of a 
main group and a broadcasting provider assigns a unique 
value in an event in the case of each subgroup. 
0.165. The number of charging/non-charging units in the 
component group is described in “num of CA unit.' Sup 
pose the maximum value is 2. “Num of CA unit is set to 
“OX1 when no component to be charged is included in the 
component group. 
0166 Charging unit identification is described in “CA 
unit id.” The broadcasting provider assigns “CA unit id' 
which is unique in an event. The number of components that 
belong to the component group and also belong to the 
charging/non-charging unit indicated by the immediately 
preceding "CA unit id' is described in "num of compo 
nent.” Suppose a maximum value thereof is 15. 
0.167 A value of a component tag that belongs to a 
component group is described in "component tag. A total 
bit rate in the component group is described in “total bit 
rate.” However, “0x00 is described therein in the case of a 
default value. 
0168 A byte length of a component group description 
that follows is described in “text length.” Suppose a maxi 
mum value thereof is 16 (8 full size characters). A descrip 
tion regarding a component group is must be described in 
“text char.” No default character string is defined. No line 
feed code is used either. 
0169. When a multi-view television service is performed, 
“component group type' must be set to 000 and transmit 
ted. Furthermore, when a 3D television service is performed, 
“component group type' must be set to 001 and transmit 
ted. 
0170 Performing transmission operation by the transmis 
sion device 1 and monitoring component group type by the 
reception device 4 in this way provides an effect that it is 
possible to recognize that a program currently being 
received or received in the future is a 3D program. 
0171 FIG. 17 shows an example of transmission pro 
cessing on a 3D program detail descriptor by the transmis 
sion device 1. “OxE1’ which means a 3D program detail 
descriptor is described in “descriptor tag.” The descriptor 
length of a 3D program detail descriptor is described in 
"descriptor length. 3D/2D identification is described in 
“3d 2d type.” This is set from FIG. 10 (b). 3D mode 
identification is described in 3d method type.” This is set 
from FIG. 11. The format of ES of the program is described 
in “stream type.” This is set from FIG. 3. A component tag 
value which is unique in the program is described in 
“component tag.” 
0172 Performing transmission operation by the transmis 
sion device 1 and monitoring a 3D program detail descriptor 
by the reception device 4 in this way provides an effect that 
if this descriptor exists, it is possible to recognize that a 
program currently being received or received in the future is 
a 3D program. 
0173 FIG. 18 shows an example of transmission pro 
cessing on a service descriptor by the transmission device 1. 
“Ox48' which means a service descriptor is described in 
"descriptor tag. The descriptor length of the service 
descriptor is described in “descriptor length.” A service 
format type is described in “service type.” 
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(0174. The service format type is set from FIG. 13. The 
provider name length is described in 'service provider 
name length' in the case of BS/CS digital television broad 
casting. Suppose a maximum value thereof is 20. “0x00' is 
described therein because service provider name is not 
used in digital terrestrial television broadcasting. 
(0175. The provider name is described in “char” in the 
case of BS/CS digital television broadcasting. The provider 
name is described in a maximum of 10 full size characters. 
Nothing is described in the case of digital terrestrial televi 
sion broadcasting. An organized channel name length is 
described in 'service name length.' Suppose a maximum 
value thereof is 20. An organized channel name is described 
in “char.” The organized channel name is described in 20 or 
fewer bytes and in 10 or fewer full size characters. Only one 
organized channel name must be arranged for a channel to 
be organized. 
0176 Performing transmission operation by the transmis 
sion device 1 and monitoring service type by the reception 
device 4 in this way provides an effect that it is possible to 
recognize that the organized channel is a 3D program 
channel. 
0177 FIG. 19 shows an example of transmission pro 
cessing on a service list descriptor by the transmission 
device 1. “Ox41 which means a service list descriptor is 
described in "descriptor tag.” The descriptor length of the 
service list descriptor is described in “descriptor length. A 
loop with a number of services included in a target transport 
stream is described in “loop.” 
0.178 Service id included in the transport stream is 
described in “service id.” A service type of a target service 
is described in “service type.” The service type is set from 
FIG. 13. These must be arranged for a TS loop in NIT. 
0179 Performing transmission operation by the transmis 
sion device 1 and monitoring service type by the reception 
device 4 in this way provides an effect that it is possible to 
recognize that the organized channel is a 3D program 
channel. 
0180 Transmission examples of the program information 
by the transmission device 1 have been described so far. 
When a program is switched from a 2D program to a 3D 
program, on a first screen from which the 3D program starts 
and using a telop or the like, messages like “a 3D program 
starts from now,” “3D viewing glasses should be worn for 
viewing in 3D display,” “2D display view is recommended 
if your eyes are tired or your physical condition is not good.” 
“viewing a 3D program for a long time may cause your eyes 
to be tired or your physical condition to worsen’’ or the like 
are inserted in the video of the 3D program created by the 
transmission device 1 and transmitted, which provides a 
merit that it is possible to give a caution or warning of the 
3D program viewing to the user who watches the 3D 
program using the reception device 4. 

<Hardware Configuration of Reception Device> 
0181 FIG. 25 is a hardware configuration diagram illus 
trating a configuration example of the reception device 4 of 
the system in FIG. 1. Reference numeral 21 denotes a CPU 
(Central Processing Unit) that controls the entire receiver, 22 
denotes a general-purpose bus for controlling and transmit 
ting information between the CPU 21 and the respective 
sections in the reception device, 23 denotes a tuner that 
receives a broadcasting signal transmitted from the trans 
mission device 1 via abroadcasting transmission network of 
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radio (satellite, terrestrial), cable or the like, tunes into a 
specific frequency, demodulates, performs error correcting 
processing or the like and outputs a multiplexed packet Such 
as MPEG2-Transport Stream (hereinafter also referred to as 
TS), 24 denotes a descrambler that decodes a signal 
scrambled by the scrambling unit 13, 25 denotes a network 
I/F (Interface) that transmits/receives information to/from a 
network and transmits/receives various types of information 
and MPEG2-TS between the Internet and the reception 
device, 26 denotes a recording medium such as HDD (Hard 
Disk Drive) incorporated in the reception device 4, flash 
memory or removable HDD, disk type recording medium, 
flash memory, 27 denotes a recording/playback unit that 
controls the recording medium 26 and controls signal 
recording onto the recording medium 26 or signal playback 
from the recording medium 26, and 29 denotes a demulti 
plexing unit that demultiplexes a signal multiplexed in a 
format such as MPEG2-TS into a signal such as video ES 
(Elementary Stream), Sound ES or program information. 
“ES” refers to compressed/coded image and/or sound data. 
Reference numeral 30 denotes a video decoding unit that 
decodes video ES into a video signal, 31 denotes a sound 
decoding unit that decodes sound ES into an audio signal 
and outputs the audio signal to a speaker 48 or outputs the 
audio signal from an audio output 42, 32 denotes a video 
conversion processing unit that performs processing of 
converting a 3D or 2D video signal decoded by the video 
decoding unit 30 to a predetermined format through con 
version processing which will be described later according 
to an instruction from the CPU, processing of Superimposing 
a display such as OSD (On Screen Display) created by the 
CPU 21 on the video signal, outputs the processed video 
signal to a display 47 or a video signal output 41 and outputs 
a synchronous signal or control signal (used for machine 
control) corresponding to the format of the processed video 
signal from the video signal output 41 and the control signal 
output 43, 33 denotes a control signal transmission/reception 
unit that receives an operational input from a user opera 
tional input 45 (e.g., key code from a remote controller that 
transmits an IR (Infrared Radiation) signal) and transmits a 
machine control signal (e.g., IR) to an external device 
generated by the CPU 21 or video conversion processing 
unit 32 from the machine control signal transmission unit 44. 
34 denotes a timer that incorporates a counter and maintains 
a current time, 46 denotes a high-speed digital I/F Such as 
serial interface or IP interface that performs necessary 
processing Such as encryption on TS reconfigured in the 
demultiplexing unit, outputs TS to the outside or decodes TS 
received from the outside and inputs the decoded TS to the 
demultiplexing unit 29, 47 denotes the display that displays 
3D video and 2D video decoded by the video decoding unit 
30 and video-converted by the video conversion processing 
unit 32, and 48 denotes the speaker that outputs sound based 
on the audio signal decoded by the Sound decoding unit, and 
the reception device 4 is mainly constructed of these 
devices. Even when video is displayed in 3D on the display, 
the synchronous signal or control signal is outputted from 
the control signal output 43 or the machine control signal 
transmission terminal 44 if necessary. 
0182 FIG. 35 and FIG. 36 show examples of the system 
configuration including the reception device, viewing device 
and 3D auxiliary viewing device (e.g., 3D glasses). FIG. 35 
shows an example of the system configuration in which the 
reception device and the viewing device are integrated as 
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one unit and FIG. 36 shows an example of the system 
configuration in which the reception device and the viewing 
device are configured as separate bodies. 
0183. In FIG. 35, reference numeral 3501 denotes a 
display device that includes the configuration of the recep 
tion device 4 and can perform 3D video display and audio 
output, 3503 denotes a 3D auxiliary viewing device control 
signal (e.g., IR signal) outputted from the display device 
3501, and 3502 denotes a 3D auxiliary viewing device. In 
the example of FIG. 35, a video signal is displayed from a 
video display provided for the display device 3501 and an 
audio signal is outputted from a speaker provided for the 
display device 3501. Similarly, the display device 3501 is 
provided with an output terminal that outputs a 3D auxiliary 
viewing device control signal outputted from the output of 
the machine control signal 44 or control signal 43. 
0184 An example has been described above assuming 
that the display device 3501 and the 3D auxiliary viewing 
device 3502 shown in FIG. 35 perform display based on an 
active shutter scheme, which will be described later, but in 
the case of a scheme whereby the display device 3501 and 
the 3D auxiliary viewing device 3502 shown in FIG. 35 
perform 3D video display through polarization splitting, 
which will be described later, the 3D auxiliary viewing 
device 3502 needs only to perform polarization splitting so 
that different videos impinge upon the left eye and the right 
eye, and there is no need to output the 3D auxiliary viewing 
device control signal 3503 outputted from the output of the 
machine control signal 44 or the control signal 43 from the 
display device 3501 to the 3D auxiliary viewing device 
35O2. 

0185. Furthermore, in FIG. 36, reference numeral 3601 
denotes a video/audio output apparatus including the con 
figuration of the reception device 4, 3602 denotes a trans 
mission path (e.g., HDMI cable) that transmits a video/ 
audio/control signal, and 3603 denotes a display that outputs 
and displays a video signal or an audio signal inputted from 
outside. 

0186. In this case, the video signal outputted from the 
video output 41 of the video/audio output apparatus 3601 
(reception device 4), the audio signal outputted from the 
audio output 42 and the control signal outputted from the 
control signal output 43 are converted to a transmission 
signal of a format suitable for the format defined in the 
transmission path 3602 (e.g., format defined in the HDMI 
standard) and inputted to the display 3603 via the transmis 
sion path 3602. The display 3603 receives the transmission 
signal, decodes it into the original video signal, audio signal 
and control signal, outputs video and sound and outputs the 
3D auxiliary viewing device control signal 3503 to the 3D 
auxiliary viewing device 3502. 
0187. An example has been described above assuming 
that the display device 3603 and the 3D auxiliary viewing 
device 3502 shown in FIG. 36 perform display based on the 
active shutter scheme, which will be described later. In the 
case of a scheme whereby the display device 3603 and the 
3D auxiliary viewing device 3502 shown in FIG. 36 perform 
3D video display through polarization splitting, which will 
be described later, the 3D auxiliary viewing device 3502 
needs only to perform polarization splitting so that different 
Videos impinge upon the left eye and the right eye, and there 
is no need to output the 3D auxiliary viewing device control 
signal 3603 from the display device 3603 to the 3D auxiliary 
viewing device 3502. 
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0188 Some of the components 21 to 46 shown in FIG. 25 
may be constructed of one or a plurality of LSIs. Further 
more, functions of Some of the components 21 to 46 shown 
in FIG. 25 may be implemented by software. 

<Function Block Diagram of Reception Device> 
0189 FIG. 26 shows an example of a function block 
configuration of processing inside the CPU 21. Here, each 
function block exists, for example, as a software module 
executed by the CPU21 and information or data and control 
instructions are exchanged among the modules through 
certain means (e.g., message passing, function call, event 
transmission) or the like. 
0190. Furthermore, each module also transmits/receives 
information to/from each hardware component inside the 
reception device 4 via the general-purpose bus 22. Rela 
tional lines (arrows) illustrated in this figure mainly describe 
parts associated with the present description, but there are 
also communication means and processing requiring com 
munication among other modules. For example, a tuning 
control unit 59 acquires program information necessary for 
tuning from a program information analysis unit 54 as 
appropriate. 
0191 Next, functions of the respective function blocks 
will be described. A system control unit 51 manages a state 
of each module and an instruction state of the user or the like 
and provides control instructions for each module. A user 
instruction reception unit 52 receives and interprets an input 
signal of the user operation received by the control signal 
transmission/reception unit 33 and transmits the user 
instruction to the system control unit 51. Following the 
instructions from the system control unit 51 or other mod 
ules, a machine control signal transmission unit 53 instructs 
the control signal transmission/reception unit 33 to transmit 
a machine control signal. 
0.192 A program information analysis unit 54 acquires 
program information from the demultiplexing unit 29, ana 
lyzes contents and provides necessary information to each 
module. A time management unit 55 acquires time correc 
tion information (TOT. Time offset table) included in TS 
from the program information analysis unit 54, manages the 
current time and notifies an alarm (notification of arrival of 
a specified time) or one-shot timer (notification of lapse of 
a certain time) at the request of each module using the 
counter provided for the timer 34. 
0193 A network control unit 56 controls the network I/F 
25 and acquires various types of information and TS from a 
specific URL (Unique Resource Locator) or specific IP 
(Internet Protocol) address. A decoding control unit 57 
controls the video decoding unit 30 and the sound decoding 
unit 31 to start or stop decoding and acquire information 
included in a stream. 
0.194. A recording/playback control unit 58 controls the 
recording/playback unit 27 to read a signal from the record 
ing medium 26 from a specific position of specific content 
and in an arbitrary reading format (normal playback, fast 
forward, rewind, pause). The recording/playback control 
unit 58 also controls recording of a signal inputted to the 
recording/playback unit 27 onto the recording medium 26. 
(0195 A tuning control unit 59 controls the tuner 23, the 
descrambler 24, the demultiplexing unit 29 and the decoding 
control unit 57 to receive broadcasting and record a broad 
casting signal. Alternatively, the tuning control unit 59 
performs control over processes from playback from the 
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recording medium to output of a video signal and an audio 
signal. Details of broadcasting reception operation, broad 
casting signal recording operation, and playback operation 
from the recording medium will be described later. 
0196. An OSD creation unit 60 creates OSD data con 
taining a specific message and instructs a video conversion 
control unit 61 to superimpose the created OSD data on a 
video signal and output the signal. Here, the OSD creation 
unit 60 performs 3D message display or the like by creating 
OSD data with a parallax for the left eye and for the right eye 
and requesting the video conversion control unit 61 to 
perform 3D display based on the OSD data for the left eye 
and for the right eye. 
0197) The video conversion control unit 61 controls the 
Video conversion processing unit 32 to convert the video 
signal inputted from the video decoding unit 30 to the video 
conversion processing unit 32 to 3D or 2D video according 
to an instruction from the system control unit 51, Superim 
pose the converted video on the OSD inputted from the OSD 
creation unit 60, further process (scaling, PinP. 3D display or 
the like) the video if necessarily, display the video on the 
display 47 or output the video to outside. Details of a method 
of conversion of 3D video or 2D video to a predetermined 
format in the video conversion processing unit 32 will be 
described later. The respective function blocks provide these 
functions. 

<Broadcasting Reception> 

(0198 Here, a control procedure and a signal flow thereof 
when performing broadcasting reception will be described. 
First, the system control unit 51 that has received the user's 
instruction (e.g., pressing of a CH button of the remote 
controller) indicating broadcasting reception of a specific 
channel (CH) from the user instruction reception unit 52 
instructs the tuning control unit 59 to tune in the CH 
instructed by the user (hereinafter referred to as specified 
CH). 
(0199 The tuning control unit 59 that has received the 
instruction instructs the tuner 23 to perform reception con 
trol over the specified CH (tuning into a specified frequency 
band, broadcasting signal demodulation processing, error 
correcting processing) and output TS to the descrambler 24. 
0200 Next, the tuning control unit 59 instructs the 
descrambler 24 to descramble the TS and output the TS to 
the demultiplexing unit 29 and instructs the demultiplexing 
unit 29 to demultiplex the inputted TS, output the demulti 
plexed video ES to the video decoding unit 30 and output 
sound ES to the sound decoding unit 31. 
0201 Furthermore, the tuning control unit 59 instructs 
the decoding control unit 57 to decode video ES and sound 
ES inputted to the video decoding unit 30 and the sound 
decoding unit 31. The decoding control unit 31 that has 
received the decoding instruction controls the video decod 
ing unit 30 to output the decoded video signal to the video 
conversion processing unit 32, and controls the Sound 
decoding unit 31 to output the decoded audio signal to the 
speaker 48 or the audio output 42. In this way, control is 
performed to output video and sound of the user specified 
CH. 
0202 Furthermore, in order to display a CH banner (OSD 
to display the CH number, program name, program infor 
mation or the like) during tuning, the system control unit 51 
instructs the OSD creation unit 60 to create and output the 
CH banner. The OSD creation unit 60 that has received the 
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instruction transmits data of the created CH banner to the 
video conversion control unit 61 and the video conversion 
control unit 61 that has received the data performs control so 
that the CH banner is Superimposed on the video signal and 
outputted. A message is displayed during tuning or the like 
in this way. 

<Recording of Broadcasting Signal 
0203) Next, recording control of a broadcasting signal 
and a signal flow thereof will be described. When recording 
a specific CH, the system control unit 51 instructs the tuning 
control unit 59 to tune into the specific CH and output a 
signal to the recording/playback unit 27. 
0204 The tuning control unit 59 that has received the 
instruction instructs the tuner 23 to perform reception con 
trol over the specified CH as in the case of the broadcasting 
reception processing and controls the descrambler 24 to 
descramble MPEG2-TS received from the tuner 23 and 
control the demultiplexing unit 29 to output the input from 
the descrambler 24 to the recording/playback unit 27. 
0205 Furthermore, the system control unit 51 instructs 
the recording/playback control unit 58 to record the input TS 
to the recording/playback unit 27. The recording/playback 
control unit 58 that has received the instruction performs 
necessary processing Such as encryption on the signal (TS) 
inputted to the recording/playback unit 27, creates additional 
information necessary for recording/playback (program 
information of recording CH, content information Such as 
bit rate) and records management data (ID of recording 
content, recording position on the recording medium 26, 
recording format, encryption information or the like), and 
then performs processing of writing the MPEG2-TS and 
additional information, management data to the recording 
medium 26. The broadcasting signal is recorded in this way. 
<Playback from Recording Medium-> 
0206 Next, playback processing from a recording 
medium will be described. When playing back a specific 
program, the system control unit 51 instructs the recording/ 
playback control unit 58 to play back the specific program. 
In this case, the system control unit 51 instructs the content 
ID and playback starting position (e.g., start of the program, 
position of 10 minutes from the start, continuation from the 
last scene, position of 100 Mbytes from the start or the like). 
The recording/playback control unit 58 that has received the 
instruction controls the recording/playback unit 27 to read 
the signal (TS) from the recording medium 26 using the 
additional information and the management data, perform 
necessary processing such as decoding of encryption and 
then perform processing on the demultiplexing unit 29 so as 
to output TS. 
0207. Furthermore, the system control unit 51 instructs 
the tuning control unit 59 to output video and sound of the 
playback signal. The tuning control unit 59 that has received 
the instruction performs control such that the input from the 
recording/playback unit 27 is outputted to the demultiplex 
ing unit 29 and instructs the demultiplexing unit 29 to 
demultiplex the inputted TS, output the demultiplexed video 
ES to the video decoding unit 30 and output the demulti 
plexed sound ES to the sound decoding unit 31. 
0208 Furthermore, the tuning control unit 59 instructs 
the decoding control unit 57 to decode the video ES and 
sound ES inputted to the video decoding unit 30 and the 
sound decoding unit 31. The decoding control unit 31 that 
has received the decoding instruction controls the video 
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decoding unit 30 to output the decoded video signal to the 
Video conversion processing unit 32 and controls the Sound 
decoding unit 31 to output the decoded audio signal to the 
speaker 48 or the audio output 42. Processing of signal 
playback from the recording medium is performed in this 
way. 

<3D Video Display Methodd 
0209 Examples of 3D video display scheme applicable 
to the present invention include several Schemes that create 
video for the left eye and for the right eye to cause the left 
eye and right eye to feel a parallax and cause people to 
recognize as if a three-dimensional object exists. 
0210. One such scheme is an active shutter scheme in 
which the left and right glasses worn by the user are 
alternately light-shielded using a liquid crystal shutter or the 
like, videos for the left eye and for the right eye are 
displayed in synchronization therewith to produce a parallax 
in images reflected in the left and right eyes. 
0211. In this case, the reception device 4 outputs a 
synchronous signal and a control signal to the active shutter 
glasses worn by the user from the control signal output 43 
or the machine control signal transmission terminal 44. 
Furthermore, the reception device 4 outputs a video signal 
from the video signal output 41 to an external 3D video 
display device to cause the 3D video display device to 
alternately display video for the left eye and video for the 
right eye. Alternatively, the reception device 4 causes the 
display 47 provided for the reception device 4 to perform 
similar 3D display. This allows the user wearing the active 
shutter mode glasses to view the 3D video on the display 47 
provided for the 3D video display device or the reception 
device 4. 
0212. Furthermore, another scheme is a polarization 
scheme whereby films whose linear polarizations are 
orthogonal to each other are pasted to the left and right 
glasses worn by the user or linear polarization coating is 
applied thereto, or films having mutually opposite rotation 
directions of the polarization axis of circular polarization are 
pasted to the glasses or circular polarization coating is 
applied thereto, video for the left eye and video for the right 
eye using different polarizations corresponding to polariza 
tions of the left eye and right eyeglasses are simultaneously 
outputted, and videos impinging upon the left eye and the 
right eye are thereby separated according to their polariza 
tion states respectively to produce a parallax between the left 
eye and the right eye. 
0213. In this case, the reception device 4 outputs a video 
signal from the video signal output 41 to the external 3D 
video display device and the 3D video display device 
displays the video for the left eye and the video for the right 
eye in different polarization states. Alternatively, the display 
47 provided for the reception device 4 performs similar 
display. This allows the user wearing polarization glasses to 
view 3D video on the display 47 provided for the 3D video 
display device or reception device 4. The polarization 
scheme enables 3D video to be viewed without the need for 
sending a synchronous signal or a control signal from the 
reception device 4 to the polarization glasses, and it is 
therefore not necessary to output a synchronous signal or a 
control signal from the control signal output 43 or the 
machine control signal transmission terminal 44. 
0214. In addition, a color separation scheme whereby 
Videos of the left and right eyes are separated may also be 
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used. Furthermore, a parallax barrier scheme whereby 3D 
video is created using a parallax barrier which is viewable by 
naked eyes may also be used. 
0215. The 3D display scheme according to the present 
invention is not limited to any specific scheme. 

<Specific Example of Method of Deciding 3D Program 
Using Program Information> 
0216. As an example of a method of deciding a 3D 
program, it is possible to acquire information for deciding 
whether a program is a newly included 3D program or not 
from various tables and descriptors included in the program 
information of the broadcasting signal described above and 
the playback signal and decide whether the program is a 3D 
program or not. 
0217. It is decided whether the program is a 3D program 
or not by checking information for deciding whether the 
program is a 3D program newly included in a component 
descriptor component group descriptor described in tables 
such as PMT or EIT (schedule basic/schedule extended/ 
present/following), or checking a 3D program detail descrip 
tor which is a new descriptor for deciding a 3D program, 
checking information for deciding whether the program is a 
3D program newly included in the service descriptor, service 
list descriptor or the like described in tables such as NIT or 
SDT or the like. Such information is added to a broadcasting 
signal in the aforementioned transmission device and trans 
mitted. In the transmission device, the information is added 
to a broadcasting signal, for example, by the management 
information adding unit 16. 
0218. The respective tables are used for different pur 
poses, for example, PMT describes only information on a 
current program, and it is therefore not possible to check 
about information on future programs but PMT has a feature 
that its reliability is high. On the other hand, EIT schedule 
basic/schedule extended allows not only information on the 
current program but also future programs to be acquired, but 
EIT has such demerits that it requires a long time until 
reception is completed, requires a large storage region and 
has low reliability because EIT handles future events. Since 
EIT following allows information on a program of the next 
broadcasting time to be acquired, EIT is suitable for appli 
cation to the present embodiment. Furthermore, EIT pres 
ent can be used to acquire the current program information 
and it is possible to acquire information different from that 
of PMT. 
0219. Next, detailed examples of processing of the recep 
tion device 4 relating to the program information described 
in FIG. 4, FIG. 6, FIG. 10, FIG. 12 and FIG. 14 transmitted 
from the transmission device 1 will be described. 
0220 FIG. 20 shows an example of processing on each 
field of a component descriptor in the reception device 4. 
0221) When “descriptor tag is “0x50,” the descriptor is 
decided to be a component descriptor. With “descriptor 
length,’ the descriptor is decided to indicate the descriptor 
length of a component descriptor. When “stream content is 
“0x01, “0x05”, “0x06”, “0x07, the descriptor is decided to 
be valid (video). When “stream content” is other than 
“0x01, “0x05”, “0x06”, “0x07, the descriptor is decided to 
be invalid. When “stream content is “Ox01, “0x05'., 
“0x06”, “Ox07. Subsequent processing is performed. 
0222. With “component type' the descriptor is decided 
to indicate a video component type of the component. Any 
one value in FIG. 5 is specified for this component type. The 
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contents thereof make it possible to decide whether the 
component is a component about a 3D video program or not. 
0223 “Component tag is a component tag value which 

is unique in the program and can be used in association with 
the component tag value of a stream identifier of PMT. 
0224 “ISO 639 language code' handles a character 
code arranged later as "pn' 
(“Ox6A706E).” 
0225. With “text char,” the descriptor within 16 bytes (8 
full size characters) is decided to be a component descrip 
tion. When this field is omitted, the descriptor is decided to 
indicate a default component description. The default char 
acter string is “video.” 
0226. As described above, the component descriptor 
makes it possible to decide a video component type making 
up an event (program) and the component description can be 
used to select a video component in the receiver. 
0227 Only video components whose component tag 
value is set to value 0x00 to 0x0F can be singly regarded as 
selection targets. Video components set with values other 
than the above-described component tag values are not 
singly regarded as selection targets and should not be targets 
of the component selection function or the like. 
0228. Furthermore, due to a mode change or the like in an 
event (program), the component description may not match 
the actual component. (Component type of the component 
descriptor describes a typical component type of the com 
ponent and this value must not be changed in real time when 
a mode change occurs in the middle of the program.) 
0229. Furthermore, component type described by the 
component descriptor is referenced to decide default maxi 
mum bit rate when information for controlling a copy 
generation in a digital recording device and a digital copy 
control descriptor which is a description of a maximum 
transmission rate are omitted for the event (program). 
0230 Performing processing on each field of the present 
descriptor by the reception device 4 and thereby monitoring 
stream content and component type by the reception device 
4 in this way provides an effect that it is possible to 
recognize that a program currently being received or 
received in the future is a 3D program. 
0231 FIG. 21 shows an example of processing on each 
field of a component group descriptor in the reception device 
4 

0232. When “descriptor tag is “OxD9,” the descriptor is 
decided to be a component group descriptor. With “descrip 
tor length,’ the descriptor is decided to indicate a descriptor 
length of the component group descriptor. 
0233. When “component group type' is 000, the 
descriptor is decided to indicate a multi-view television 
service and when it is 001, the descriptor is decided to 
indicate a 3D television service. 

0234. When “total bit rate flag” is 0, the total bit rate 
in the group in an event (program) is decided not to be 
described in the descriptor. When it is 1, the total bit rate 
in the group in an event (program) is decided to be described 
in the descriptor. 
0235. With “num of group, the descriptor is decided to 
indicate the number of component groups in an event 
(program). When a maximum value exists and if the maxi 
mum value is exceeded, it may be handled as the maximum 
value. 

even other than pn 
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0236. When “component group id” is “0x0, the 
descriptor is decided to indicate a main group. When it is 
other than “0x0, the descriptor is decided to indicate a 
Subgroup. 
0237 With “num of CA unit, the descriptor is decided 
to indicate the number of charging/non-charging units in the 
component group. When a maximum value is exceeded, it 
may be handled as 2. 
0238. When “CA unit id” is “0x0, the descriptor is 
decided to indicate a non-charging unit group. When it is 
“Ox1, the descriptor is decided to indicate a charging unit 
including a default ES group. When it is other than "0x0' 
and “OX1, the descriptor is decided to be charging unit 
identification other than that described above. 
0239. With “num of component, the descriptor is 
decided to indicate the number of components that belong to 
the component group and also belong to the charging/non 
charging unit indicated by immediately preceding CA unit 
id. When a maximum value is exceeded, it may be handled 
as 15. 

0240. With “component tag, the descriptor is decided to 
indicate a value of a component tag that belongs to the 
component group and can be used in association with the 
component tag value of a stream identifier of PMT. 
0241. With “total bit rate, the descriptor is decided to 
indicate a total bit rate in the component group. When 
“total bit rate' is “0x00, it is decided to be a default. 
0242. When “text length' is equal to or less than 16 (8 
full size characters), the descriptor is decided to indicate a 
component group description length and when "text length 
is greater than 16 (8 full size characters), a descriptive text 
corresponding to its portion in which the component group 
description length exceeds 16 (8 full size characters) may be 
ignored. 
0243 “Text char” refers to a descriptive text relating to 
the component group. Based on the arrangement of the 
component group descriptor of component group 
type='000, it is possible to decide that a multi-view tele 
vision service is provided in the event (program) and use the 
descriptive text for processing per component group. 
0244. Furthermore, based on the arrangement of the 
component group descriptor of component group 
type=001, it is possible to decide that a 3D television 
service is provided in the event (program) and use the 
descriptive text for processing per component group. 
0245. Furthermore, the default ES group of each group 
must be described in a component loop disposed at the 
beginning of a CA unit loop. 
0246 
0247 if the default ES group of the group is a non 
charging target, free CA mode 0 is set, but the component 
loop of CA unit id=0x1 should not be set. 
0248 if the default ES group of the group is a charging 
target, free CA mode 1 is set and the component loop of 
CA unit id="0x1' must be set and described. 

In a main group (component group id–0x0), 

0249 Furthermore, in a subgroup (component group 
id>0x0), 
0250 for the subgroup, only the same charging unit as 
that of the main group or non-charging unit can be set. 
0251 if the default ES group of the group is a non 
charging target, the component loop of CA unit id–0x0 is 
set and described. 
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0252) if the default ES group of the group is a charging 
target, the component loop of CA unit id=0x1 is set and 
described. 
0253 Performing processing on each field of the present 
descriptor by the reception device 4 and thereby monitoring 
component group type by the reception device 4 in this 
way provides an effect that it is possible to recognize that a 
program currently being received or received in the future is 
a 3D program. 
0254 FIG. 22 shows an example of processing on each 
field of a 3D program detail descriptor in the reception 
device 4. 
0255. When “descriptor tag is “0xE1,” the descriptor is 
decided to be a 3D program detail descriptor. With “descrip 
tor length,’ the descriptor is decided to indicate a descriptor 
length of the 3D program detail descriptor. With '3d 2d 
type, the descriptor is decided to indicate 3D/2D identifi 
cation in the 3D program. The 3D/2D identification is 
specified from FIG. 10 (b). With “3d method type,” the 
descriptor is decided to indicate 3D mode identification in 
the 3D program. The 3D mode identification is specified 
from FIG. 11. 
0256 With “stream type, the descriptor is decided to 
indicate an ES format of the 3D program. The ES format of 
the 3D program is specified from FIG. 3. With “component 
tag, the descriptor is decided to indicate a component tag 
value which is unique in the 3D program. The component 
tag value can be used in association with the component tag 
value of a stream identifier of PMT. 
0257. A configuration may also be adopted in which the 
program is decided to be a 3D video program or not based 
on the presence or absence of the 3D program detail descrip 
tor itself. That is, in this case, the program is decided to be 
a 2D video program if there is no 3D program detail 
descriptor and the program is decided to be a 3D video 
program if there is a 3D program detail descriptor. 
0258 Performing processing on each field of the present 
descriptor by the reception device 4 and thereby monitoring 
the 3D program detail descriptor by the reception device 4 
in this way provides an effect that if this descriptor exists, it 
is possible to recognize that a program currently being 
received or received in the future is a 3D program. 
0259 FIG. 23 shows an example of processing on each 
field of the service descriptor in the reception device 4. 
When “descriptor tag is “Ox48, the descriptor is decided 
to be a service descriptor. With “descriptor length, the 
descriptor is decided to indicate the descriptor length of a 
service descriptor. When “service type' is other than ser 
vice type shown in FIG. 13, the descriptor is decided to be 
invalid. 
0260. In the case of reception of BS/CS digital television 
broadcasting, with 'service provider name length' equal 
to or less than 20, the descriptor is decided to indicate a 
provider name length and when 'service provider name 
length” is greater than 20, the provider name is decided to 
be invalid. On the other hand, in the case of reception of 
digital terrestrial television broadcasting, with “service 
provider name length other than "0x00, the descriptor is 
decided to be invalid. 
0261. With “char, the descriptor is decided to indicate a 
provider name in the case of reception of BS/CS digital 
television broadcasting. On the other hand, in the case of 
reception of digital terrestrial television broadcasting, the 
described contents are ignored. With “service name 
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length' equal to or less than 20, the descriptor is decided to 
indicate an organized channel name length and with "ser 
Vice name length” greater than 20, the organized channel 
name is decided to be invalid. 
0262. With “char, the descriptor is decided to indicate an 
organized channel name. When SDT in which descriptors 
are arranged cannot be received according to the example of 
transmission processing shown in FIG. 18 above, basic 
information of the target service is decided to be invalid. 
0263 Performing processing on each field of the present 
descriptor by the reception device 4 and thereby monitoring 
service type by the reception device 4 in this way provides 
an effect that the organized channel is a 3D program channel. 
0264 FIG. 24 shows an example of processing on each 
field of the service list descriptor in the reception device 4. 
When “descriptor tag is “Ox41, the descriptor is decided 
to be a service list descriptor. With “descriptor length, the 
descriptor is decided to indicate the descriptor length of a 
service list descriptor. 
0265. With “loop,” the descriptor describes a loop with a 
number of services included in a target transport stream. 
With “service id,” the descriptor is decided to indicate 
service id corresponding to the transport stream. With “ser 
Vice type.” the descriptor indicates the service type of a 
target service. Any “service type' other than the service 
type defined in FIG. 13 is decided to be invalid. 
0266. As described above, the service list descriptor can 
be decided to be information on transport streams included 
in the target network. 
0267 Performing processing on each field of the present 
descriptor by the reception device 4 and thereby monitoring 
service type by the reception device 4 in this way provides 
an effect that it is possible to recognize that the organized 
channel is a 3D program channel. 
0268 Next, descriptors in each table will be described 
more specifically. First, it is possible to decide the ES format 
by the type of data in stream type described in the 2nd loop 
(loop per ES) of PMT as described in FIG.3 above and if a 
description indicating that the stream currently being broad 
cast is 3D video exists therein, that program is decided to be 
a 3D program (e.g., if 0x1F indicating a Subbit stream (other 
viewpoint) of multi-viewpoint video coding (e.g., H.264/ 
MVC) stream exists in stream type, that program is decided 
to be a 3D program). 
0269. Furthermore, in addition to stream type, it is also 
possible to assign a 2D/3D identification bit to newly 
identify a 3D program or 2D program for a region assumed 
to be currently reserved in PMT and make a decision in the 
region. 
0270. EIT can be likewise decided by newly assigning a 
2D/3D identification bit to the reserved region. 
0271 When deciding a 3D program using component 
descriptors arranged in PMT and/or EIT, it is possible, as 
described in FIGS. 4 and 5 above, to assign the type 
indicating 3D video to a component descriptor component 
type (e.g., FIGS. 5 (c) to (e)), and if there is one whose 
component type indicates 3D, that program can be decided 
as a 3D program. (E.g., FIGS. 5 (c) to (e) or the like are 
assigned and it is checked that the values exist in the 
program information of the target program.) 
0272. As the deciding method using component group 
descriptors arranged in EIT, as described in FIGS. 6 and 7 
above, a description indicating a 3D service is assigned to 
the value of component group type and if the value of 
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component group type indicates a 3D service, the program 
can be decided to be a 3D program (e.g., when the bit field 
is 001, a 3D TV service or the like is assigned and it is 
checked that the value exists in the program information of 
the target program). 
0273. As the deciding method using 3D program detail 
descriptors arranged in PMT and/or EIT, as described in 
FIGS. 10 and 11 above, when deciding whether the target 
program is a 3D program or not, it is possible to make a 
decision based on contents of 3d 2d type (3D/2D type) in 
the 3D program detail descriptor. Furthermore, when no 3D 
program detail descriptor is transmitted about the reception 
program, the program is decided to be a 2D program. 
Furthermore a method may also be adopted whereby if the 
3D mode type (above-described 3d method type) included 
in the descriptor indicates a 3D mode that can be supported 
by the reception device, the next program is decided to be a 
3D program. In that case, though analyzing processing of 
descriptors becomes more complicated, it is possible to stop 
the operation of performing message display processing or 
recording processing on the 3D program Supported by the 
reception device. 
0274. In the information on service type included in 
service descriptors arranged in SDT and service list descrip 
tors arranged in NIT, when a 3D video service is assigned to 
0x01 as described in FIGS. 12 and 13 and 14 above, if the 
descriptors acquire certain program information, the pro 
gram can be decided to be a 3D program. In this case, the 
decision is made not in program units but in service (CH, 
organized channel) units, and although it is not possible to 
make a 3D program decision on the next program in the 
same organized channel, there is also an advantage that 
information is acquired easily because the information is not 
acquired in program units. 
0275. Furthermore, program information may also be 
acquired using a dedicated communication path (broadcast 
ing signal or the Internet). In that case, a 3D program 
decision can be likewise made as long as there are identifiers 
indicating the program start time, CH (broadcasting orga 
nized channel, URL or IP address) and that the program is 
a 3D program. 
0276 Various types of information (information included 
in tables and descriptors) to decide whether video is 3D 
video or not in service (CH) or program units have been 
described above, but all the information need not be trans 
mitted in the present invention. Only necessary information 
may be transmitted according to the broadcasting mode. 
Among those types of information, it may be possible to 
decide whether video is 3D video or not in service (CH) or 
program units by checking a single piece of information or 
decide whether video is 3D video or not in service (CH) or 
program units by combining a plurality of pieces of infor 
mation. When such a decision is made by combining a 
plurality of pieces of information, it is also possible to make 
Such a decision that only some programs are 2D video 
though the service is a 3D video broadcasting service. When 
Such a decision can be made, the reception device can 
clearly state, for example, on EPG that the service is a "3D 
video broadcasting service' and even when besides the 3D 
Video program, a 2D video program is mixed in the service, 
it is possible to switch display control between the 3D video 
program and 2D video program when receiving the pro 
gram. 
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0277. When a program is decided to be a 3D program 
using the above-described 3D program deciding method, if 
for example, 3D components specified in FIGS. 5 (c) to (e) 
can be appropriately processed (displayed, outputted) by the 
reception device 4, the 3D components are processed 
(played back, displayed, outputted) in 3D and if the 3D 
components cannot be processed (played back, displayed, 
outputted) appropriately by the reception device 4 (e.g., 
when there is no 3D video playback function corresponding 
to the specified 3D transmission scheme), the 3D compo 
nents may be processed (played back, displayed, outputted) 
in 2D. In this case, information indicating that the reception 
device cannot display or output the 3D video program in 3D 
appropriately may be displayed along with 2D video display 
and output. 
0278 FIG. 50 shows an example of message display in 
this case. Reference numeral 701 denotes the entire screen 
displayed or outputted by the device and 5001 shows an 
example of a message notifying the user that it is a 3D mode 
type that cannot be processed by the reception device 4. The 
message 5001 may also display an error code indicating the 
type of error, 3D mode type (e.g., value of 3d method type) 
and a value that combines them. This gives a merit of 
allowing the user to decide the internal situation of the 
reception device. 
0279 An example of the processing flow of the system 
control unit 51 when displaying an error message will be 
described using FIG. 51. The system control unit 51 acquires 
program information on the current program from the pro 
gram information analysis unit 54 (S201) and decides 
whether the current program is a 3D program or not using 
the above-described 3D program deciding method. When 
the current programs is not a 3D program (no in S202), the 
system control unit 51 does not perform processing in 
particular. Next, when the current program is a 3D program 
(yes in S202), the system control unit 51 checks whether the 
reception device supports the 3D mode type for the current 
program or not (S802). To be more specific, a method may 
be available which decides whether the 3D mode type 
included in the program information (e.g., 3d method type 
described in the 3D program detail descriptor) is a value 
indicating the 3D mode supported by the reception device 4 
or not. The values of supported 3D mode types may be 
stored in the storage section or the like of the reception 
device 4 beforehand to be used for decisions. When the 
decision result shows that the program is a 3D mode type 
supported by the reception device (yes in S802), no message 
or the like is displayed particularly. In the case of a 3D mode 
type not supported by the reception device (no in S802), a 
message indicating that the type is unsupported by the 
device is displayed as shown in FIG. 49 is displayed (S803). 
0280. By doing so, the user can comprehend whether the 
program is a program broadcast as a 2D video program or a 
program which is broadcast as a 3D video program but is 
displayed as 2D video because it cannot be processed 
appropriately by the reception device. 

<Display Example of Electronic Program Table and Display 
Example of Screen Display of 3D Programs 
0281 FIG. 48 shows a display example of en electronic 
program table including a 3D program. The electronic 
program table is configured mainly based on program infor 
mation included in EIT multiplexed with a broadcasting 
signal and transmitted, and besides this, program informa 
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tion data may be transmitted using broadcasting specific 
multiplexing scheme or program information may be trans 
mitted via the Internet or the like. Examples of information 
used for the electronic program table include event (pro 
gram)-related program name, broadcasting start time, broad 
casting period, other detailed information of program (ac 
tors, director, information relating to video and/or sound 
decoding, series name or the like), and the electronic pro 
gram table as shown in FIG. 48 is configured based on such 
information. EIT is transmitted for not only a program 
currently being broadcast but also programs to be broadcast 
in the future. That is, the reception device can perform 
display processing on the electronic program table shown 
below using information contained in EIT regarding the 
program currently being received and programs to be 
received in the future. 

0282 Reference numeral 701 in FIG. 48 denotes the 
entire screen displayed or outputted by the device, 4801 
denotes the entire electronic program table presented on the 
screen, the horizontal axis shows a service (CH: channel), 
the vertical axis shows a time scale, and an electronic 
program table including services ICH, 3CH, 4CH, 6CH and 
time 7:00 to 12:00 is displayed in this example. When the 
electronic program table is displayed, only the electronic 
program table may be displayed without playing back the 
program currently being received. Alternatively, the elec 
tronic program table may be displayed Superimposed on the 
Video of the program currently being received. Such pro 
cessing may be performed in the reception device in FIG. 25 
through the video conversion processing unit 32 under the 
control of the CPU 21 (system control unit 51, OSD creation 
unit 60). 
0283. In this example, when a 3D program which is 
decided using the above-described method exists in an event 
(program) included in electronic program table data (e.g., 
EIT) (e.g., program represented by a rectangle displayed 
with 8:00 to 10:00 of 3CH in the example of FIG. 48), a 
mark such as one shown by reference numeral 4802 that 
makes it possible to identify that the program is a 3D 
program (hereinafter referred to as 3D program mark) is 
displayed in a range within which the mark assigned is 
noticeable (e.g., within a rectangular range representing the 
program or a specified range around the rectangle). This 
allows the user to easily recognize which program is a 3D 
program within the electronic program table. 
0284. Here, as the method of displaying a 3D program 
mark, in addition to the display example of 4802, a 3D mode 
type of the program may be acquired and decided from the 
information of 3d method type, for example, as 4803, and 
characters or a mark indicating the 3D broadcasting scheme 
may be displayed. This example shows a case where a mark 
“MVC representing a multi-viewpoint coding scheme is 
displayed. In this case, the user can easily decide, from the 
electronic program table, that the program is a 3D program 
and in what 3D mode type the program is broadcast. 
0285) Furthermore, the following method may be avail 
able as another display method; as an example shown by 
reference numeral 4804, when the reception device does not 
support the 3D mode type acquired from above-described 
3d method type, a mark indicating that the type is not 
Supported (e.g., “X” in the figure) is displayed or the display 
color is changed (displayed with shading as shown in the 
figure or the color of the display region of the electronic 
program is changed to gray or the like), and when the 
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program is a 3D mode type Supported by the reception 
device, a mark indicating that the type is Supported is 
displayed (e.g., “O'” is displayed at the display position of 
X in the figure instead), that is, display contents are changed 
depending on whether the reception device supports the 3D 
mode type of the program or not. This allows the user to 
easily recognize whether the program is a program of the 3D 
mode type Supported by the reception device or not. 
0286 Furthermore, it is also possible to combine these 
displays, display the 3D mode type of the program, and 
change the display color to indicate that the 3D mode type 
is not Supported by the device. In Such a case, the user can 
check the 3D mode type of the program and easily decide 
whether the 3D mode type is supported by the reception 
device or not. 

0287 Furthermore, when the user operates a cursor (se 
lected region) which is displayed on the electronic program 
table using a remote controller, and if the focus of the cursor 
is located at a 3D program, a 3D program mark may be 
displayed in a region different from the selected region. As 
a specific example, as shown in 4902 of FIG. 49, a 3D 
program mark may be displayed together with, for example, 
detailed information of the program (e.g., CH number, 
broadcasting time, program name as shown in 4901) outside 
the rectangular range shown by the selected program. In the 
example of FIG. 49, the regions for the 3D program mark 
display 4902 and detailed information display of the pro 
gram 4901 are provided outside a program list display 
region 4903 of the electronic program table. 
0288. As another method of displaying an electronic 
program table, when the user performs a specific operation 
(e.g., pressing of a button, setting in a menu) via a remote 
controller, or when the user opens an electronic program 
table specialized for 3D programs, or in the case of a 3D 
compatible device, only the 3D programs may be displayed 
in the electronic program table. This allows the user to easily 
search a 3D program. 
0289. In addition to the electronic program table, a 3D 
program mark may also be displayed in a program display 
(e.g., CH banner) which is displayed when a program is 
selected or program information is changed or when the user 
presses a specific button (e.g., "screen display'). When the 
current program is decided to be a 3D program using a 3D 
program deciding method similar to that described above, as 
shown in an example of FIG. 53, the aforementioned 3D 
program mark may be displayed in a program display 5301 
when a 3D program is displayed in 2D. In this way, the user 
can decide whether the program is a 3D program or not 
without the user opening the program table. In this case, the 
3D program may also be displayed together with detailed 
information of the program Such as CH number, broadcast 
ing time, program name shown by reference numeral 5301. 
The display of FIG. 53 may be performed also when a 3D 
program is displayed in 3D. 
0290 Here, regarding the display of the 3D program 
mark, in addition to the descriptor used in the above 
described 3D program deciding method, a character "3D 
included at a specific position (e.g., starting part) of char 
acter data of the electronic program table (e.g., the text char 
part of a short format event descriptor included in EIT) may 
be used. In this case, the user can recognize a 3D program 
from the electronic program table even using the existing 
reception device. 
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<3D Playback/Output/Display Processing on 3D Content of 
3D 2-Viewpoint in Respective ESs Transmission Scheme> 
0291 Next, processing when 3D content (digital content 
including 3D video) is played back will be described. Here, 
playback processing in the case of a 3D 2-viewpoint in 
respective ESS transmission scheme in which a main view 
point video ES and a sub-viewpoint video ES exist in one TS 
as shown in FIG. 47 will be described first. First, when the 
user instructs Switching to 3D output/display (e.g., pressing 
a "3D key of a remote controller), the user instruction 
reception unit 52 that has received the key code instructs the 
system control unit 51 to switch to 3D video (in the 
following processing, the same processing is performed 
even when switching is made to 3D output/display under 
conditions other than the user instruction for switching 3D 
content to 3D display/output regarding content of a 3D 
2-viewpoint in respective ESs transmission scheme). Next, 
the system control unit 51 decides whether the current 
program is a 3D program or not using the above-described 
method. 
0292. When the current program is a 3D program, the 
system control unit 51 instructs the tuning control unit 59 to 
output 3D video first. The tuning control unit 59 that has 
received the instruction acquires a PID (packet ID) and 
coding scheme (e.g., H.264/MVC, MPEG2, H.264/AVC or 
the like) for the main viewpoint video ES and the sub 
viewpoint video ES from the program information analysis 
unit 54 first, and then controls the demultiplexing unit 29 so 
as to demultiplex the main viewpoint video ES and the 
sub-viewpoint video ES and output the demultiplexed video 
ESs to the video decoding unit 30. 
0293. Here, the tuning control unit 59 controls the demul 
tiplexing unit 29 So as to input, for example, the main 
viewpoint video ES to the first input of the video decoding 
unit and the sub-viewpoint video ES to the second input of 
the video decoding unit. After that, the tuning control unit 59 
transmits information indicating that the first input of the 
video decoding unit 30 is the main viewpoint video ES and 
the second input is the sub-viewpoint video ES, and the 
respective coding schemes to the decoding control unit 57 
and instructs the decoding control unit 57 to decode these 
ESS. 
0294. In order to decode a 3D program whose coding 
scheme differs between the main viewpoint video ES and the 
sub-viewpoint video ES as combination example 2 and 
combination example 4 of the 3D 2-viewpoint in respective 
ESs transmission scheme shown in FIG. 47, the video 
decoding unit 30 may be configured to have a plurality of 
types of decoding functions corresponding to the respective 
coding schemes. 
0295. In order to decode a 3D program whose coding 
scheme is the same between the main viewpoint video ES 
and the sub-viewpoint video ES as combination example 1 
and combination example 3 of the 3D 2-viewpoint in 
respective ESs transmission scheme shown in FIG. 47, the 
video decoding unit 30 may be configured to have only the 
decoding function corresponding to a single coding scheme. 
In this case, the video decoding unit 30 can be configured at 
low cost. 
0296. The decoding control unit 57 that has received the 
instruction performs decoding corresponding to the respec 
tive coding schemes of the main viewpoint video ES and the 
sub-viewpoint video ES, and outputs video signals for the 
left eye and for the right eye to the video conversion 
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processing unit 32. Here, the system control unit 51 instructs 
the video conversion control unit 61 to perform 3D output 
processing. The video conversion control unit 61 that has 
received the instruction from the system control unit 51 
controls the video conversion processing unit 32 to output 
3D video from the video output 41. Alternatively, the video 
conversion control unit 61 displays the 3D video on the 
display 47 provided for the reception device 4. 
0297. The 3D playback/output/display method will be 
described using FIG. 37. 
0298 FIG. 37(a) is a diagram illustrating a playback/ 
output/display method corresponding to frame-sequential 
output/display whereby videos of 3D content left and right 
viewpoints of a 3D 2-viewpoint in respective ESs transmis 
sion scheme are alternately displayed and outputted. Frame 
sequence (M1, M2, M3, . . . ) at the top left in the figure 
represent a plurality of frames included in the main view 
point (for the left eye) video ES of a 3D 2-viewpoint in 
respective ESS transmission scheme content and frame 
sequence (S1, S2, S3, . . . ) at the bottom left in the figure 
represents a plurality of frames included in the sub-view 
point (for the right eye) video ES of the 3D 2-viewpoint in 
respective ESs transmission scheme content. The video 
conversion processing unit 32 alternately outputs/displays 
the respective frames of the inputted main viewpoint (for the 
left eye) and sub-viewpoint (for the right eye) video signals 
as a video signal as expressed by a frame sequence (M1, S1, 
M2, S2, M3, S3, . . . ) on the right side of the figure. 
According to such an output/display scheme, it is possible to 
use to a maximum the resolution displayable on the display 
for each viewpoint and realize a 3D display with high 
resolution. 
0299. In the system configuration of FIG. 36, when the 
scheme of FIG. 37 (a) is used, a synchronous signal that 
allows the respective video signals to be distinguished as 
signals for the main viewpoint (left eye) and for the sub 
viewpoint (right eye) is outputted together with the output of 
the above-described video signals from the control signal 
43. The external video output apparatus that has received the 
Video signal and the video signal synchronizes the video 
signal with the synchronous signal, outputs the main view 
point (for the left eye) video and the sub-viewpoint (for the 
right eye) video and transmits the synchronous signal to the 
3D auxiliary viewing device, and can thereby perform 3D 
display. The synchronous signal outputted from the external 
Video output device may be generated by an external video 
output apparatus. 
0300 Furthermore, in the system configuration of FIG. 
35, when the video signal is displayed on the display 47 
provided for the reception device 4 using the scheme of FIG. 
37 (a), the synchronous signal is outputted from the machine 
control signal transmission terminal 44 via the machine 
control signal transmission unit 53 and the control signal 
transmission/reception unit 33 to perform control over the 
external 3D auxiliary viewing device (e.g., Switching light 
shielding of the active shutter) and thereby perform 3D 
display. 
0301 FIG. 37(b) is a diagram illustrating the playback/ 
output/display method corresponding to output/display 
according to a scheme whereby 3D content left and right 
viewpoint videos of the 3D 2-viewpoint in respective ESS 
transmission scheme are displayed in different regions of the 
display. The processing is performed by the video decoding 
unit 30 decoding a stream of the 3D 2-viewpoint in respec 
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tive ESs transmission scheme and the video conversion 
processing unit 32 performing video conversion processing. 
Here, examples of methods of “displaying the left and right 
viewpoint videos in different regions' include a method of 
displaying odd-numbered lines and even-numbered lines of 
the display as display regions for the main viewpoint (left 
eye) and for the sub-viewpoint (right eye) respectively. 
Alternatively, the display region need not always be formed 
in line units, and in the case of a display that has different 
pixels for different viewpoints, display regions may be 
formed for a combination of a plurality of pixels for the main 
viewpoint (left eye) and for a combination of a plurality of 
pixels for the sub-viewpoint (right eye) respectively. For 
example, the display device according to the aforementioned 
polarization scheme may output, for example, videos in 
different polarization states corresponding to the respective 
polarization states of the left eye and the right eye of the 3D 
auxiliary viewing device. According to Such an output/ 
display Scheme, the resolution displayable on the display for 
each viewpoint is lower than that of the scheme in FIG. 
37(a), but the video for the main viewpoint (left eye) and the 
video for the sub-viewpoint (right eye) can be outputted/ 
displayed simultaneously and need not be displayed alter 
nately. This allows a 3D display with less flickering than the 
scheme in FIG. 37(a). 
0302) In any one of the system configurations in FIG. 35 
and FIG. 36, when the scheme in FIG. 37(b) is used, the 3D 
auxiliary viewing device may be polarization splitting 
glasses and need not particularly perform electronic control. 
In this case, the 3D auxiliary viewing device can be provided 
at lower cost. 

<2D Output/Display Processing on 3D Content According 
to 3D 2-Viewpoint in Respective ESs Transmission 
Scheme> 

0303. The operation when performing 2D output/display 
of 3D content according to the 3D 2-viewpoint in respective 
ESs transmission scheme will be described below. When the 
user gives an instruction for Switching to 2D video (e.g., 
pressing of the '2D' key of the remote controller), the user 
instruction reception unit 52 that has received the key code 
instructs the system control unit 51 to switch the signal to 2D 
Video (in the following processing, similar processing is also 
performed even when switching is made to 2D output/ 
display under conditions other than the user instruction for 
switching to the 2D output/display of 3D content of the 3D 
2-viewpoint in respective ESs transmission scheme). Next, 
the system control unit 51 instructs the tuning control unit 59 
to output 2D video first. 
0304. The tuning control unit 59 that has received the 
instruction acquires a PID of 2D video ES (the main 
viewpoint ES or ES having a default tag) from the program 
information analysis unit 54 first and controls the demulti 
plexing unit 29 so as to output the ES to the video decoding 
unit 30. After that, the tuning control unit 59 instructs the 
decoding control unit 57 to decode the ES. That is, since a 
substream or ES differs between the main viewpoint and the 
sub-viewpoint according to the 3D 2-viewpoint in respective 
ESs transmission scheme, only the substream or ES of the 
main viewpoint may be decoded. 
0305. The decoding control unit 57 that has received the 
instruction controls the video decoding unit 30 to decode the 
ES and outputs a video signal to the video conversion 
processing unit 32. Here, the system control unit 51 controls 
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the video conversion control unit 61 so as to output 2D 
video. The video conversion control unit 61 that has 
received the instruction from the system control unit 51 
controls the video conversion processing unit 32 so as to 
output a 2D video signal from the video output terminal 41 
or to display the 2D video on the display 47. 
(0306 The 2D output/display method will be described 
using FIG. 38. The configuration of coded video is the same 
as that in FIG. 37, and since the video decoding unit 30 does 
not decode the second ES (sub-viewpoint video ES) as 
described above, the video signal on the one ES side which 
is not decoded in the video conversion processing unit 32 is 
converted to a 2D video signal represented by a frame 
sequence (M1, M2, M3, . . . ) on the right side of FIG. 38 
and outputted. The video signal is thus outputted/displayed 
in 2D. 
(0307. The method whereby ES for the right eye is not 
decoded has been described as the 2D output/display method 
here, but both the ES for the left eye and the ES for the right 
eye may be decoded, the video conversion processing unit 
32 may perform processing of puncturing the video signal 
for the right eye and thereby perform 2D display as in the 
case of 3D display. In that case, there is no more need for 
Switching processing between decoding processing and 
demultiplexing processing, and effects such as a reduction of 
the Switching time and simplification of software processing 
can be expected. 

<3D Output/Display Processing on 3D Content According 
to Side-by-Side Scheme/Top-and-Bottom Scheme> 

0308 Next, 3D content playback processing when video 
for the left eye and video for the right eye exist in one video 
ES (e.g., when video for the left eye and video for the right 
eye are stored in one 2D screen as in the case of the 
side-by-side scheme or top-and-bottom scheme) will be 
described. When the user instructs the switching to 3D video 
as in the above-described case, the user instruction reception 
unit 52 that has received the key code instructs the system 
control unit 51 to perform switching to 3D video (in the 
following processing, similar processing is performed even 
when Switching is made to 2D output/display under condi 
tions other than a user instruction for Switching to 2D 
output/display of 3D content according to the side-by-side 
scheme or top-and-bottom scheme). Next, the system con 
trol unit 51 likewise decides whether the current program is 
a 3D program or not using the above-described method. 
0309 When the current program is a 3D program, the 
system control unit 51 instructs the tuning control unit 59 to 
output 3D video first. The tuning control unit 59 that has 
received the instruction acquires a PID (packet ID) and 
coding scheme (e.g., MPEG2, H.264/AVC or the like) of a 
3D video ES containing 3D video from the program infor 
mation analysis unit 54 first and then controls the demulti 
plexing unit 29 so as to demultiplex the 3D video ES and 
output the demultiplexed 3D video ESs to the video decod 
ing unit 30, controls the video decoding unit 30 so as to 
perform decoding processing corresponding to the coding 
scheme and output the decoded video signal to the video 
conversion processing unit 32. 
0310. Here, the system control unit 51 instructs the video 
conversion control unit 61 to perform 3D output processing. 
The video conversion control unit 61 that has received the 
instruction from the system control unit 51 instructs the 
Video conversion processing unit 32 to separate the inputted 
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video signal into video for the left eye and video for the right 
eye and perform processing such as Scaling (details will be 
described later). The video conversion processing unit 32 
outputs the converted video signal from the video output 41 
or displays video on the display 47 provided for the recep 
tion device 4. 
0311. The 3D video playback/output/display method will 
be described using FIG. 39. 
0312 FIG. 39(a) is a diagram illustrating a playback/ 
output/display method corresponding to frame-sequential 
output/display for alternately displaying/outputting left and 
right viewpoint videos of 3D content according to the 
side-by-side scheme or top-and-bottom scheme. The coded 
Videos according to the side-by-side scheme and top-and 
bottom scheme are illustrated together, and both videos are 
different only in the arrangement of video for the left eye and 
video for the right eye in the video, and therefore the 
following description will be given using the side-by-side 
scheme and description of the top-and-bottom scheme will 
be omitted. The frame sequence (L1/R. L2/R2, L3/R3. . . . 
) on the left of this figure represents a side-by-side scheme 
video signal in which video for the left eye and video for the 
right eye are arranged on the left/right sides of one frame. 
The video decoding unit 30 decodes the side-by-side scheme 
Video signal arranged on the left/right sides of one frame of 
video for the left eye and video for the right eye, the video 
conversion processing unit 32 separates each frame of the 
decoded side-by-side scheme video signal into video for the 
left eye and video for the right eye to the left and to the right, 
and further performs Scaling (extension/interpolation or 
compression/puncturing or the like so that the videos match 
the lateral size of the output video). Furthermore, the video 
conversion processing unit 32 alternately outputs frames as 
Video signals as shown by a frame sequence (L1, R1, L2, R2, 
L3, R3, . . . ) on the right side in this figure. 
0313. In FIG. 39(a), the processing after converting 
frames to the output/display video in which frames are 
alternately outputted/displayed and processing of outputting 
a synchronous signal or control signal to the 3D auxiliary 
viewing device or the like are similar to the 3D playback/ 
output/display processing on 3D content according to the 3D 
2-viewpoint in respective ESS transmission scheme 
described in FIG. 37(a), and therefore descriptions thereof 
will be omitted. 
0314 FIG. 39(b) is a diagram illustrating a playback/ 
output/display method corresponding to output/display in a 
scheme of displaying left and right viewpoint videos of 3D 
content according to the side-by-side scheme or top-and 
bottom scheme in different regions of the display. In the 
same way as in FIG. 39(a), coded videos according to the 
side-by-side Scheme and top-and-bottom scheme are illus 
trated together, and both videos are different only in the 
arrangement of video for the left eye and video for the right 
eye in the video, and therefore the following description will 
be given using the side-by-side scheme and description of 
the top-and-bottom scheme will be omitted. The frame 
sequence (L1/R. L2/R2, L3/R3, ...) on the left of this figure 
represents a side-by-side scheme video signal in which 
video for the left eye and video for the right eye are arranged 
on the left/right sides of one frame. The video decoding unit 
30 decodes the side-by-side scheme video signal arranged 
on the left/right sides of one frame of video for the left eye 
and video for the right eye, the video conversion processing 
unit 32 separates each frame of the decoded side-by-side 
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scheme video signal into video for the left eye and video for 
the right eye to the left and to the right, and further performs 
Scaling (extension/interpolation or compression/puncturing 
or the like so that the videos match the lateral size of the 
output video). Furthermore, the video conversion processing 
unit 32 outputs/displays the scaled video for the left eye and 
video for the right eye to/in different regions. As in the case 
of the description in FIG. 37(b), examples of methods of 
“displaying the left and right viewpoint videos in different 
regions include a method of displaying odd-numbered lines 
and even-numbered lines of the display as display regions 
for the main viewpoint (left eye) and for the sub-viewpoint 
(right eye). In addition, display processing in different 
regions and display method using a display device according 
to a polarization scheme or the like are similar to the 3D 
playback/output/display processing on 3D content according 
to the 3D 2-viewpoint in respective ESs transmission 
scheme described in FIG. 37(b), and therefore descriptions 
thereof will be omitted. 
0315 According to the scheme in FIG. 39(b), even when 
the vertical resolution of the display is the same as the 
vertical resolution of the input video, if video for the left eye 
and video for the right eye are outputted to and displayed on 
odd-numbered lines and even-numbered lines of the display 
respectively, the respective vertical resolutions may have to 
be reduced, but even in Such a case, puncturing correspond 
ing to the resolutions of the display regions of video for the 
left eye and video for the right eye may be performed in the 
above-described scaling processing. 

<2D Output/Display Processing on 3D Content According 
to Side-by-Side Scheme/Top-and-Bottom Scheme> 

0316 The operation of each section when 3D content 
according to the side-by-side scheme or top-and-bottom 
scheme is displayed in 2D will be described below. When 
the user gives an instruction for Switching to 2D video (e.g., 
pressing the '2D' key of the remote controller), the user 
instruction reception unit 52 that has received the key code 
instructs the system control unit 51 to switch a signal to 2D 
Video (in the following processing, similar processing is 
performed even when switching is made to 2D output/ 
display under conditions other than the user instruction for 
Switching to 2D output/display of 3D content according to 
the side-by-side scheme or top-and-bottom scheme). The 
system control unit 51 that has received the instruction 
instructs the video conversion control unit 61 to output 2D 
video. The video conversion control unit 61 that has 
received the instruction from the system control unit 51 
controls the video conversion processing unit 32 so as to 
perform 2D video output for the inputted video signal. 
0317. The video 2D output/display method will be 
described using FIG. 40. FIG. 40(a) illustrates the side-by 
side scheme and FIG. 40(b) illustrates the top-and-bottom 
scheme, and since the two schemes are different only in the 
arrangement of video for the left eye and video for the right 
eye in the video, a description will be given using only the 
side-by-side scheme in FIG. 40(a). The frame sequence 
(L1/R. L2/R2, L3/R3, . . . ) on the left side of this figure 
represents a side-by-side scheme video signal in which 
video signals for the left eye and for the right eye are 
arranged on the left and right sides of one frame. The video 
conversion processing unit 32 separates each frame of the 
inputted side-by-side scheme video signal into left and right 
frames of video for the left eye and video for the right eye, 
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then performs scaling on only the main viewpoint video 
(video for the left eye) and outputs only the main viewpoint 
video (video for the left eye) as a video signal as shown in 
the frame sequence (L1, L2, L3, ...) on the right side of this 
figure. 
0318. The video conversion processing unit 32 outputs 
the video signal Subjected to the above-described processing 
from the video output 41 as 2D video and outputs a control 
signal from the control signal 43. Video is outputted/dis 
played in 2D in this way. 
0319 FIGS. 40(c) and (d) also show examples where 3D 
content according to the side-by-side scheme or top-and 
bottom scheme is stored in one image with two viewpoints 
and outputted/displayed in 2D without modification. For 
example, as shown in FIG. 36, in the case where the 
reception device and the viewing device are configured as 
separate bodies, the reception device may output video 
which is video according to the side-by-side scheme or 
top-and-bottom scheme stored in one image with two view 
points without modification, and the viewing device may 
perform conversion for 3D display. 
<Example of 2D/3D Video Display Processing Flow Based 
on Whether Current Program is 3D Content or notd 
0320 Next, the content output/display processing when 
the current program is 3D content or when the current 
program is changed to 3D content will be described. Regard 
ing the viewing of 3D content when the current program is 
3D content or when the current program is changed to 3D 
content, if the display of the 3D content starts uncondition 
ally, the user cannot view the content, which may impair the 
convenience of the user. However, the convenience of the 
user can be improved by performing the following process 
1ng. 
0321 FIG. 41 shows an example of a processing flow of 
the system control unit 51 executed at moments when the 
current program or program information is changed at the 
time of program switching. The example in FIG. 41 shows 
a flow in which video with one viewpoint of a 2D program 
or 3D program (e.g., main viewpoint) is displayed in 2D. 
0322 The system control unit 51 acquires program infor 
mation of the current program from the program information 
analysis unit 54, decides whether the current program is a 
3D program or not using the above-described 3D program 
deciding method and further acquires the 3D mode type of 
the current program (for example, decides the 2-viewpoint in 
respective ESS transmission scheme/side-by-side scheme or 
the like from the 3D mode type described in the 3D program 
detail descriptor) from the program information analysis unit 
54 likewise (S401). The program information of the current 
program may be acquired not only when the program is 
switched but also periodically. 
0323. When the decision result shows that the current 
program is not a 3D program (no in S402), control is 
performed so that 2D video is displayed in 2D (S403). 
0324 When the current program is a 3D program (yes in 
S402), the system control unit 51 performs control using the 
method described in FIG.38, FIGS. 40(a) and (b) so that one 
viewpoint (e.g., main viewpoint) of the 3D video signal is 
displayed in 2D in a format corresponding to the 3D mode 
type (S404). In this case, the display indicating that the 
program is a 3D program may be displayed Superimposed on 
the 2D display video of the program. In this way, when the 
current program is a 3D program, Video with one viewpoint 
(e.g., main viewpoint) is displayed in 2D. 
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0325 Also when a tuning operation is performed and the 
current program is changed, the system control unit 51 
performs the above-described flow. 
0326. Thus, when the current program is a 3D program, 
Video with one viewpoint (e.g., main viewpoint) is displayed 
in 2D for the time being. Even when the user is not ready for 
3D viewing, for example, when the user is not wearing the 
3D auxiliary viewing device, this allows the user to view the 
Video in Substantially the same way as for a 2D program for 
the time being. In the case of 3D content according to the 
side-by-side scheme or top-and-bottom scheme in particular, 
instead of outputting the video stored in one image with two 
viewpoints as is as shown in FIGS. 40(c) and (d), and by 
outputting/displaying the video with one viewpoint in 2D as 
shown in FIGS. 40(a) and (b), the user can view the video 
in the same way as a normal 2D program without the user 
manually instructing 2D display with one viewpoint of the 
Video stored in one image with two viewpoints via a remote 
controller or the like. 
0327 Next, FIG. 42 shows video displayed in 2D in step 
S404 and an example of a message displayed on the OSD 
creation unit 60 by the system control unit 51. A message is 
displayed to notify the user that a 3D program is started and 
further an object (hereinafter referred to as user response 
receiving object: for example, a button on the OSD) 1602 to 
which the user responds is displayed and the user is 
prompted to select the Subsequent operation. 
0328. When the message 1601 is displayed, if, for 
example, the user presses the “OK” button of the remote 
controller, the user instruction reception unit 52 notifies the 
system control unit 51 that “OK” is pressed. 
0329. As an example of a user selection deciding method 
on the screen display in FIG. 42, when the user operates the 
remote controller to press the <3D> button of the remote 
controller or points the cursor to “OK/3D on the screen and 
presses the <OK> button of the remote controller, the user 
selection is decided to be “switching to 3D.” 
0330 Alternatively, when the user presses the <Cancels 
button or <return button of the remote controller, or points 
the cursor to <Cancel on the screen and presses <OK> of 
the remote controller, the user selection is decided to be 
“other than switching to 3D. In addition, when, for 
example, an operation for making the state as to whether the 
user has completed preparations for 3D viewing or not (3D 
viewing ready state) OK is performed (e.g., wearing of 3D 
glasses), the user selection is decided to be “switching to 
3D. 
0331 FIG. 43 shows a processing flow of the system 
control unit 51 executed after the user selection. The system 
control unit 51 acquires the user selection result from the 
user instruction reception unit 52 (S501). When the user 
selection is not “switching to 3D (no in S502), the video 
ends, remaining displayed in 2D and no particular process 
ing is performed. 
0332. When the user selection is “switching to 3D (yes 
in S502), the video is displayed in 3D using the above 
described 3D display method (S504). 
0333. Following the above-described flow, when the 3D 
program starts, video with one viewpoint is outputted/ 
displayed in 2D, and after the user performs an operation or 
makes preparations for 3D viewing, the user can output/ 
display 3D video and view the video in 3D when the user 
wants 3D viewing, and it is thereby possible to provide a 
viewing method tailored to the user's convenience. 
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0334. The display example in FIG. 42 shows an object for 
the user to respond thereto, but a character, logo, mark or the 
like indicating that the program is a program corresponding 
to "3D viewing such as "3D program” may be simply 
displayed. In this case, the user who recognizes that the 
program supports "3D viewing may press the "3D key of 
the remote controller to switch 2D display to 3D display at 
the moment when the user instruction reception unit 52 that 
has received the signal from the remote controller notifies 
the system control unit 51. 
0335. As another example of the message displayed in 
step S404, a method is also considered which not only 
specifies OK as shown in FIG. 42 but also specifies whether 
the program is displayed in 2D video or 3D video. FIG. 44 
shows a message and an example of the user response 
receiving object in that case. 
0336. This allows the user to more easily decide the 
operation after pressing the button or more explicitly instruct 
the 2D display or the like (when the “View in 2D' button 
shown by reference numeral 1202 is pressed, the “user 3D 
viewing ready’ state is judged “NG”) compared to the 
display of “OK” shown in FIG. 42, thus improving the 
convenience. 
0337 Instead of the message display in FIG. 42 or FIG. 
44 (message shown by reference numeral 1601 or 1201), 
warning messages shown by reference numerals 5201,5202 
and 5203 in FIGS. 52(a) to (c) may be displayed. Displaying 
the message shown by 52.01 shows consideration for the 
user's health and urges 2D video viewing, displaying the 
message shown by 5202 calls the user's attention to health 
and displaying the message shown by 5203 calls the parents 
attention to viewing by their child. 
0338 Along with these messages, the user response 
reception responding object shown in FIG. 42 or FIG. 44 
may also be displayed on the screen. In that case, the user 
can switch the video to 2D/3D while confirming the mes 
Sage. 
0339) Regarding the timing to display the messages in 
FIGS. 52(a), (b) and (c), timing before the program starts as 
shown in the above example is convenient for the user to 
prepare for viewing. The messages may also be displayed 
after the program starts or displayed when Switching is made 
to 3D video. In the case where a message is displayed when 
the program starts, this is the point at which video is 
Switched, and therefore there is a merit of making it easier 
to allow the user to recognize that this is a message relating 
to the program and call the user's attention. On the other 
hand, displaying the message at the timing at which the 
video is switched to 3D video (e.g., when the user presses 
the 3D button) provides a merit that the user is more likely 
to notice the message because there is a high possibility that 
the user may be performing operation. 
0340 Furthermore, simultaneously with displaying the 
messages in FIGS. 52(a), (b) and (c), an effect sound may be 
played back or outputted. That case provides an effect of 
attracting the user's attention to the message. When, for 
example, starting transmission of a 3D broadcasting pro 
gram or starting transmission of a descriptor associated with 
3D broadcasting, the broadcasting station side may multi 
plex the effect sound with a sound ES or data broadcasting 
ES and transmit the multiplexed ES and the reception device 
that has received it may play it back or output it. Alterna 
tively, an effect sound incorporated in the reception device 
may be played back and outputted (e.g., data is read from the 
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inside of the sound decoding apparatus 31, ROM or record 
ing medium 26, decoded and outputted). 
0341. Next, regarding viewing of 3D content, an example 
will be described where specific video/sound is outputted 
when viewing of a 3D program starts or video/sound is 
muted (a black screen is displayed/display is stopped, or 
audio output is stopped). This is because when the user starts 
viewing a 3D program, if the display of 3D content starts 
unconditionally, the user may not be able to view the 
content, which may impair the convenience of the user. To 
Solve this problem, performing the following processing can 
improve the convenience of the user. 
0342 FIG. 45 shows a processing flow executed in the 
system control unit 51 when the 3D program starts in this 
case. This processing flow is different from the processing 
flow in FIG. 41 in that a step (S405) of outputting specific 
video/sound is added instead of the processing in S404. 
(0343. The term “specific video/sound here is, for 
example, a message prompting to prepare for 3D, black 
screen, still image of a program or the like in the case of 
Video, and silence or music in a fixed pattern (ambient 
music) or the like in the case of Sound. 
0344) The display of a fixed pattern video (message, 
environmental video, 3D video or the like) can be realized 
by reading data from the inside of the video decoding unit 
30 or ROM (not shown) or the recording medium 26 and by 
the video decoding unit 30 decoding and outputting the data. 
Output of a black screen can be realized, for example, by the 
video decoding unit 30 outputting only video of a signal 
representing a black color or by the video conversion 
processing unit 32 muting the output signal or outputting 
black video. 

0345 The fixed pattern sound (silence, ambient music) 
can be likewise realized by reading data from the inside of 
the sound decoding unit 31, ROM or the recording medium 
26, decoding and outputting it and muting the output signal 
or the like. 

0346 Output of a still image of program video can be 
realized by the system control unit 51 instructing the record 
ing/playback control unit 58 to pause the playback of the 
program or video. The processing by the system control unit 
51 after performing user selection is executed as shown in 
FIG. 43 as described above. 

0347 This makes it possible to prevent video or sound of 
the program from being outputted until the user completes 
preparations for 3D viewing. 
0348. As in the case of the example above, a message 
displayed in step S405 is as shown in FIG. 46. This figure 
is different from FIG. 42 in that only the video and sound 
displayed are different, and the displayed message, the 
configuration of the user response receiving object and the 
operation of the user response receiving object are the same. 
0349 Regarding the display of a message, not only 
simply displaying OK as in FIG. 46 but also a method of 
specifying whether the display scheme of the program is set 
to 2D video or 3D video may be considered. The message 
and the example of the user response receiving object in that 
case can also be displayed in the same way as in FIG. 44, and 
doing so allows the user to more easily decide the operation 
after pressing the button compared to the display of “OK” 
and it is possible to explicitly instruct the display in 2D or 
the like, and the convenience is improved as in the case of 
the example above. 
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<Example of 2D/3D Video Display Processing Flow Based 
on Whether Next Program is 3D Content or not 
0350 Next, content output/display processing when the 
next program is 3D content will be described. Regarding 
viewing of a 3D content program which is the next program 
when the next program is 3D content, if the display of the 
3D content starts although the user is not ready to view the 
3D content, the user cannot view the content in best condi 
tions, which may impair the convenience of the user. Apply 
ing the following processing to this case can improve the 
convenience of the user. 
0351 FIG. 27 shows an example of a flow executed in the 
system control unit 51 when the time until the next program 
start is changed due to tuning processing or the like or when 
it is decided, according to information on the start time of the 
next program or the end time of the current program 
contained in EIT of the program information transmitted 
from the broadcasting station, that the start time of the next 
program has changed. First, the system control unit 51 
acquires program information of the next program from the 
program information analysis unit 54 (S101) and decides 
whether the next program is a 3D program or not using the 
above 3D program deciding method. 
0352. When the next program is not a 3D program (no in 
S102), the process ends without particularly performing 
processing. When the next program is a 3D program (yes in 
S102), the time until the next program starts is calculated. To 
be more specific, the start time of the next program or the 
end time of the current program is acquired from EIT of the 
acquired program information, the current time is acquired 
from the time management unit 55 and a difference thereof 
is calculated. 
0353. When it is more than X minutes before the next 
program starts (no in S103), the process waits until X 
minutes before the next program starts without particularly 
performing processing. When it is not more than X minutes 
before the next program starts (yes in S103), a message is 
displayed notifying the user that the 3D program starts soon 
(S104). 
0354 FIG. 28 shows an example of the message display. 
Reference numeral 701 denotes an entire screen displayed 
by the device and 702 denotes a message displayed by the 
device. In this way, it is possible to call the user's attention 
so as to prepare the 3D auxiliary viewing device before the 
3D program is started. 
0355 Regarding the decision time X before the above 
described program starts, reducing X may cause the user to 
fail to complete preparations for 3D viewing by the time the 
program starts. On the other hand, increasing X may result 
in demerits like causing the message display for a long 
period of time to obstruct the viewing or causing too much 
time to remain after completing the preparation, and it is 
therefore necessary to adjust X to an appropriate time. 
0356. Furthermore, when a message is displayed to the 
user, the start time of the next program may be displayed 
more specifically. FIG. 29 shows an example of screen 
display in that case. Reference numeral 802 denotes a 
message indicating the time until the 3D program starts. 
Here, the time is indicated in minutes, but the time may also 
be indicated in seconds. In that case, the user can know a 
more detailed start time of the next program, but there is also 
a demerit of increasing the processing load. 
0357 FIG. 29 shows an example where the time until the 
3D program starts is displayed, but the time at which the 3D 
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program starts may also be displayed. When the 3D program 
starts at 9 pm, a message indicating "3D program starts at 9 
pm, so please wear 3D glasses' may be displayed. Display 
ing Such a message allows the user to know the start time of 
the next program and prepare for 3D viewing at an appro 
priate pace. 
0358. Furthermore, as shown in FIG. 30, it may be 
possible to add a mark (3D check mark) that is seen 
three-dimensionally when the user is wearing the 3D aux 
iliary viewing device. Reference numeral 902 denotes a 
message predicting that the 3D program will start, and 903 
denotes the mark that is seen three-dimensionally when the 
user is wearing the 3D auxiliary viewing device. This allows 
the user to check whether the 3D auxiliary viewing device 
normally operates or not before the 3D program starts. If, for 
example, a problem (e.g., battery shortage, malfunction or 
the like) occurs in the 3D auxiliary viewing device, mea 
Sures such as repair, replacement can be taken by the time 
the program starts. 
0359 Next, after the user is notified that the next program 
is 3D, a method of deciding the state as to whether the user's 
preparation for 3D viewing has completed or not (3D 
viewing preparation status) and Switching the video of the 
3D program to 2D display or 3D display will be described. 
0360. The method of notifying the user that the next 
program is 3D has been described above. However, the 
method is different in that an object (hereinafter referred to 
as user response receiving object; for example, button on the 
OSD) is displayed whereby the user makes a response about 
the message displayed to the user in step S104. FIG. 31 
shows an example of this message. 
0361 Reference numeral 1001 denotes an entire message 
and 1002 denotes a button for the user to make a response. 
When the message 1001 in FIG. 31 is displayed, if, for 
example, the user presses the “OK” button of the remote 
controller, the user instruction reception unit 52 notifies the 
system control unit 51 that “OK” has been pressed. 
0362. The system control unit 51 that has received the 
notification saves the fact that the 3D viewing preparation 
status of the user is OK as a status. Next, a processing flow 
of the system control unit 51 when a time has elapsed and 
the current program becomes a 3D program will be 
described using FIG. 32. 
0363 The system control unit 51 acquires program infor 
mation of the current program from the program information 
analysis unit 54 (S201) and decides whether the current 
program is a 3D program or not using the above-described 
3D program deciding method. When the current program is 
not a 3D program (no in S202), the system control unit 51 
performs control so that the video is displayed in 2D using 
the above-described method (S203). 
0364. When the current program is a 3D program (yes in 
S202), the 3D viewing preparation status of the user is 
checked next (S204). When the 3D viewing preparation 
status saved by the system control unit 51 is not OK (no in 
S205), control is performed so that the video is likewise 
displayed in 2D (S203). 
0365. When the 3D viewing preparation status is OK (yes 
in S205), control is performed so that the video is displayed 
in 3D using the above-described method (S206). When it is 
possible to confirm in this way that the current program is a 
3D program and the user has completed preparations for 3D 
viewing, the video is displayed in 3D. 
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0366 As the message display shown in step S104, a 
method may be considered which not only places OK as 
shown in FIG. 31 but also specifies whether the display 
scheme of the next program should be 2D video or 3D video. 
FIG.33 and FIG.34 show examples of the message and user 
response receiving object in that case. 
0367 This allows the user to more easily decide the 
operation after pressing the button compared to the display 
of “OK” and moreover allows the user to explicitly instruct 
the display in 2D (when the “View in 2D' button shown by 
1202 is pressed, the user 3D viewing preparation status is 
judged NG), which improves the convenience. 
0368. Furthermore, the 3D viewing preparation status of 
the user is decided through the operation of the user menu 
using the remote controller here, but other methods may also 
be used Such as deciding the 3D viewing preparation status 
based on, for example, a user wearing completion signal 
transmitted from the 3D auxiliary viewing device or taking 
a picture of the viewing state of the user using an image 
pickup device, recognizing the image and recognizing the 
user's face based on the image taking result and deciding 
that the user is wearing the 3D auxiliary viewing device. 
0369 Introducing such a deciding method can save the 
user time and trouble of performing certain operation on the 
reception device, and further avoid any misoperation Such as 
erroneously setting 2D video viewing and 3D video view 
ing. 
0370 Furthermore, another method may be a method that 
decides the 3D viewing preparation status as OK when the 
user presses the <3D> button of the remote controller and 
decides the 3D viewing preparation status as NG when the 
user presses the <2D> button or <Return button or <Can 
cell button of the remote controller. In this case, the user can 
clearly and easily notify his/her status to the device, but 
there may also be a demerit of status transmission or the like 
caused by misoperation or misunderstanding. 
0371. Furthermore, in the above example, instead of 
acquiring information of the current program, processing 
may be performed by deciding only the program information 
of the next program acquired beforehand. In this case, 
instead of deciding in step S201 of FIG. 32 whether the 
current program is a 3D program or not, a method using 
program information acquired beforehand (e.g., step S101 in 
FIG. 27) may also be adopted. In this case, there can be a 
merit that the processing structure becomes simpler or the 
like, whereas there is also a demerit that 3D video switching 
processing may be executed even when the program con 
figuration is Suddenly changed and the next program ceases 
to be a 3D program. 
0372. The message display to each user described in the 
present embodiment is preferably erased after the user 
operation. In that case, there is a merit that video viewing 
becomes easier after the user performs that operation. Fur 
thermore, even after a lapse of certain time, erasing the 
message assuming that the user already recognizes informa 
tion of the message and making video viewing easier may 
likewise enhance the convenience of the user. 
0373 According to the embodiment described above, 
regarding the 3D program starting portion, the user can 
complete preparations for 3D viewing beforehand or if the 
user cannot complete preparations for 3D viewing by the 
time the program starts, the recording/playback function 
may be used to display the video again after the user 
completes preparations for 3D viewing, and the user can 

24 
Feb. 16, 2017 

thereby view the 3D program in a better condition. Further 
more, it is possible to automatically switch the video display 
to a display method assumed to be desirable for the user (3D 
video display when 3D video viewing is desired or 3D video 
viewing when 3D video display is desired), thus making it 
possible to enhance the convenience of the user. 
0374 Furthermore, similar effects can be expected when 
Switching is made to a 3D program by tuning or when 
playback of a recorded 3D program starts. 
0375 An example has been described above where the 
3D program detail descriptors described in FIG. 10(a) are 
transmitted, arranged in a table such as PMT (Program Map 
Table) or EIT (Event Information Table). Instead of or in 
addition to this, information contained in the 3D program 
detail descriptors may be stored in a user data region which 
is coded together with video at the time of video coding or 
in an additional information region, and transmitted. In this 
case, such information is included in a video ES of the 
program. 

0376 Examples of the information to be stored include 
3d 2d type (3D/2D type) information described in FIG. 
10(b) and 3d method type (3D mode type) information 
described in FIG. 11. The 3d 2d type (3D/2D type) infor 
mation and 3d method type (3D mode type) information 
may be stored as different pieces of information or identi 
fication whether video is 3D video or 2D video and identi 
fication to which 3D mode the 3D video belongs may be 
combined together as identification information. 
0377 To be more specific, when the video coding scheme 

is an MPEG2 scheme, the above-described 3D/2D type 
information or 3D mode type information may be included 
in the user data region that follows Picture header and 
Picture Coding Extension, and coded. 
0378. Furthermore, when the video coding scheme is an 
H.264/AVC scheme, the above-described 3D/2D type infor 
mation or 3D mode type information may be included in the 
additional information (Supplemental enhancement informa 
tion) region included in the access unit, and coded. 
0379 Transmitting information indicating the type of 3D 
video/2D video or information indicating the type of the 3D 
mode in the coding layer of video in an ES in this way 
provides an effect that it is possible to identify video in 
frame (picture) units. 
0380. In this case, the above-described identification is 
made possible in units shorter than those when stored in 
PMT (Program Map Table), and it is thereby possible to 
improve the response speed of the receiver with respect to 
switching of 3D video/2D video in the video transmitted and 
further Suppress noise or the like that may be generated at 
the time of 3D video/2D video switching. 
0381 Furthermore, if none of the above-described 3D 
program detail descriptors is arranged in PMT (Program 
Map Table) and the above-described information is stored in 
a video coding layer to be coded together with video at the 
time of video coding, when a conventional 2D broadcasting 
station newly starts 2D/3D mixed broadcasting, for example, 
the broadcasting station side may adopt a configuration in 
which only the encoding unit 12 in the transmission device 
1 in FIG. 2 is newly made compatible with 2D/3D mixed 
broadcasting, and the configuration of PMT (Program Map 
Table) added by the management information adding unit 16 
need not be changed and 2D/3D mixed broadcasting can be 
started at lower cost. 
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0382. When 3D-related information (information identi 
fying 3D/2D in particular) such as 3d 2d type (3D/2D type) 
information or 3d method type (3D mode type) informa 
tion is not stored in a predetermined region Such as a user 
data region coded together with video at the time of video 
coding or additional information region, the receiver may be 
configured so as to decide that the video is 2D video. In this 
case, the broadcasting station can omit storage of Such 
information during coding processing for 2D video and can 
thereby reduce processing man-hours in broadcasting. 
0383 Cases have been described above as examples of 
arranging identification information identifying 3D video in 
program (event) units or service units, where the identifi 
cation information is included in program information of 
component descriptors, component group descriptors, Ser 
vice descriptors, service list descriptors or the like and where 
3D program detail descriptors are newly provided. Further 
more, these descriptors are included in tables such as PMT. 
EIT schedule basic/schedule extended/present/following, 
NIT, SDT, and transmitted. 
0384 Moreover, information of the 3D transmission 
scheme of a target event (program) may be displayed. 
0385. Furthermore, the receiver that has received the 
above EIT can search a program not containing 3D video, a 
program containing 3D video and can be played back in 3D 
by the present receiver, a program that contains 3D video but 
cannot be played back in 3D by the present receiver or the 
like, and can display corresponding programs in list form or 
the like. 
0386 Furthermore, the receiver can also search a pro 
gram for each 3D transmission scheme for programs con 
taining 3D video and also display programs in list form for 
each 3D transmission scheme. A search for a program that 
contains 3D video but cannot be played back in 3D or a 
program search for each 3D transmission scheme are effec 
tive, for example, when 3D video cannot be played back by 
the present receiver but can be played back by another 3D 
Video program player owned by the user. This is because 
even in the case of a program containing 3D video that 
cannot be played back by the present receiver, the program 
may be outputted from the video output unit of the present 
receiver to the other 3D video program player in the same 
transport stream format, and the received transport stream 
format program can be played back in 3D, and if the present 
receiver is provided with a recording unit that records 
content onto a removable media, it is possible to record the 
program onto the removable media and play back the 
program recorded on the removable media in 3D using the 
other 3D video program player. 
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(0400 19 Network I/F unit 
0401 21 CPU 
0402 22 General-purpose bus 
0403. 23 Tuner 
0404 24 Descrambler 
04.05 25 Network I/F 
0406 26 Recording medium 
04.07 27 Recording/playback unit 
(0408. 29 Demultiplexing unit 
04.09 30 Video decoding unit 
0410 31 Sound decoding unit 
0411 32 Video conversion processing unit 
0412 33 Control signal transmission/reception unit 
0413 34 Timer 
0414. 41 Video output unit 
0415 42 Audio output unit 
0416 43 Control signal output unit 
0417. 44 Machine control signal transmission 
0418 45 User operational input 
0419 46 High-speed digital interface 
0420 47 Display 
0421 48 Speaker 
0422 51 System control unit 
0423 52 User instruction reception unit 
0424. 53 Machine control signal transmission unit 
0425 54 Program information analysis unit 
0426 55 Time management unit 
0427 56 Network control unit 
0428 57 Decoding control unit 
0429 58 Recording/playback control unit 
0430) 59 Tuning control unit 
0431 60 OSD creation unit 
0432 61 Video conversion control unit 

1. A reception device comprising: 
a reception unit that receives a program content and 

program information concerning the program content; 
and 

an output video generation unit that generates an output 
video from video data of the program content received 
by the reception unit, 

wherein the program information includes identification 
information concerning a 3D video in case that the 
program content is a 3D program, 

the identification information provides identification of 
whether different images for different viewpoints are 
included in a single stream of the video data or the 
different images for different viewpoints are respec 
tively included in different streams of the video data, 
and further provides identification of an arrangement 
scheme of the different images for different viewpoints 
in the single stream when the different images for 
different viewpoints are included in the single stream, 
and 

the output video generation unit converts at least a portion 
of the video data of the received program content based 
in part on the identification information received by the 
reception unit to generate the output video. 

2. A reception method for a reception device comprising 
the steps of: 

receiving a program content and program information 
concerning the program content; and 

generating an output video from video data of the 
received program content, 
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wherein the program information includes identification 
information concerning a 3D video in case that the 
program content is a 3D program, 

the identification information provides identification of 
whether different images for different viewpoints are 
included in a single stream of the video data or the 
different images for different viewpoints are respec 
tively included in different streams of the video data, 
and further provides identification of an arrangement 
scheme of the different images for different viewpoints 
in the single stream when the different images for 
different viewpoints are included in the single stream, 
and 

in the step of generating an output video, at least a portion 
of the video data of the received program content is 
converted based in part on the received identification 
information to generate the output video. 
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