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(57) ABSTRACT 

A memory 1 performs its internal operation in response to 
access requests (200, 201 and 202) of a CPU 2 in synchro 
nism with the oscillated output of a Self-excited oscillator 
102 incorporated therein and according to Said access 
requests, and outputs a response request 103 for Said access 
requests to said CPU in synchronism with its internal 
operation. The CPU performs the access requests for the 
memory, and fetches data from the outside or outputs the 
data to the outside in response to and in Synchronism with 
the response request 103 from the accessed memory and 
according to the kinds of Said access requests. 
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DATA TRANSFER CONTROL METHOD, AND 
PERIPHERAL CIRCUIT, DATA PROCESSOR AND 
DATA PROCESSING SYSTEM FOR THE METHOD 

TITLE OF THE INVENTION 

0001 Data Transfer Control Method, and Peripheral Cir 
cuit, Data Processor and Data Processing System for the 
Method 

BACKGROUND OF THE INVENTION 

0002 The present invention relates to a method of con 
trolling the transfer of a variety of information Such as 
instruction information or data information between a 
memory or a peripheral circuit and a data processor, and a 
peripheral circuit, a data processor and a data processing 
System using the method, and, more particularly, to a tech 
nique which is especially effective if applied to the control 
technique of the data transfer between the data processor and 
a memory. Incidentally, the data processor in the present 
Specification will cover the general concept of a CPU (i.e., 
Central Processing Unit), a microprocessor, a microcom 
puter, a single-chip microcomputer, a digital-signal proces 
Sor or a direct memory access controller. 

SUMMARY OF THE INVENTION 

0003. Some RISC processors of the prior art include one 
or more cache memories in a chip from the point of View of 
performance, cost, manufacture proceSS and technical level 
of the LSI. Such a CPU is connected with a number of 
memories and input/output) circuits on a circit board to 
construct a system. It is usual to use an operation clock (or 
System clock) as a reference to the operation of the System. 
Usually, the peripheral circuits Such as the memories and the 
input/output circuits to constitute the System are individually 
given different functions and characteristics to have indi 
vidually different operating procedures, response times or 
operating Speeds. It is needless to Say that the CPU inter 
faces owned by the memories and the input/output circuits 
are frequently different from one another although they have 
Some similarity in the functions or timings. 
0004 AS to the differences in such functions, operating 
Speeds and interface Specifications, memory controllers are 
used for the memories, and I/O controllers are used for the 
input/output circuits. These controllers have functions, as 
roughly divided into the following two points. 
0005 The first function is to inform the memories and the 
input/output circuits of which memory or input/output cir 
cuit is selected by the CPU, and initiates a data transfer. This 
function can be regarded as the So-called “chip Selection' or 
“chip enable control'. For example, logic operations 
between the Signals indicating the kinds of addressing and 
access are carried out to produce pulses or level Signals by 
using an operation clock or the like thereby to activate only 
the memory Selected or the Signal connected with the 
input/output circuit. 
0006 The second function is to count the operation 
clocks by a counter thereby to produce a signal demanding 
the CPU for an extension of the access period at the unit of 
the operation clock for the wait or ready operation. Under to 
the rule of confirming the Signal for each operation clock by 
the CPU, the difference in the timing or the operation speed 
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between the CPU and the memory or the peripheral circuit 
is absorbed to realize the data transfer without fail. This 
function is the so-called “wait state control function'. 

0007. However, we have revealed that the aforemen 
tioned wait state function by the controller has the following 
problems. 

0008 (1) Since the duration of the data transfer time to be 
extended by the wait State is always determined at the 
operation clock unit of the System, it is impossible to 
Sufficiently extract the performance intrinsic to the memory 
or peripheral circuit. Moreover, it is Substantially impossible 
to design the System by using the performance, which is 
based upon the design data Submitted by the maker/Seller as 
to the memory or the input/output circuit, in the limit State. 
Since a certain operation margin is considered, a data 
transfer involves idle time in most cases So that the data 
transfer efficiency on the data bus decreases. This problem 
applies not only to the case in which the System is con 
Structed on a circuit board, i.e., in which the connections 
between the memories or the input/output circuits and the 
CPU are made through the buses on the board, but also to the 
case in which the CPU and the memories are formed over a 
common Semiconductor chip. Specifically, if an optimum 
design were to made considering the electric characteristics 
and the arrangement of circuit elements, the controllers and 
the memories could effect the data transfer efficiently to the 
operation clock of the controllers. In the actual circuit 
design, however, a delicate timing has to be made in the chip 
although not easy, while considering the characteristics of 
the individual logic circuit blockS. 

0009 (2) The aforementioned wait state control takes 
Serious troubles because the designer has to design the 
System for the individual memories or input/output circuits, 
if in plurality, due to the differences in the functions (includ 
ing the protocol) and performances. 
0010 (3) The circuit portions required for the wait state 
control have to cover the Sets of memories and input/output 
circuits, thus causing difficulties in the high Speed, the Small 
Size and the low prices Such as the complicatedness of the 
System, the increase in the part number or the increase in the 
load upon the Signal line. 

0011 (4) As has been described in the aforementioned 
problem (1), the wait state control cannot Sufficiently extract 
the performances intrinsic to the memories and the periph 
eral circuits So that it limits the Speed-up of the operations. 
In order to eliminate this limit, therefore, all or the highly 
efficient memories or input/output circuits could be con 
nected without the wait state control. If, however, the 
operation clock of the controller is Suppressed according to 
the characteristics Such as the operation Speed of the memo 
ries and the input/output circuits, the controller Such as the 
CPU has a tendency to have its operation clock Speeded up 
to drop the value of the System. If, on the contrary, a fast 
memory or input/output circuit is to be used in conformity 
to the operation clock of the controller, an extremely high 
rise is caused in the System price. 
0012. Thus, the system of the prior art for producing the 
timing of the data transfer between the CPU and the periph 
eral circuit from the operation clock of the CPU or the 
System cannot realize the data transfer which can Sufficiently 
exploit the intrinsic performance of the peripheral circuit 
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Such as the memory. Specifically, we have thought it difficult 
to desire a basic development to a high speed if the CPU and 
the peripheral circuit are connected by the wait State control 
function which Stresses the reliable operation by returning 
the wait Signal to the CPU at a timing of integer times as 
high as that of the operation clock on the basis of the 
characteristics of the peripheral circuit. 
0013 An object of the present invention is to provide a 
technique which is enabled to effect a data transfer by 
Sufficiently exhibiting the intrinsic characteristics owned by 
a peripheral circuit Such as a memory. 
0.014) Another object of the present invention is to pro 
vide a peripheral circuit for producing a timing of the data 
transfer according to its own characteristics. 
0.015 A further object of the present invention is to 
provide a data processor capable of transferring data effi 
ciently with Such peripheral circuit. 
0016 A further object of the present invention is to 
provide a data processing System capable of transferring 
data fast with the data processor by Sufficiently exhibiting 
the intrinsic characteristics owned by the peripheral circuit 
Such as the memory. 
0.017. The aforementioned and other objects and novel 
features of the present invention will become apparent from 
the following description to be made with reference to the 
accompanying drawings. 

0.018. A representative of the invention to be disclosed 
herein will be briefly described in the following. 
0.019 Specifically, as represented in FIG. 1, a memory 
(1) acting as a peripheral circuit performs its internal opera 
tion in accordance with access requests (200, 201 and 202) 
from a CPU (2) exemplifying the data processor, and in 
Synchronism with the output Signal of a Self-excited oscil 
lator (102) incorporated therein; and outputs a response 
requests (103) to the data processor in synchronism with that 
internal operation in response to the access requests. 
0020. The data processor sends an access request to a 
desired peripheral circuit; and transferS data to or from the 
peripheral circuit depending on the type of the acceSS 
request in Synchronism with a response request received 
from the peripheral circuit. 

0021. The control of the data transfer between the data 
processor and the peripheral circuit comprises the Steps of 
Sending an access request to the peripheral circuit from the 
data processor; allowing the peripheral circuit to perform its 
internal operation according to the access request in Syn 
chronism with the output Signal of a Self-excited oscillator 
incorporated therein; Sending a response to the peripheral 
circuit from the data processor in Synchronism with its 
internal operation in response to the access request, and 
transferring data to or from the data processor depending on 
the type of the access request in Synchronism with Said 
response request. 

0022. In order to realize the aforementioned means with 
the minimum number of circuits to be added to the con 
Struction of the existing data processor or peripheral circuit, 
the access requests can contain the information (200 and 
201) for indicating that the peripheral circuit is selected as 
the object to be accessed and the data transfer direction, and 
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the response request can contain the signal (103) to be 
changed in Synchronism with the internal operation of the 
peripheral circuit. 

0023. In order to construct the peripheral circuit having 
the aforementioned functions relatively simply, as represen 
tatively shown in FIG. 5, the peripheral circuit includes a 
cycle timing generator (1010) for producing an access cycle 
signal (1013) of the internal operation in response to the 
acceSS request from the data processor and on the basis of an 
output signal of the Self-excited oscillator (102); an external 
terminal (AC) for outputting the access cycle Signal as the 
response request to the outside, and an internal timing 
generator (1011) for producing an internal operation timing 
Signal in Synchronism with the access cycle signal (103). 
0024. In case such peripheral circuit is constructed as a 
burst readable memory (capable of reading a continuous 
data of a plurality of words), there may be added a counter 
(or burst counter) (105) for counting the number of continu 
ouS data read words from the memory cell array on the basis 
of the change in the access cycle signal to Stop the oscilla 
tions of the self-excited oscillator when the counted result 
reaches a predetermined count value, as representatively 
shown in FIG. 6. At this time, in order to set the number of 
continuous data read words programmably, the counter is 
equipped with a parameter register (1051) for latching the 
predetermined count value presettably from the outside, as 
representatively shown in FIG. 12. This parameter register 
can be positioned Such that in case the counter has Storage 
Stages corresponding to its bit count, the memory Stages are 
used as a Substantial parameter register in a presettable 

C. 

0025. In order to transfer data at different transfer rates 
quickly and efficiently between the internal unit and the 
outside, the data processor having the aforementioned func 
tions is equipped, as representatively shown in FIG. 8, with 
a buffer memory (206) which includes: a asynchronous port 
(2064) for writing/reading on the basis of the response 
request; and a Synchronous port (2065) for writing/reading 
in Synchronism with the internal operation clock. The Syn 
chronous port of the buffer memory is connected as the 
internal unit to an arithmetic unit or register, and the 
asynchronous port of the buffer memory is connected with 
an input/output buffer circuit (205) to be interfaced with the 
outside. At this time, in order that the data transferred from 
the peripheral circuit to the buffer memory may be quickly 
used for the operation of an internal unit (204), the buffer 
memory may be equipped with a counter circuit (2066) for 
counting the number of continuous read accesses, which are 
Sent to the peripheral circuit from the access control circuit, 
in terms of the number of changes in the response request, 
So that the resultant detection result may be fed as the 
information meaning the complete of the read data acquisi 
tion by Said access request (i.e., the output information of an 
AND gate 2063R5, as representatively shown in FIG. 9) to 
the central processing unit. The buffer memory should not be 
limited to a perfect dual port but may be used as an apparent 
dual port for operating a unit-port buffer memory in a time 
Sharing manner. 

0026. When the data processor is interfaced with a plu 
rality of peripheral circuits of different kinds, one input 
terminal of the data processor for response request is con 
nected through an OR gate or a wired OR So that it may be 
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shared among the output terminals of each peripheral circuit 
for the response request, as representatively shown in FIG. 
14. 

0027. In order that mutually identical peripheral circuits 
having a multi-bit input/output function of/1:2n bits for the 
number of bits of the data bus may be interfaced with the 
data processor, the data processor may be provided with a 
plurality of sets of buffer memories (206U and 206L) each 
having: an asynchronous port for writing/reading in 
response to the response request; and a Synchronous port for 
Writing/reading in Synchronism with the internal operation 
clock, as representatively shown in FIG. 13. 
0028. According to the means described above, the 
peripheral circuit is operated Synchronously with the output 
Signal of the Self-excited oscillator intrinsic thereto but 
asynchronously from the operation clock signal of the data 
processor requesting access to the peripheral circuit. In this 
relation, the mutual interface of data is realized by the 
mutually equivalent access requests and the response 
requests for the former. As a result, the time period for the 
Series of data transfer, which as been limited to integer times 
as high as that of the fundamental operation clock of the data 
processor of the prior art, is determined according to the 
clock cycle of the response request depending upon the 
intrinsic Self-excited oscillation frequency which is pro 
duced according to the characteristics Such as the operation 
Speed of the peripheral circuit Such as the memory. AS a 
result, the data transfer can be easily realized for the 
individual characteristic limit time periods of the peripheral 
circuit and the data processor. In other words, it is possible 
to reduce the Spare time period which has been established 
for Synchronization with the operation clock of the data 
processor, as has been troubled in the prior art. Moreover, 
the wait state control circuit for the interface between the 
data processor and each peripheral circuit can be dispensed 
with to Simplify the circuit connecting means. 
0029. The data processor equipped on-chip with the 
buffer memory to be interfaced with the peripheral circuit 
can internally absorb the difference in the data transfer rate 
between the internal unit of the data processor and the 
outside to require no Sequential wait time for reading/writing 
the data in response to the access request. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0030 FIG. 1 is a system block diagram showing a CPU 
according to one embodiment of a data processor of the 
present invention and a memory according to one embodi 
ment of a peripheral circuit of the present invention; 
0.031 FIG. 2 is a timing chart showing one example of 
data transfer operations in the system of FIG. 1; 
0.032 FIG. 3 is a block diagram showing a system 
making a data transfer possible through a wait State control 
unit with reference to the embodiment of FIG. 1; 

0.033 FIG. 4 is a timing chart of the data transferring 
operations of FIG. 3; 
0034 FIG. 5 is a block diagram showing one embodi 
ment of the memory of FIG. 1; 
0.035 FIG. 6 is a circuit diagram showing one detailed 
example of a cycle timing generator of FIG. 5; 

Feb. 26, 2004 

0036 FIG. 7 is a operation timing chart of one example 
of the memory of FIG. 6; 
0037 FIG. 8 is a block diagram of one detailed embodi 
ment of the CPU of FIG. 1; 
0038 FIG. 9 is a block diagram of one detailed example 
of a circuit portion relating to a read buffer in the buffer 
control circuit of FIG. 8: 
0039 FIG. 10 is a block diagram of one detailed example 
of a circuit portion relating to a write buffer in the buffer 
control circuit of FIG. 8: 
0040 FIG. 11 is a block diagram showing one embodi 
ment of a CPU having a buffer memory of the type sharing 
a read buffer and a write buffer; 
0041 FIG. 12 is a block diagram of one embodiment of 
a memory in which a burst counter is equipped with a 
parameter register; 

0042 FIG. 13 is a block diagram of one embodiment 
when identical memories having a function to input/output 
multiple bits of/1:2n times, for example, as large as the bits 
of a data but are interfaced with the CPU, 
0043 FIG. 14 is a block diagram of one embodiment of 
the case in which memories having different characteristics/ 
functions are mixed to construct a System; and 
0044 FIG. 15 is an overall block diagram of one embodi 
ment of a data processing System. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

004.5 FIG. 1 shows a CPU according to one embodiment 
of a data processor of the present invention and a memory 
according to one embodiment of a peripheral circuit of the 
present invention such that the CPU and the memory are 
connected. 

0046. A memory 1, as shown in FIG. 1, is formed on a 
Semiconductor Substrate and includes a memory cell array 
100 and an access cycle control unit 101, as representatively 
illustrated. In response to access requests (200,201 and 202) 
from a CPU 2, the memory 1 performs read operations or 
write operations in Synchronism with an oscillation output 
Signal of a Self-excited oscillator 102 incorporated therein, 
and outputs a response request (103) responding to the 
access requests to the CPU2 in synchronism with its internal 
operations. 

0047. The CPU 2, as shown in FIG. 1, is formed on a 
Semiconductor Substrate and includes an arithmetic circuit 
204; a buffer memory 206 having its one port coupled to the 
arithmetic circuit 204; an input/output buffer circuit 205 
coupled to the other port of the buffer memory 206 and an 
external data bus 211; an access control circuit 207 for 
Sending acceSS requests to the external memory 1 and other 
peripheral circuits (not shown); and a central control unit 
208 for controlling the entire operations of the central 
processing unit Such as an instruction executing Sequence 
control circuit or an interrupt control circuit. The CPU 2 
sends the access requests (200, 201 and 202) to a desired 
peripheral circuit Such as the memory 1 and receives the 
response request (103) of the peripheral circuit Such as the 
memory 1 to latch the data in the buffer memory 206 from 
the outside or to output the data from the buffer memory 206 
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to the outside in Synchronism with the response request and 
according to the kind of Said acceSS request. The memory 1 
is operated in Synchronism with the output signal of its own 
Self-excited cillator 102. On the other hand, the CPU 2 is 
operated in synchronism with an operation clock 209 of the 
System. 

0.048. In case the CPU 2 gains access to the memory 1, 
the start of this access is transmitted to the memory 1 by the 
access start signal 200. This access start signal 200 is 
deemed as a signal equivalent to a chip Selecting Signal by 
the memory. According to the present embodiment, the 
access control circuit 207 has a function as a chip Selecting 
controller, although not especially limited thereto. This 
function can be replaced by a decoder for decoding Several 
more significant bits of the address Signal outputted from the 
CPU 2 to the outside, to produce the chip Selecting Signal. 
In any case, reference is made to both an address assigned 
to the peripheral circuit to be accessed and an address to be 
made in the CPU 2. In this Sense, an access request to the 
peripheral circuit Such as the memory, Such as an instruction 
of the acceSS Start is sent directly or indirectly by a circuit 
portion for making the acceSS address, and the access control 
circuit is understood to contain Such circuit portion. 

0049. The direction of data transfer is instructed by the 
read/write signal 201. The “read” means the data transfer 
from the peripheral circuit such as the memory 1 to the CPU 
2, and the “write” means the data transfer from the CPU 2 
to the peripheral circuit Such as the memory 1. According to 
the present embodiment, the location of the data in the 
peripheral circuit, as requested for access, is designated by 
the address signal fed to an address bus 210. The number of 
words for data transfer is instructed by the instruction signal 
(i.e., Single/burst signal) 202 in a single mode/burst mode. 
Without the burst mode or the continuous data transfer 
mode, the single/burst signal 202 can be eliminated. 
0050. Upon detecting the access request in terms of the 
access start signal 200, the access cycle control unit 101 
produces the internal access cycle Signal on the basis of the 
output signal of the self-excited oscillator 102. Inside of the 
memory 1, the read or write operations instructed by the 
read/write control signal 201 are performed in synchronism 
with the access cycle Signal. Outside of the memory 1, 
moreover, this access cycle Signal is outputted as the acceSS 
clock signal 103 to the CPU2. This access clock signal 103 
is a clock Signal intrinsic to the memory 1 and is fed to the 
CPU 2 as the response request in response to the acceSS 
request from the CPU 2. 

0051 FIG. 2 shows the relations between the data output 
of the memory 1 in the read operation and the data output 
timing of the CPU 2 in the write operation, and the access 
clock signal 103. According to FIG. 2, when instructed to 
perform the read operation, the memory 1 outputs, the 
desired data to the data buS 211 at a timing for ensuring a 
setup time (Trs)/a hold time (Trh) for the rising edge of the 
access clock signal (or the access cycle signal in the 
memory). That data is latched by the CPU 2 in the buffer 
memory 206 at the rising edge of the access clock signal 
103. In the writing operation, the CPU 2 outputs the data 
from the buffer memory 206 to the data bus 211 So as to 
ensure a setup time (Tws)/hold time (Twh) for the fall of the 
access clock signal 103. The memory 1 latches that data at 
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the falling edge of the access cycle Signal. Incidentally, the 
write operation can refer to the rise of the access clock signal 
103. 

0052 According to the embodiment of FIG. 1, the access 
cycle control unit 101 outputs a cycle complete signal 104 
for informing the CPU 2 of the complete of the continuous 
data transfer in the burst mode. In the access control unit 
101, the number for words transferred is counted by a burst 
counter 105 in terms of the access cycle signal equivalent to 
the access clock signal 103 So that the count-up State is 
outputted as the cycle complete Signal 104. This cycle 
complete signal 104 may be replaced by an identical func 
tion at the side of the CPU2. Specifically, a burst counter for 
counting the acceSS clock signal 103 may be disposed at the 
side of the CPU 2. 

0053 FIG. 3 is a block diagram showing a system 
making a data transfer possible through a wait State control 
unit, in comparison with the foregoing embodiment, and 
FIG. 4 shows a data transfer timing of the system. 

0054) In case a CPU 400 is to transfer data to an external 
memory 401, as shown in FIG. 3, the start of this data 
transfer is noticed in terms of an access Start Signal 403 to 
the memory 401 and a wait state control unit 402. Upon 
reception of the access Start Signal 403, a read or write 
operation is started according to a read/write signal 405 by 
a read/write control circuit 404. In synchronism with this, 
the wait State control unit 402 also interprets the access Start 
signal 403 and the read/write signal 405 and starts the 
counting of a wait counter 408 to produce a wait signal 407 
for indicating an acceSS complete on the basis of an opera 
tion clock 406 identical to that of the CPU 400. In the 
reading operation, the memory 401 can output the data to be 
read to a data bus 409 after a time period guaranteed by its 
maker/Seller has elapsed. In the write operation, the memory 
401 can latch the data of the data bus 409 outputted by the 
CPU 400, after the time period guaranteed by its maker/ 
Seller has elapsed. The complete of the read operation or 
write operation after lapse of the time period guaranteed by 
the maker/seller is usually transmitted to the CPU 400 in 
terms of a change of the wait signal 407 to a False in 
synchronism with the operation clock 406 of the CPU 400 
(or the wait signal is confirmed at the CPU side in synchro 
nism with the operation clock in case it is an asynchronous 
Signal). If the wait signal is Set in the read operation to the 
false (or a low level) at a time t1, as shown in FIG. 4, the 
CPU reads the data from the data bus. If the wait signal is 
set in the write operation to the false (or the low level) at a 
time t2, the CPU confirms that the data to be written has 
been latched in the memory, and stops the outputting of the 
write data. 

0055. It is apparent from the timings of FIG. 4 that the 
locations (or timings) of Setting the wait signal to the false 
are usually different between the read cycle and the write 
cycle. In the burst mode, moreover, the wait Signal should 
naturally be cyclically produced in Series of transfer words, 
in which the interval of occurrence of a first word is different 
from those of Second and later words. As a result, the CPU 
400 completes a series of read or write cycles, when it 
confirms the change in the wait signal 407, to keep the 
access control circuit 410 in the standby state till the next 
cycle Starts. Moreover, a changing time, as indicated at Tdis 
in FIG.4, is required when the read cycle and the write cycle 
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in the identical operation mode are to be interchanged. This 
is because the wait Signal is confirmed in Synchronism with 
the clock. Thus, the data transfer making use of the wait 
Signal has to take a complicated control and an unnecessary 
time period. 
0056. The following operational effects can be obtained 
according to the embodiment thus far described. 
0057 (1) In the present embodiment shown in FIGS. 1 
and 2, the locations of Starting the production of the acceSS 
cycle by the peripheral circuit Such as the memory and the 
timings for updating the changes are usually different 
between the read cycle and the write cycle, but the CPU may 
be dedicated to the inputting/outputting of data in accor 
dance with the change in the access clock signal 103 without 
considering any of those complicated timings. In short, the 
data transfer at the complicated timings can be realized 
without the wait state control unit which has been indis 
pensable in the prior art. This realization naturally covers 
both the single transfer and the burst transfer. 
0.058 (2) Without the wait state control unit, the data 
transfer can be achieved by the acceSS clock signal outputted 
from the peripheral circuit Such as the memory, to reduce the 
access cycle time period and improve the bus using effi 
ciency. Specifically, the peripheral circuit Such as the 
memory is operated in Synchronism with the output Signal 
oscillated by its own self-excited oscillator 102 and asyn 
chronously of the operation clock signal 209 of the CPU 
which sends an access request to that peripheral circuit, So 
that the interface between their data is realized the mutually 
equivalent acceSS requests and the response requests to the 
access requests. As a result, a Series of data transfer time 
periods, which have been limited in the prior art to an integer 
times as high as the fundamental operation clock of the data 
processor Such as the CPU, can be determined according to 
the clock cycle of the response request depending upon the 
intrinsic Self-excited oscillation frequency which is pro 
duced according to the characteristics Such as the operating 
Speed of the peripheral circuit Such as the memory. AS a 
result, it is easy to realize the data transfer for the limit time 
periods of the individual characteristics of the peripheral 
circuit and the CPU. In other words, it is possible to reduce 
the unnecessary time period which has been consumed for 
synchronization with the operation clock of the CPU, as has 
been troubled in the prior art. 
0059 (3) The CPU 2 is equipped on the common chip 
with the buffer memory 206 to be interfaced with the 
peripheral circuit So that the difference in the data transfer 
rate between the internal unit 204 of the CPU and the outside 
can be internally absorbed to prevent any Sequential Standby 
between the time periods for processing the read data and the 
write data by the access request. 
0060 (4) The data transfer type according to the forego 
ing embodiment can be widely interpreted to give a bus right 
to the memory if locally considered. Specifically, it is 
thought that the System operates with the operation clock 
209 of the CPU 2 at the start of the data transfer but with the 
operation clock 103 of the memory during the data transfer, 
and the but right seems to be dynamically transferred. This 
concept is thought to have an effective meaning especially 
when the degree of integration of the LSI is improved in the 
future So that the logic function merges into the memory. 
0061 FIG. 5 is a block diagram showing one embodi 
ment of the aforementioned memory. The memory 1, as 
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shown in FIG. 5, is formed as a static random access 
memory (i.e., SRAM) over one semiconductor substrate 
made of Single crystalline Silicon by the well-known Semi 
conductor integrated circuit manufacturing technique, 
although not especially limited thereto. 
0062) The shown memory 1 includes input terminals 
ARO to ARm of a row address signal; input terminals ACO 
to ACn of a column address Signal; data input/output ter 
minals I/OO to I/Op; a chip select signal input terminal CS; 
an output enable signal input terminal OE, a write enable 
Signal input terminal WE, an access cycle Signal output 
terminal AC, a burst/single change Signal input terminal 
B/S, and a Supply terminal (not shown). In connection with 
FIG. 1: the chip select signal input terminal CS is fed with 
the acceSS Start Signal 200, the output enable signal input 
terminal OE is fed with a read signal composing the read/ 
write signal 201; the write enable signal input terminal WE 
is fed with a write signal composing the read/write signal 
201; and the access cycle signal 103 is outputted from the 
access cycle Signal output terminal AC. 
0063. The memory cell array 100 includes static memory 
cells arranged in a matrix, whose Select terminals are con 
nected through word lines to the outputs of a row address 
decoder 110. This row address decoder 110 receives and 
decodes the internal complementary address Signal, which is 
converted from the row address signal fed from the outside 
and are outputted from a row address buffer 111, to drive one 
word corresponding to the row address Signal, to a Select 
level. The bit lines connected to the data input/output 
terminals of the memory cells are commonly connected with 
a common data line 113 through a column switch circuit 112. 
The selection of the bit line to be connected to the common 
data line 113 is accomplished by the column switch circuit 
112 in response to the output of a column address decoder 
114. This column address decoder 114 receives and decodes 
the internal complementary address Signal, which is con 
verted from the column address Signal fed from the outside 
and is outputted from a column address buffer 115, to select 
the bit line by the column Switch circuit 112. Reference 
numeral 116 designates a Sense amplifier and an output 
buffer circuit for amplifying the data read from the memory 
cells to the common data line 113 and outputting the 
amplified data to the outside. The Sense amplifier and output 
buffer circuit have their input connected to the common data 
line 113 and their output connected to the data input/output 
terminals I/OO to I/Op. Numeral 117 designates an input 
buffer for inputting the write data fed to the data input/output 
terminals I/OO to I/O, and the input buffer 117 has its output 
connected to the common data line 113. Numeral 118 
designates either latch circuit or a data control circuit for 
equalizing or precharging the common data line. 
0064. The access control unit 101 is equipped with a 
cycle timing generator 1010 and an internal timing generator 
1011. This internal timing generator 1011 is connected to the 
input terminals CS, OE, WE and B/S to determine the 
internal operation mode by detecting the access Start, decid 
ing the read/write operation and deciding the burst mode / 
Single mode, to produce an internal operation timing Signal 
corresponding to the operation mode in Synchronism with 
the access cycle Signal fed from the cycle timing generator 
1010. On the basis of the instruction of the access start signal 
fed from the CS terminal, the cycle timing generator 1010 
produces a cycle timing Signal 1013 and the acceSS clock 



US 2004/0039857 A1 

signal 103 in synchronism with the signal fed from the 
internal timing generator 1011 on the basis of the output 
signal from the self-excited oscillator 102. Incidentally, a 
delay circuit 1014 is used to adjust the phase of the self 
excited Oscillating output, and a delay circuit 1015 is used to 
match the phases of the access clock signal 103 outputted 
from the outside and the cycle timing signal 1013. 

0065 FIG. 6 shows one detailed example of the cycle 
timing generator 1010. The self-excited oscillator 102 has a 
feedback loop composed of a two-input AND gate 1020 and 
an inverter amplifier 1021 for feeding back the output of the 
AND gate 1020 to one of the inputs of the same AND gate 
1020, although not especially limited thereto, and a trigger 
for controlling the oscillation and its Stop is connected with 
the other input of the AND gate 1020. The trigger circuit is 
equipped with an AND gate 1024, to which is inputted the 
output of a selector 1022 to be set to a high level at an initial 
state and to which is fed back the output of an OR gate 1023. 
This OR gate 1023 receives both the output of the AND gate 
1024 and a trigger signal 1025 such as a one-shot pulse to 
be fed in synchronism with the read or write operation from 
the internal timing generator 1011, and feeds its output to the 
AND gate 1020. Incidentally, reference numerals 1026 to 
1028 designate waveform shaping elements (or delay ele 
ments). This self-excited oscillator 102 outputs a low level 
in the initial state. When the trigger signal 1025 is changed 
in this State by the one-shot pulse, Oscillations are estab 
lished in the feedback loop which is composed of the AND 
gate 1020 and the inverter amplifier 1021. This oscillating 
State is continued till the output of the Selector 1022 is 
changed into pulses at the low level to Set the output of the 
OR gate 1023 to the low level. 

0066. In the construction of FIG. 6, the burst counter 105 
and the selector 1022 are used to stop the oscillator. The 
selector 1022 is fed with either the B/S signal or an equiva 
lent internal Signal to Select the output of the waveform 
Shaping element 1027 in the Single mode. Thus, in the Single 
mode, the Self-excited Oscillator 102 Stops the oscillating 
operation by changing the acceSS clock Signal 103 and the 
cycle timing signal 1013 by one cycle. In the burst mode, the 
output of the burst counter 105 is selected. This burst counter 
105 counts the number of data words read continuously from 
the memory cell array on the basis of the change in the 
output pulses of the waveform shaping element 1027, and 
outputs a one-shot pulse which will change from the high 
level to the low level Such that the counted result reaches a 
predetermined value (i.e., a target number of words for burst 
transfer). As a result, the oscillating operation of the Self 
excited oscillator 102 is stopped when the access cycle 
corresponding to the target number of words in the burst 
mode is established. 

0067 FIG. 7 shows one example of the operation timing 
chart of the memory of FIG. 6. As shown, in the read cycle, 
the access cycle Signal output terminal AC is changed in 
Synchronism with the timing at which the read data is 
outputted. In the write cycle, on the other hand, the write 
data is fed from the CPU in synchronism with the timing at 
which the access cycle Signal output terminal AC is changed. 

0068 FIG. 8 is a block diagram showing one detailed 
embodiment of the CPU2. The CPU 2, as shown, is formed 
on a Semiconductor Substrate made of Single-crystal Silicon, 
by the well-known Semiconductor integrated circuit manu 
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facturing technique, although not limited thereto. The same 
circuit blocks as those of FIG. 1 are designated at the same 
reference characters, and their detailed description will be 
omitted. Here, the buffer memory 206 will be described in 
detail. 

0069. The buffer memory 206 is composed of a read 
buffer 2061, a write buffer 2062 and a buffer control circuit 
2063 of the FIFO (i.e., First-IN First-Out) type. The read 
buffer 2061 is dedicated to the data transfer in the read 
direction by the CPU, and the write buffer is dedicated to the 
data transfer in the write direction by the CPU. Both buffers 
2061 and 2062 are equipped with an asymmetric port 2064 
to be controlled on the basis of a request request fed from the 
memory 1 in response to the access clock Signal 103; and a 
synchronous port 2065 to be controlled in synchronism with 
the internal operation clock 209. The buffer control circuit 
2063 is equipped with an asynchronous control unit 2063A 
for controlling the asynchronous port 2064; and a Synchro 
nous control unit 2063B for controlling the synchronous port 
2065. The asynchronous port 2064 is connected to the 
input/output buffer circuit 205, and the synchronous port 
2065 can be interfaced with the register group, the cache 
memory and So on contained in the arithmetic circuit 204. 

0070 The asynchronous control unit 2063A feeds the 
write buffer 2062 with the asynchronous read signal for 
instructing the read operation and the asynchronous read 
address (or pointer) of that time, in Synchronism with the 
aforementioned change in the access clock Signal 103. In 
Synchronism with this change in the access clock Signal 103, 
moreover, the read buffer 2061 is fed with the asynchronous 
write Signal for instructing the write Signal and the asyn 
chronous write address (or pointer) of that time. A choice 
between the read buffer 2061 and the write buffer 2062 to be 
accessed in Synchronism with the change in the access clock 
signal 103 depends on the information from the central 
control unit 208 indicating whether the CPU 2 requests 
reading or writing corresponding to the access clock signal 
103. 

0071. The synchronous control unit 2063B is operated as 
a part of the instruction execution control in the central 
control unit 208. When the memory read operation is 
required according to the execution of a data transfer 
instruction Such as a load instruction, a Store instruction or 
a move instruction, the read buffer 2061 is fed with the 
Synchronous read signal for instructing the read operation 
and the Synchronous read address (or pointer) of that time, 
in synchronism with the operation clock 209. When the 
memory write operation is required according to the execu 
tion of the data transfer instruction, on the other hand, the 
write buffer 2062 is fed with the synchronous write signal 
instructing the write operation and the Synchronous write 
address (or pointer) of that time, in Synchronism with the 
operation clock 209. A choice between the read buffer 2061 
and the write buffer 2062 to be accessed depends on the 
instruction decoding Signal outputted from the central con 
trol unit 208 in accordance with the instruction execution. 

0072 The memory 1 of the example of FIG. 8 does not 
have the function of producing the cycle complete Signal 
104. A similar function is executed by a burst counter 2066, 
in the asynchronous control unit 2063A to feed the burst 
transfer cycle complete to the access control circuit 207. In 
the CPU 2 of the present embodiment, the count-up signal 
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of the burst counter 2066 is also used for informing the 
central control unit 208 of the write complete in the read 
buffer 2061 and the read complete from the write buffer 
2062. This operation will be described with reference to 
FIG 9. 

0073 FIG. 9 is a detailed block diagram of one example 
of a circuit portion relating to the read buffer 2061 in the 
buffer control circuit 2063. The synchronous read address of 
the read buffer 2061 is produced by an upcounter 2063R1, 
and the asynchronous write address of the read buffer 2061 
is produced by an upcounter 2063R2. The upcount operation 
of the upcounter 2063R2 is performed in synchronism with 
the timing at which the access clock signal 103 is changed 
to the high level and at which the read buffer write signal 
from the central control unit 208 is activated. The up count 
operation of the upcounter 2063R1 is performed in synchro 
nism with the operation clock 209 when the read buffer read 
signal from the central control unit 208 is activated. Both the 
upcounters 2063R1 and 2063R2 are cleared to 0 by the 
high-level output of the AND gate 2063R3. It is the clearing 
timing when the outputs of both the upcounters 2063R1 and 
2063R2 is detected by a coincidence detector 2063R6 in 
case the output value of the upcounter 2063R1 is not 0. It is 
detected by a 0 detector 2063R4 that the output value of the 
upcounter 2063R1 is 0. In case the output value of the 
upcounter 2063R1 is 0, the 0 detection result by the O 
detector 2063R4 means the vacancy of the read buffer 2061 
and is fed to the central control unit 208. If this state is 
detected, the central control unit 208 can confirm that the 
read data from the memory 1 has been wholly transferred to 
the arithmetic circuit 204. The bust counter 2066, as shown 
in FIG. 8, detects whether or not the given number of 
continuous data words transferred is reached. When this 
number of words is reached, the output of the burst counter 
2066 is changed to the high level for a predetermined time 
period. In the read operation of the memory 1, the change of 
the output from the burst counter 2066 is fed as a signal 
meaning the read complete to an AND gate 2063R5. This 
AND gate 2063R5 detects the read complete of the read 
buffer 2061, when it receives the signal meaning the read 
complete if it is detected by the 0 detector 2063R4 that the 
output of the upcounter 2063R1 is not 0, and transfers the 
detected read complete to the central control unit 208. When 
the read complete of the read buffer 2061 is detected, the 
central control unit 208 can confirm that the read data from 
the memory 1 is wholly latched in the read buffer 2061 so 
that the central control unit 208 can read the read data from 
the read buffer 2061 to start the internal arithmetic operation 
instantly. 
0.074 FIG. 10 is a detailed block diagram of one example 
of a circuit portion relating to the write buffer 2062 in the 
buffer control circuit 2063. The synchronous write address 
of the write buffer 2062 is produced by an upcounter 
2063W2, and the asynchronous write address of the write 
buffer 2062 is produced by an upcounter 2063W1. The 
upcount operation of the upcounter 2063W1 is performed in 
Synchronism with the timing at which the access clock 
signal 103 is changed to the high level and at which the write 
buffer write signal from the central control unit 208 is 
activated. The upcount operation of the upcounter 2063W2 
is performed in synchronism with the operation clock 209 
when the write buffer write signal from the central control 
unit 208 is activated. Both the upcounters 2063W1 and 
2063W2 are cleared to 0 by the high-level output of the 
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AND gate 2063W3. It is the clearing timing when the 
outputs of both the upcounters 2063W1 and 2063W2 is 
detected by a coincidence detector 2063W6 in case the 
output value of the upcounter 2063W1 is not 0. It is detected 
by a 0 detector 2063W4 that the output value of the 
upcounter 2063W1 is 0. In case the output value of the 
upcounter 2063W1 is 0, the 0 detection result by the 0 
detector 2063W4 means the vacancy of the write buffer 2062 
so that the central control unit 208 recognizes the vacant 
state of the write buffer 2062. In the write operation of the 
memory 1, the change of the burst counter 2066 to the high 
level is fed as a signal meaning the write complete to an 
AND gate 2063W5. This AND gate 2063W5 detects the 
write complete of the write buffer 2062, when it receives the 
Signal meaning the write complete if it is detected by the 0 
detector 2063W4 that the output of the upcounter 2063W1 
is not 0, and transferS the detected write complete to the 
central control unit 208. When the write complete of the 
write buffer 2062 is detected, the central control unit 208 can 
confirm that the write data to the memory 1 in response to 
the response request from the memory is wholly outputted 
from the write buffer 2062. 

0075 FIG. 11 shows a buffer memory different from the 
buffer memory 206 shown in FIG. 8. The buffer memory 
206, as shown, is equipped with a read/write buffer 2067 
which is shared between the read buffer 2061 and the write 
buffer 2062. The buffer control circuit 2063 is equipped with 
a read/write buffer enable flag 2068 which is set with the 
information concerning which of the read buffer or the write 
buffer the read/write buffer 2067 is to be operated as. The 
operation of the read/write enable flag 2068 is controlled 
according to the instruction coming from the central control 
unit 208. The remaining points are similar to those of FIG. 
8, and their detail description will be omitted by designating 
the same circuit blocks at the same reference characters. 
This construction contributes to a reduction of the chip area. 
0076 FIG. 12 shows an essential portion of an embodi 
ment having a control parameter register in place of the 
memory of FIG. 5. Specifically, there is provided a param 
eter register 1051 for latching in a preset table manner the 
target number of the continuous data words to be counted by 
the burst counter 105 of FIG. 6. This parameter register 
1051 is controlled by the central control unit 208 of the CPU 
2 to transfer a desired parameter (i.e., the information for 
Specifying the number of words for a burst transfer) in a 
programmable manner. The remaining constructions are 
similar to those of FIGS. 5 and 6, and the detailed descrip 
tion will be omitted by designating the same circuit blockS 
at the same reference characters. This raises the degree of 
freedom of data transfer and the flexibility of the control. 
Incidentally, the parameter register 1051 can be exemplified 
by constructing memory Stages in a presettable manner in 
case the memory Stages correspond to the number of 
counted bits. 

0.077 FIG. 13 shows an embodiment which has a multi 
bit input/output function of/1;2n bits, for example, for the bit 
number of the data bus to establish an interface between the 
same memory and the CPU2. In this embodiment, the CPU 
2 is equipped with a plurality of sets of buffer memories 206 
and input/output buffer circuits 205. In case the data bus 211 
has 32 bits whereas the memory 1 has 16 parallel input/ 
output bits, the more significant data bus 211U of 16 bits is 
coupled through an input/output buffer circuit 205U to one 
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memory 1U, whereas the leSS Significant data buS 211L is 
coupled through an input/output buffer 205L to the other 
memory 1L. The access start signal 200, the read/write 
signal 201, the single/burst signal 202 and the address bus 
210 are commonly connected with the memories 1U and 1L. 
An access clock signal 103U is connected with a buffer 
memory 206U whereas an access clock signal 103L is 
connected with a buffer memory 206L. Cycle complete 
signals 104U and 104L are respectively outputted from the 
memories 1U and 1L and fed to a cycle complete control 
circuit 2069 to transmit the memory access completes of the 
two to the access control circuit 207. 

0078. The number of parallel input/output bits of the 
actual memory may be x4, x8, x9, x16 or x18, and the 
number of parallel data input/output bits of the CPU may be 
x 16, x32, x36, x64 or x72. In order to interface the memory 
and the CPU in a corresponding manner, it is necessary and 
important to provide every bits with the buffer memory, as 
shown in FIG. 13. 

007.9 FIG. 14 shows an embodiment of the case in. 
which memories having different characteristicS/functions 
are mixed to construct the System. In this case, the data 
transfer can be achieved basically in conformity to an acceSS 
clock if fine terminal functions or connection conditions are 
ignored. Thus, an access clock signal 103-1 of a memory 1-1 
and an acceSS clock signal 103-2 of a memory 1-2 are 
coupled through an OR gate 300 to the buffer control circuit 
2063 outside the CPU 2. Likewise, an access complete 
Signal 104-1 of the memory 1-1 and an access complete 
signal 104-2 of the memory 1-2 are coupled through an OR 
gate 301 to the access control circuit 207 outside the CPU 2. 
The remaining access start signal 200, read/write signal 201, 
single/burst signal 202, address bus 210 and data bus 211 are 
commonly connected with the memories 1-1 and 1-2. AS a 
result, the peripheral circuits Such as the memories having 
the different characteristicS/functions can be mixed to con 
Struct the System. 
0080 FIG. 15 shows one overall embodiment of a data 
processing System using the CPU 2 and the memory 1, as 
described in the foregoing embodiments. AS the peripheral 
circuits enabled to perform the data transfer by a protocol 
Similar to that of the memory (e.g., RAM) 1 of the foregoing 
embodiments, as shown in FIG. 15, there are provided a 
memory (e.g., ROM) 3; a file control unit 4 to be interfaced 
with a hard disk drive 41 and a floppy disk drive 42; a 
display control unit 5 for controlling the drawing of a frame 
buffer 51 and the display of the drawn data on a monitor 52; 
a parallel/serial port 6 to be interfaced with a printer 61 and 
a keyboard 62, and a communication unit 10 for transferring 
data through an antenna and a cable. These peripheral 
circuits have their own self-excited oscillators 102 according 
to their operating characteristics So that the data transfer is 
realized by returning response requests in response to the 
access requests from the CPU 2 as in the memory. In FIG. 
15, reference numeral 9 designates a System monitor unit for 
monitoring a System malfunction and the Status of the Supply 
Voltage by means of a watchdog timer. A fast data transfer 
unit 8 is a circuit Such as a direct memory access controller, 
and the bus arbitration with the CPU 2 is accomplished by 
the bus arbitrator 7. The fast data transfer unit 8 performs the 
data transfer control like that of the CPU 2. Numeral 21 
designates an external cache memory intrinsic to the CPU 2 
to act as a Secondary cache memory for a cache memory 22 
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in the CPU 2. The data processing system of FIG. 15 is 
constructed over a packaging board which is formed with 
address/data buses 11 and a control bus 12. 

0081. Since the data processing system of FIG. 15 
requires no wait State control for the memories or input/ 
output circuits, neither a memory controller nor an input/ 
output controller is formed on the Substrate. 
0082 Although our invention has been specifically 
described in connection with its embodiments, it should not 
be limited thereto but can naturally be modified in various 
manners without departing from the gist thereof. 
0083. For example, the foregoing embodiments have 
been described in case the peripheral circuit is exemplified 
by the memory such as the RAM. However, the peripheral 
circuit should not be limited thereto but can be applied not 
only to the peripheral circuit shown in FIG. 15 but also to 
a variety of other peripheral circuits. Moreover, the appli 
cation of Such peripheral circuit can cover not only a CPU 
or a direct memory access controller but also a variety of 
data processors Such as a microprocessor, a microcomputer, 
a single-chip microcomputer or a digital-Signal processor. 

0084. On the other hand, the buffer memory should not be 
limited to the perfect dual port buffer as in the foregoing 
embodiment but can be used as if it acts as a dual port for 
operating a uni-port buffer memory in a time Sharing man 
ner. From the Standpoint of the chip area of the data 
processor, on the other hand, the depth (or Storage capacity) 
of the buffer memory is important, but the much inferior 
function will have the less contribution to the improvement 
in the bus rate. Thus, this belongs to the design item which 
is determined by considering the trade-off from the cost 
performance. Incidentally, the depth of the buffer memory is 
thought to aid in simplification of the buffer control circuit 
if it is restricted to the number of words to be handled by a 
data transfer of one time (i.e., the maximum number of 
words of the burst transfer). 
0085. The effects to be obtained by the representative of 
the invention disclosed herein will be briefly described in the 
following. 

0086) Specifically, the peripheral circuit is operated in 
Synchronism with the output signal from its own Self-excited 
oscillator and asynchronously of the operation clock signal 
of the data processor which sends an acceSS request to that 
peripheral circuit. In this relation, the interface between their 
data is realized the mutually equivalent access requests and 
the response requests in response to the acceSS request. AS 
a result, a Series of data transfer time periods, which have 
been limited in the prior art to an integer times as high as the 
fundamental operation clock of the data processor, can be 
determined according to the clock cycle of the response 
request depending upon the Self-excited oscillation fre 
quency which is produced according to the characteristics 
Such as the operating Speed of the peripheral circuit Such as 
the memory. 

0087. From the above discussion, it is easy to realize the 
data transfer for the limit time periods of the individual 
characteristics of the peripheral circuit and the data proces 
Sor. In other words, it is possible to reduce the unnecessary 
time period spent for Synchronization with the operation 
clock of the data processor, as has been troubled in the prior 
art. 
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0088. From the above discussion, moreover, the wait 
State control circuit for the interface between the data 
processor and each of the peripheral circuits can be dis 
pensed with to Simplify the circuit connecting means. 
0089. The data processor equipped on the common chip 
with the buffer memory to be interfaced with the peripheral 
circuit can internally absorb the difference in the data 
transfer rate between the internal unit of the data processor 
and the outside to shorten the time period for the Sequential 
Standby in the processing of the read data and the write data 
by the access request. 
0090 Thus, the data processing system can be freely 
constructed by interfacing the data processor with a plurality 
of peripheral circuits of different kinds and by interfacing 
mutually identical peripheral circuits having a multi-bit 
input/output functions of/1:2n bits for the bit number of the 
data bus with the data processor. 

What is claimed is: 
1. A method of controlling a data transfer between a data 

processor and its peripheral circuit, comprising the Staps of: 
Sending an acceSS request to a peripheral circuit from Said 

data processor, 
allowing Said peripheral circuit to perform an internal 

operation according to the access request in Synchro 
nism with the output from a Self-excited oscillator 
incorporated therein and in a manner to understand the 
content of Said acceSS request; 

Sending a response request to Said peripheral circuit from 
Said data processor in Synchronism with its internal 
operation in response to Said acceSS request; and 

transferring data to or from Said data processor depending 
on the type of Said acceSS request in Synchronism with 
Said response request. 

2. A data transfer controlling method according to claim 
1, 

wherein Said access request contains the information 
indicating both the peripheral circuit Selected as an 
object to be accessed and the transfer direction of the 
data, and 

wherein Said response request is a Signal varying in 
Synchronism with the internal operation of Said periph 
eral circuit. 

3. A peripheral circuit comprising: 
a cycle timing generator for producing an access cycle 

Signal of an internal operation in response to an acceSS 
request from a data processor and on the basis of an 
output of a Self-excited oscillator; 

an external terminal for outputting Said access cycle 
Signal as a response request in response to Said acceSS 
request, and 

an internal timing generator for producing an internal 
operation timing Signal in Synchronism with Said 
access cycle signal. 

4. A peripheral circuit according to claim 3, 
wherein Said peripheral circuit is constructed as a memory 

including: 
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a memory cell array having a plurality of memory cells 
arranged in a matrix form; 

a Selector for Selecting the memory cells on the basis of 
an external address Signal; 

a read circuit for reading the data from the Selected 
memory cell; and 

a counter for counting the number of continuous data 
words read from Said memory cell array on the basis of 
a change in Said access cycle Signal, to Stop the 
oscillation of said self-excited oscillator when the 
counted result reaches a predetermined count Value. 

5. A peripheral circuit according to claim 4, 

wherein Said counter has a parameter register for latching 
Said predetermined count Value presettably from the 
Outside. 

6. A data processor comprising: 

an acceSS control circuit for Sending an access request to 
a peripheral circuit; 

an input terminal for receiving a response request from 
the peripheral circuit in response to Said acceSS request; 

a buffer memory capable of writing/reading on the basis 
of Said response request and in Synchronism with an 
internal operation clock, and 

an arithmetic circuit and an input/output buffer circuit 
connected with said buffer memory. 

7. A data processor according to claim 6, further com 
prising: 

a central processing unit for controlling Said access con 
trol circuit, Said buffer memory, Said arithmetic circuit 
and Said input/output buffer circuit. 

8. A data processor according to claim 7, 

wherein Said buffer memory includes a counter for detect 
ing the number of continuous read acceSS requests to 
Said peripheral circuit from Said acceSS control circuit, 
in terms of the number of changes in Said response 
request, whereby Said central processing unit receives 
Said detection result as the information meaning the 
complete of the data acquisition by Said acceSS request. 

9. A data processor comprising: 

an acceSS control circuit for Sending an access request to 
a peripheral circuit; 

an input terminal for receiving a response request from 
the peripheral circuit in response to Said acceSS request; 

a buffer memory having an asynchronous port for writing/ 
reading on the basis of Said response request, and a 
Synchronous port for writing/reading in Synchronism 
with an internal operation clock, 

an arithmetic circuit connected with the Synchronous port 
of said buffer memory; and 

an input/output buffer circuit connected with the asyn 
chronous port of Said buffer memory for interfacing 
with external devices. 

10. A data processor according to claim 9, further com 
prising: 
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a central processing unit for controlling Said access con 
trol circuit, Said buffer memory, Said arithmetic circuit 
and Said input/output buffer circuit. 

11. A data processor according to claim 10, 
wherein Said buffer memory includes a counter for detect 

ing the number of continuous read access requests Sent 
to Said peripheral circuit from Said acceSS control 
circuit, in terms of the number of changes in Said 
response request, whereby Said central processing unit 
receives Said detection result as the information mean 
ing the complete of the data acquisition by Said acceSS 
request. 

12. A data processing System comprising: 
a peripheral circuit that performs an internal operation 

according to an acceSS rquest from a data processor and 
in Synchronism with the output of a Self-excited oscil 
lator incorporated therein, and outputs a response 
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request to Said data processor in Synchronism with Said 
internal operation in response to Said access request; 

a data processor that sends an access request to a desired 
peripheral circuit and receives a response request from 
the desired peripheral circuit, thereby transferring data 
to or from the peripheral circuit depending on the type 
of Said access request; and 

a bus connecting Said data processor and Said peripheral 
circuit. 

13. A data processing System according to claim 12, 
wherein a plurality of peripheral circuits of different kinds 

are commonly connected with Said buS Such that their 
output terminals for response requests share the Single 
input terminal for response requests of Said data pro 
CCSSO. 


