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_ TITLE
SYSTEM AND METHOD FOR GENERATING A VIDEO

'FIELD OF THE INVENTION
The present invention relates to image generation. In particular,

although not exclusively, the invention relates to generating an image for a
video sequence. '

BACKGROUND TO THE INVENTION ‘
User generated content (UGC) is becoming more and more popular

as digital cameras are now commonplace on a multitude of devices. A

user may, record a video of themselves, and simply upload or send the
video unchanged, or modify or edit the video prior to upload.

Image processing software of the prior art enables users to apply
filters to photographs to give a special effect. Exarhple_s of such an effect
include simulating an old camera through washed out images or light
leaks, or by adding filters to enhance a specific colour.

A problem with the image processing software of the prior art is that
the filters are content independent. While the filtered images initially
appear personalised, the same filter applied to several images can make

images actually appear more similar to each other than they originally did.

Personalised video generation software of the prior art also enables
a user to add his or her face (or the face of another user) to a video

sequence. The video then appears, at least on a superficial level, to be

customised to that user.

A problem with the video generation software of the prior art is that
the user input is limited, resulting in a limited variability of expression.

On the other end of the spectrum is manual video and image
editing and generation software, such as that used in computer generated

_animations for film. While such software allows a user to create any type

of video or image, it is generally complex and time consuming, and
therefore not suitable to everyday users.

1 “
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OBJECT OF THE INVENTION .
It is an object of some embodiments of the present invention to

provide consumers with improvements and advantages over the above
described prior art, and/or overcome and alleviate one or more of the
above describ_ed disadvantages of the prior art, and/or provide a useful
commercial choice.

SUMMARY OF THE 'INVENTION
According to one aspect, the invention resides in a method of

generating an image, including:

receiving, on a first computing device, a first image; _

sending, on a data interface of the first computing device, the first
image to a server, v

receiving, on the data interface and from the server, shape data
corresponding to an aspect of the first image; and

generating, by a processor of the first computing device, a primary
output image based at least upon the shape data and avatar data.

Preferably, the shape data comprises a 3D model of a user's face
as depicted in the image. Optionally, the shape data comprises 3D
models of faces of several users as depicted in the image. Generating the
primary output image then comprises applying the shape data to the
avatar data.

Alternatively, the shape data comprises Active Appearance Model
(AAM) parameters, and generating the primary output image comprises
applying the AAM parameters to the avatar data. |

Preferably, generating the primary output image further includes
applying a mapping function to the shape data according to the avatar
data. |

Preferably, the method further includes receiving, on the data
interface, an identifier associated with the avatar data.

Preferably, the method further includes:

sending the identifier to the server,

2
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wherein the server generates a server output image based upon
server avatar data associated with the identifier, and the shape
parameters.

Alternativgly, the method further includes:

sending the avatar data to the server,

wherein the server avatar data comprises the sent avatar data.

According to certain embodiments, the server output image is
identical to the primary output image. Altematively, 'the server generates

' the server output image according to a different algorithm than an

algorithm used by the first computing device to generate the primary
output image.

Preferably, the method further includes:

sending, on the data interface, a request to the server to send the
server output image to a user of a second computing device, wherein the
request includes contact details of the user; and

sending, from the server and to the user of the second computing
device, using the contact details of the user, the server output image.

~ Preferably, the method further includes: |

sending, on the data interface, a request to the server to share
primary output image with a user of a second computing device, wherein
the requést includes contact details of the user and a selected avatar; and

sending, from the server and to the user of the second computing
device, using the contact details of the user, the shape parameters and
the selected avatar, for generation of the primary output image by the
second computing device.

Preferably, sending the selected - avatar comprises sending an
identifier associated with the selected avatar. ‘

~ Preferably, generating the primary output image comprises

modifying the first image. | |

Preferably, tr’1ev method further includes:

sending, on the data interface, a request to the server to upload the
server output image to a social media site or a video sharing site, wherein

3
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the request includes details of the social media site or the video sharing
site, and a selected avatar; and o

sending, from the server and to the social media site or the video
sharing site, using the details of the social media site or the video sharing
site, the server output image..

According to certain embodiments, the first image is encoded.

Preferably, the first image comprises an image of a video
sequence. | '

Preferably, the method further comprises:

receiving, on the first computing device, a second image;

sending, on the data interface, the second image to a server;

receiving, on the data interface, further shape data corresponding
to an aspect of the second image. '

Preferably, the method further comprises:

generating, by the processor, a second primary output image based
at least upon the further shape data and the avatar data; ‘,

wherein the first image and the second image comprise images of a
video sequence. _ '

Alternatively, the method further comprises:

generating the primary output 'image is based at least upon the
shape data, the further shape data and the avatar data. ,

Suitably, the shape data comprises a 3D model of a face of a first
user and the further shape data .comprises a 3D model of a face of a
second user.

- Preferably, the method further comprises:

receiving, on the first computing device, a second image, wherein
the first image and the second image comprise images of a video
sequence;

sending, on the data interface, the second image to a server;

receiving, on the data interfacé, further shape data corresponding

to an aspect of the second image; and -
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generating, by the processor, a second primary output image based
at least upon the further shape data and second avatar data.
Preferably, the second avatar data comprises the avatar data.
‘Preferably, the first image is sent to the server priér to receiving the
second image. ‘
Preferably, the method further includes:
receiving, on the first computing device, audio data;
sending, on the data interface, the audio data to the server;
receiving, on the data interface, audio pérémeters relating to the
audio data; and ‘ |
generating, by a processor of the first computing device, output
audio based upon the audio parameters and the avatar data.
Preferably, ge'rierating the output audio comprises applying a filter
to the audio data.
Preferably, the avatar data comprises an avatar image.
According to a second aspect, the invention resides in a system for
generating an image, including:
a first computing device including:
a data interface;
a processor coupled to the data interface; and
a memory coupled to the processor including instructions
executable by the processor for:
receiving a first image;
sending, on the data interface, the first image to a
server;
7 réceiving, on the data interface, shape data
corresponding to an aspect of the first image; and
generating an output image based at least upon the
shape data and avatar daté.
Preferably, the system further includes:
a display screen coupled to the processor,
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wherein the memory further includes instructions for presenting the
output image on the display screen.

Preferably, the system further includes:

a camera coupled to the processor,

wherein the memory further includes instructions for receiving the

first image from the camera. -

According to a third aspect, the invention resides in a system for
generating and transmntmg an image, including:
a personal computing device including:
a data interface;
a processor coupled to the data interface; and
a memory coupled to the processor including mstructrons
executable by the processor for:
receiving an image;
sending, on the data interface, the image to a server;
receiving, on the data interface, shape data
corresponding to an aspect of the image; and |
generating an output image based at least upon the
shape data and avatar data; and
the server including:
a server data interface;
a server processor coupled to the server data interface; and
a server memory coupled to the server processor including
instructions executable by the server processor for:
receiving the image;
generating, by the server processor, shape data
according to an aspect of the image;
sending, on the server data interface, the shape data
to the first computing device; '
génerating, on the server processor, a server'output
image based at least upon the shape data and avatar data; and
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sending, on the server data interface, the server

output image to a second computing device.

Preferably, the system further includes a plurality of personal |

computing devices, wherein the server output image is generated based
upon shape data relating to images from the plurality of personal
computing devices. ‘

BRIEF DESCRIPTION OF THE DRAWINGS
To assist in understanding the invention and to enable a person

skilled in the art to put the invention into practical effect, preferred
embodiments of the invention are described below by way of example only

- with reference to the accompanying drawings, in which:

FIG. 1 illustrates a system for generating an irhage, according to an
embodiment of the present invention;

FIG. 2 illustrates a user interactihg with a first computing device of
th_e system of FIG. 1, according to an embodiment of the present
invention; :

FIG. 3a illustrates a front view of shape data of the system of FIG.
1, according to an embodiment of the present invention;

FIG. 3b illustrates a side view of the shape data of FIG 3a;

FIG. 4 illustrates a screenshot of an avatar selection screen of the
system of FIG. 1, according to an embodiment of the present invention;

FIG. § illustrates a sYstem for. generéting an image, according fo an
embodiment of the present invention;

FIG. 6 illustrates a message flow diagram of a communication
between a first computing device and a sen)er, according to an

 embodiment of the present invention;

FIG. 7 illustrates a method of generating an image, according to an
embodiment of the present invention; and _ |

FIG. 8 diagrammatically illustrates a computing device, according to
an embodiment of the present invention.

s
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Those skilled in the art will appreciate that minor deviations from
the layout of components as illustrated in the drawings will not detract
from the proper functioning of the disclosed embodiments of the present
invention.

DETAILED DESCRIPTION OF THE INVENTION
Embodiments of the present invention comprise image and video

generation Systems and methods. Elements of the invention are illustrated
in concise outline form in the drawings, showing only those specific detaiis
that are necessary to the understanding of the embodiments of the
present invention, but so as not to clutter the disclosure with excessive
detail that will be obvious to those of ordinary skill in the art in light of the
present description. | '

In this patent specification, adjectives such as first and second, left
and right, front and back, top and bottom, etc., are used solely to define
one element or method step from another element or method step without

'necessarily requiring a specific relative position or sequence that is

described by the adjectives. Words such as “comprises” or “inciudes” are
not used to define an exclusive set of elements or method steps. Rather,
such words merely define a minimum set of elements or method steps
included in a particular embodiment of the present inventiori’.

The reference to any pﬁor art in this spec'iﬁcation is not, and should
not be taken as, an acknowledgement or any form of suggestion that the
prigr art forms part of the common general knowledge.

According to one aspect, the invention resides in a method of
generating an image, including: receiving, on a first computing device, a
first image; sending, on a data interface of the first computing device, the
first image to a server; receiving, on the data interface and from the
server, shape data corresponding to an aspect of the first image; and
generating, by a processor of the first computing device, a primary output ‘
image based at least upon the shape data and avatar data.
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Advantages of certain embodiments of the present invention
include an ability fora user to animate an avatar, on a device with limited
processing capabilities. The animation can occur with low delay, and the
avatar can be changed dynamically. The resulting image or video of the
animated avatar can then be sent to another user, a social media or a
video sharing site, with good bandwidth efficiency.

The embodiments described below refer to generation of an image.

- As will be readily understood by the skilled addressee, the image can

comprise an image of a video sequence. Furthermore, the embodiments
can be easily extended to support video gene?ation, without necessarily
treating each image as a single independent image. For example, timing

information can be associated with each image of a video sequence,

which can then be app“lied as timing information to any output video
sequence.

Additionally, the term avatar data is used to describe any type of
image and/or audio data in which movement or an expression can be
transferred. The avatar can be based upon an artificial character, such as
a cartoon character, or comprise an image of a real person. Further, the
avatar can be based upon a non-human character, such as an animal of
fantasy creature such as an alien, or include inanimate or fantasy
creations which have a face or other body part superimposed thereon.

FIG. 1 illustrates a system 100 for generating an image, according
to an embodiment of the present invention.

The system 100 includes a first computing device 105 and a server
110. The first computing device 105 and the server 110 are coupled via a
data communications network 115. '

The first computing device 105 includes a camera 120, a display
screen 125 and a microphone 130, all coupled to a processor (not shown),
which is in turn coupled to a data interface (not shown). The first
computing device further includes a memory (not shown) coupled to the
prbcessor including instructions executable by the processor, for
performing methods of the present invention, as discussed further below.

9
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The first computing device 105 can be a low end device, such as a
mobile telephone, Personal Digital Assistant (PDA), tablet computer, or
other similar device. The server can be a dedicated computing device, for
example, and is advantageously able to serve several first computing
devices 105.

The first computing device 105 sends an image or video to the
server 110 that processes the image or video and sends shape
parameters back to the first computing device 105. The first computing
device 105 then animates an avatar modél according to the shape
parameters. |

Animation of the avatar model is particularly suited to Graphics
Processing Units (GPUs) of low end devices, such as mobile phones.
Animation can include transferring a facial expression of a user to that of a
face of an avatar, or transferring a body configuration or movement. This
can include, for example, animating an avatar to include the expressions
of a user, causing an avatar to dance or move in a specific way, or to
produce specific movements such as sign' Iahguage.

The avatar model can be located on the first computing device 105,
the server 110, or partly on the server 110 and partly on the first
computing device 105. Similarly, the avatar model can be sent between
the first computing device 105 and the server 110.

FIG. 2 illustrates a user 205 interacting with a first computing
device 105, according to an embodiment of the present invention.

A plurality of images of the user 205 is captured by the camera 120.
After a first image of the plurality of images is captured, it is sent to the
seNer 110 for processing immediately, i.e. without waiting for a second
image to be captured or the video to be completely recorded.

If the network is slow or unavailable, the images captured by the
first computing device 105 can be saved and sent to the server 110 when
the network is available, or sufficiently fast.

According to altemative embodiments of the present invention (not
shown), the images 'are sent to the first computing device 105, or

10
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comprise a downloaded video sequence. As will be readily understood by
the skilled addressee, the images need not be captured by the first
computing device 105. _

The server 110 generates shape data corresponding to an aspect
of the first image. An aspect of the image can be a face of the user, a
body configuration, or any other suitable aspect. In the case of a face of
the user, the shape data can comprise a 3D model of the user’s face from
the image. Altemnatively, the shape data can comprise parameters of an
Active Appearance Model (AAM); Furthermore, the shape parameters
can include a relative camera position.

The server 110 sends the shape data to the first computing device
105, following which the first computing device 105 generates an output
image based at least upon the shape data and avatar data.

The avatar data can, for example, comprise an avatar image that is
transformed according to the shape data.

The output image comprises applying the 3D model, the AAM
parameters, or other shape data to the avatar data, and may include
applying a mapping function to the shape data according to the avatar
data. Furthermore, the output image can be generated according to a
plurality of source-avatar mapping fu'nctions, as described in J. Saragih, S.
Lucey, and J. Cohn, "Real-Time Avatar Animation from a Single Image",
IEEE International Conference on Automatic Face  and Gesture
Recognition (FG'11), 2011. The server 110 can generate the source-

avatar mapping functions based upon the image, the avatar data and

training data. The source avatar mapping functions can then be sent to
and used by the first processing device 105.

FIG. 3a illustrates a front view of shape data 300, according to an
embodiment of the present invention, and FIG. 3b illustrates a side view of
the shape data 300.

The shape data comprises a plurality of 3D points 305,
corresponding to features of a user's face. The features can include an
eye, a mouth, eyebrows, jaw shape, or any other features.

11
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FIG. 4 illustrates a screenshot 400 of an avatar selection screen,
according to an embodiment of the present invention. The first computing
device 105 and the server 110 can include avatar data corresponding to a
plurality of avatars, and the avatar selection screen can be used to select
an avatar of the plurality of avatars. |

The avatar selection screen includes an avatar oUtput image 405, |
and a plurality of avatar selection buttons 410. Upon selection of an
avatar using the avatar selection buttons 410, the output image 405 is
updated according to the selected avatar.

‘The avatar selection screen further includes media control
functionality through a play button 415, a fast forward button 420, and a
rewind button 425. The play button 415, fast forward button 420, and
reWind button 425 cah be used to control playback of a video sequence.
According to certain embodiments of the present invention, the avatar can
be changed during playback using the avatar selection buttons 410.

In this case, an input video sequence can comprise a plurality of
images, including a first image and a second image, which are received by
the first computing device 105.

As discussed above, the first image is sent to the server 110, by the
first computing device 105. The server 110 sends shape data
corresponding to an aspect of the first image tb the first computing device
105. The first computing device 105 then generates a primary output
image based upon the shape data and avatar data of a first selected

avatar.

Subsequently, the second image is sent to the server 110, by the
first computing device 105. The server 110 sends further shape data
corresponding to an aspect of the second image to the first computing
device 105. The first computing device 105 then generates a further
primary output image based upon the further shape data and either
second selected avatar data, in the case where a new avatar is selected,

or the first selected avatar data.

12
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The primary output image and the further primary output image
thus form an output video sequence, which includes the selected avatar(s)
and which can, for example, be played on the avatar selection screen.

FIG. 5 illustrates a system 500 f_of generating an image, according
to an embodiment of the present invention.

The system 500 includes a first computing device 505, a server 510
and a second computing device 515. The first computing device 505 and
the server 510 are similar to the first computing device 105 and the server
110 of FIG. 1. _

The first computing device 505 receives an image, for example
from the camera 120 of the first computing device 505, and sends it to the |
server 510, as described above. The server 510 then generates shape
parameters, and sends the shape parameters to the first computing device
505.

A user of the first computing device 505 can then generate an
output image according to data of different avatars, and select an avatar,
as described above with reference to in FIG. 4.

After selecting an avatar, the user may then choose to forward the
output video to another user. In this case, a message is sent from the first
computing device 505 to the servér 510, including details of the second
user and/or second user device 515, and the chosen avatar.

Each avatar can be associated with a uniqué identifier. In this
case, the first computing device 505 need only send the unique identifier
to the server 510. v ;

According to certain embodiments, the server 510 then generates a
server output image based upon server avatar data associated with the
identiﬂer, and the shape parameters.

The server avatar data may be identical to the avatar data of the
first computing device 505, or may include extra detail corresponding to
any extra processing power available to the server 510. Similarly, the
server 510 can apply a different algorithm than an algorithm used by the

13
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first computing device 505 to generate the primary output image, in order
to generate a more accurate or realistic server output image.

The‘server 510 then sends the server output image to the secong
computing device 515. .

According to other embodiments, the server 510 sends details of |
the chosen avatar,'for example an identifier identifying the chosen avatar,
to the second computing device 515 together with the shape parameters.-
The second computing device 515 can then render the output image
according to the shape parameters and the chosen avatar.

According to yet other embodiments, the server 510 uploads the
server output image to a social networking site, to a file, image or video
sharing site, or to another site.

Generation of the. output image can comprise generating an
independent output image, or comprise modifying the first image.
Additionally, the first image can be encoded, and any subsequent images
can be differentially encoded with respect to the first image.

According to an alternative embodiment (not shown), the server
output image and/or the primary output image is generated based upon
shape data from several images. Accordingly, the output image can
combine aspects from several images, such as expressions from several
users. Similarly, the shape daté from several images can ¢omprise data
relating to several users, such as facial expressions of several users.

FIG. 6 illustrates a messagé sequence diagram 600 of a
communication between a first computing device 105, 505 and a server
110, 510, according to an embodiment of the present invention.

In step 605 a first image is received on the first computing device
105, 505. The first image can be from a camera, or any other source.

In step 610, the first image is sent to the server 110, 510 for
processing. ‘

In step 615, the second image is sent to the server 110, 510 for
processing, without waiting for the first image to be processed. This
allows for near real time processing of the video, as only a single round-

14
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trip-time delay is added, rather than a cumulative delay or delay
corresponding to the Iength of the video sequence.

In step 620, the first image is processed by the server 110, 510 and
the shape parameters are sent from the server 110, 510 to the first
computing device 105, 505 in step 625. The first computing device 105,
505 then generates and displays the output image in step 630.

In step 635, the second image is processed by the server 110, 510.

FIG. 7 illustrates a method 700 of generating an image, according
to an embodiment of {he present invention. |

In step 705, a first image is received by a first computing device.
The first image can be received directly from a camera, or by another
means. |

In step 710, the first image is sent to a server.

In step 715, a second image is received by the first computing
device. In step 720, the second image is sent to the server. ,

.. In step 725, shape data relating to first image is received by the first
computing device and from the server. In step 730, the first computing
device generates a first primary output image based upon the shape data
and avatar data. _

In step 735, shape data relating to the second image is received by
the first computing device and from the server. - In step 740, the first
computing device generétes a first primary output image based upon the
shape data of the second image and the avatar data.

Steps 725 and 730 can be performed prior to steps 715 and 720. it ‘
is, however, advantageous to send images to the server for processing as
they are received by the first computing device, in order to reduce overall
delay of the system.

According to certain embodiments of the present invention, the
method further includes receiving and processing audio data, such as
speech. The audio data is advantageously captured by the microphone |
130, and may include timing information in order to accurately synchronise
the audio data with the image or video data.

15
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The audio data is sent, on the data interface, to the server 110, 510
for processing, in a similar way to the images described above. The
server 110, 510 then prbcesses the audio to generate audio parameters
relating to the audio data. The audio parameters are sent to the first
computing device 105, 505, and output audio is generated based upon the
audio parameters and the avatar data.

The audio parameters can comprise filter parameters which are
used to filter the audio data. |

FIG. 8 diagrammatically illustrates a computing device 800,
according to an embodiment of the present invention. The first and
second computing devices 105. 505, 515 and server 110, 510 can be
identical to or similar to the computing device 800. Similarly, the method
700 of FIG. 7 can be implemented using the computing device 800.

The computing device 800 includes a central processor 802, a

" system memory 804 and a system bus 806 that couples various system

components, including coupling the system memory 804 to the central

-processor 802. The system bus 806 may be any of several types of bus
. structures including a memory bus or memory controller, a peripheral bus,

and a local bus using any of a variety of bus architectures. The structure
of system memory 804 is well known to those skilled in the art and may
include a:basic input/output system (BIOS) stored in a read only memory
(ROM) and one or more program modules such as operating systems,
application programs and program data stored in random access memory
(RAM).

The computing device 800 can also include a variety of interface
units and drives for reading and writing data. The data can include, for
example, a displacement between the camera and the display screen as
discussed above. ,
| In particular, the computing device 800 includes a hard disk
interface 808 and a removable memory interface 810, respectively
coupling a hard disk drive 812 and a removable memory drive 814 to the
system bus 806. Examples of removable merhory drives 814 include
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magnetic disk drives and optical disk drives. The drives and their
associated computer-readable media, such as a Digital Versatile Disc
(DVD) 816 provide non-volatile storage of computer readable instructions,
data structures, program modules and other data for the computer system
800. A single hard disk drive 812 and a single removable memo'ry drive
814 are shown for illustration purposes only and with the understanding
that the computing device 800 can include several' similar drives.
Furthermore, the computing device 800 can include drives for interfacing
with other types of computer readablé media.

The computing device 800 may include additiorial interfaces for -
connecting devices to the system bus 806. FIG. 8 shows a universal
serial bus (USB) interface 818 which may be used to couple a device to
the system bus 806. For example, an IEEE 1394 interface 820 may be
used to couple additional devibes to the computing device 800. Examples
of additional devices include cameras for receiving images’ or video, or
microphones for recording audio.

The computing device 800 can operate in a networked environment
using logical connections to one or more remote computers or other
devices, such as a server, a router, a network personal corhputer, a peer
device or other common network node, a wireless telephone or wireless
pérsonal digital assistant. The computing device 800 includes \a network
intérface 822 that coup|esj"the system bus 806 to a local area network
(LAN) 824, Networking environments are commonplace in offices,
enterprise-wide computer networks and home computer systems.

A wide area network (WAN), such as the Intemet, can also be
accessed by the computing device, for example via a modem unit .
connected to a serial port interface 826 or via the LAN 824,

Transmission of images and/or video can be performed using the
LAN 824, the WAN, or a combination thereof. )

‘It will be appreciated that the network connections shown and
described are exemplary and other ways of establishing a

communications link between computers can be used. The existence of
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any of various well-known protocols, such as TCP/IP, Frame Relay,
Ethernet, FTP, HTTP and the like, is presumed, and the computing device
800 can be operated in a client-server configuration to permit a user to
retrieve data from, for example, a web-based server. -

- The operation of the computing device 800 can be controlled by a
variety of different program modules. 'Examples of program modules are
routines, programs, objects, compohents, and data structures that perform
particular tasks or implement particular abstract data types. The present |
ihvehtion may also be practiced with other computer sysfem
configurations, including hand-held devices, multiprocessor systems,
microprocessor-based or programmablé consumer electronics, network
PCs, minicomputers, mainframe computers, personal digital assistants
and the like. Furthermore, the invention may also be practiced in
distributed-computihg environments where tasks are performed by remote
processing devices that are linked through a communications network. In
a distributed computing environment, program modules may be located in
both local and remote memory storage devices.

in summary, advantages of certain embodiments of the present
invention include an ability for a user to animate an avatar on a device
with limited processing capabilities. The animation can occur wiih low
delay, and the avatar can be changed dynamically. The resuiting image
or video of the animated avatar can then be sent to another user, with
good bandwidth efficiency. |

The above description of various embodiments of the present
invention is provided for purposeé of description to one of ordinary skill in
the related art. It is not intended to be exhaustive or to limit the invention
to a single disclosed embodiment. As mentioned above, numerous
altematives and variations to the present invention will be apparent to
those skilled in the art of the above teaching. Accordingly, while some
alternative embodiments have been discussed specifically, other
embodiments will be apparent or relatively easily developed by those of
ordinary skill in the art. Accordingly, this patent specification is intended to
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The claims defining the invention are:

1. A method of generating an image, including;

receiving, on a first computlng device, a first i image;

sending, on a data mterface of the first computing device, the ﬂrst
image to a server,

receiving, on the data interface and from the server, shape data
corresponding to an aspect of the first image; and

generating, by a processor of the first computing device, a primary
output image based at least upon the shape data and avatar data.
2. A method according to claim 1, wherein the shape data comprises
a 3D model of a user's face as depicted in the image, and wherein
generating the primary output image comprises applying the 3D model to
the avatar data.

3. A method according to claim 1, wherein the shape data comprises
3D models of faces of several users as depicted in the image, and
wherein generating the primary output image comprises applying the 3D

‘models to the avatar data.

4. A method according to claim 1, wherein the shape data cbmprises
Active Appearance Model (AAM) parameters, and wherein generating the

‘primary output image comprises applying the AAM parameters to the

avatar data.

5. A method according to any one of the preceding claims, wherein
generating the primary output image further includes applying a mapping

- function to the shape data according to the avatar data.

6. A method according to any one of the preceding claims, further
including:
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receiving, on the data interface, an identifier associated with the

avatar data.

7. A method according to any one of the preceding claims, further
including: ' _

sending the identifier to the server,;

wherein the server gene}ates a server output image based upon
server avatar data associated with the identifier, énd the shape

" parameters.

8. A method according to claim 7, wherein the server output image is
identical to the primary output image. ‘

9. A method according to claim 7, wherein the server generates the
server output image according to a different algorithm than an algorithm
used by the first computing device to generate the primary output imége.

10. A method according to ény one claims 7 to 9, further including:
sending the avatar data to the server; '
‘wherein the server avatar data comprises the sent avatar data.

11. A method according to ény one of claims 7 to 10, further including:
sending, on the data interface, a request to the seNer to send the
server output image to a user of a second computing device, wherein the
request includeé contact details of the user; and
sending, from the server and to the user of the second computing
device, using the contact details of the user, the server output image.

12. A method according to any one of claims 1 to 10, further including:

sending, on the data interface, a requesf to the server to share
primary output image with a user of a second computing device, wherein
the request includes contact details of the user and a selected avatar; and
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sending, from the server and to the user of the second computing
device, using the contact details of the user, the shape parameters and
the selected avatar, for generation of the primary output image by the

—

second computing device.

13. A method according to claim 12, wherein sending the - selected
avatar comprises sending an identifier associated with the selected avatar.

14. A method according to any one of the preceding claims, wherein
generating the primary output image comprises modifying the first image.

15. A method according to any one of the preceding claims, further
including:

sending, on the data interface, a request to the server to upload the
server output image to a social media site or a video sharing site, wherein
the request includes details of the social media site or the video sharing
site, and a selected avatar; and |

sending, from the server and to the social rhedia site or the video
sharing site, using the details of the social media site or the video sharing
site, the server output image. |

16. A method according to any one of the preceding claims, wherein
the first image comprises an image of a video sequence.

17. A method according to any one of the preceding claims, further
comprising:
' receiving, on the first computing device, a second image;
sending, on the data interface, the second image to a server;
, receiving, on the data interface, further shape data corresponding'
to an aspect of the second image. |

18. A method according to claim 17, further comprising:
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generating, by the processor, a second primary output image based
at least upon the further shape data and the avatar data; '
wherein the first image and the second image comprise images of a

video sequence.

19. A method according to elaim 17, wherein:
generating the primary output image is based at least upon the
shape data, the further shape data and the avatar data.

20. A method according to claim 17, wherein the shape data comprises
a 3D model of a face of a first user and the further shape data comprises a
3D model of a face of a second user.

21. A method according to any one of the preceding claims, further
comprising: ' | |
" receiving, on the first computing device, a second image, wherein

the first image and the second image comprise images of a video
sequence; | ‘ |

sending, on the data interface, the second image to a server;

receiving, on the data interface further shape data corresponding
to an aspect of the second |mage and

generating, by the processor, a second pnmary output image based
at least upon the further shape data and second avatar data.

22.’ A methbd according to claim 21, wherein the second avatar data
comprises the avatar data.

23. A method according to any one of claims 17 to 21, wherein the first
image is sent to the server prior to receiving the second image.

24. A method according to any one of the preceding claims, further
including:
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receiving, on the first computing device, audio data;

sending, on the data interface, the audio data to the server;

receiving, on the data interface, audio\ parameters relating to the
audio data; and

generating, by a processor of the first computing device, output
audio based upon the audio parameters and the avatar data.

25. A method according to claim 24, wherein generating the output
audio comprises applying a filter to the audio data.

26. A method according to any one of thé preceding claims, wherein
the avatar data comprises an avatar image.

27. A system for generating an image, including:

a first computing device including:
a data interface; _
a processor coupled to the data interface; and
a memory coupled to the processor including instructions
executable by the processor for:
receiving a first image;
sending, on ‘the data interface, the first image to a
server, R
receiving, on the data interfface, shape data
corresponding to an aspect of the first image; and
genérating an output image based at least upon the
shape data and avatar data. ‘

28. A system according to claim 27, further including:
a display screen coupled to the processor;
wherein the memory further includes instructions for presenting the

output image on the display screen.
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29. A system according to claim 27 or claim 28, further comprising:

a camera coupled to the processor;

wherein the memory further includes instructions for receiving the
first image from the camera.

30. A system for generating and transmitting an image, including:
a first computing device including:
a data interface;
a processor coupled to the data interface; and
a memory coupled to the processor including instructions
executable by the processor for:
receiving a first image;
sending, on the data interface, the first image to a
server; \ |
receiving, on the data interface, shape data
corresponding to an aspect of the first image; and
generating an output image based at least upon the
shape data and avatar data; and
the server including:
a server data interface;
a server processor coupled to the server data interface; and
a server memory coupled to the server processor including
instructions executable by the server processor for:
receiving a first image;
generating, by the server processor, shape data
according to an aspect of the first image;
‘ sending, on the server data interface, the shape data
to the first computing device;
v generatihg, on the server processor, a server output
image based at least upon the shape data and avatar data; and
sending, on the server‘ data interface, the server
output image to a second computing device.
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