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Maintain over the frame absolute running disparity lower 2O2 
than or equal to K 

204 Encode a first part of the frame utilizing a first line-Code 
having a minimal Hamming distance D' 

2O6 Encode a second part of the frame utilizing a second line 
Code having a minimal Hamming distance D" lower than D' 

FIG. 2 

Encode the header part of the frame utilizing a first Code 3O2 
having a minimal Hamming distance D1 

304 Encode the payload part of the frame utilizing a second 
code having a minimal Hamming distance D2 > D1 

FIG 3 
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Maintain, from the beginning of a first frame to the end of a 
502 Second frame, the absolute value of running disparity lower 

than or equal to a predetermined value K 

Encode the first header of the first frame utilizing a first line 
504 code having minimum Hamming distances D' 

Select the first line-Code for encoding the first payload of the 
505 first frame based on a first data type of a first data included 

in the first payload 

506 Encode the first payload utilizing the first line-code 

508 Encode the second header utilizing the first line-Code 

Select a second line-Code having minimum Hamming 
509 distances D'<D' for encoding the second payload of the 

second frame based on a second data type of a second 
data included in the second payload 

510 Encode the second payload utilizing the second line-Code 

Transmit the first and Second frames Over a COmmunication 
512 Channel 

FIG.S 
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702 EnCOce the first frame 

704 Encode the basic idle sequence 

Produce the idle sequence by replacing certain M Code 
706 words of the basic idle sequence with Malternative code 

Words 

708 EnCOce the Second frame 

FIG. 7 
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Maintain the absolute value of running disparity, from the 
10O2 beginning of the first frame to the end of the second 

frame, lower than or equal to K 

1004 EnCOce the first frame 

1006 Encode a basic idle sequence utilizing a first line-Code 

Produce an idle sequence by replacing M COde Words of 
1008 the basic idle sequence with Malternative Code words 

101C EnCOde the Second frame 

1012 Transmit the first frame, the idle sequence, and the 
SeCOnd frame 

1014 Receive the Second frame 

FIG 10 
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ENCOOING PAYLOADS ACCORDING TO 
DATA TYPES WHILE MANTAINING 

RUNNING DSPARTY 

BACKGROUND 

Various communication systems transmit packets from a 
first node (the transmitting node) to a second node (the receiv 
ing node) over a communication channel. The transmitting 
node typically includes an encoder and a transmitter, and the 
receiving node typically includes a detector and a decoder. In 
many communication systems, the packets are encoded uti 
lizing line-codes, which are configured to Suit the character 
istics of the channel, and facilitate the operation of the detec 
tor. For example, line-codes characterized by high transition 
density facilitate better clock recovery. As another example, 
line-codes characterized by good DC-balance, usually indi 
cated by low running disparity, are better Suitable for com 
munication channels with poor response to DC signals. DC 
balanced line-codes also facilitate simpler coupling of the 
nodes to the communication channel (e.g. AC coupling rather 
than DC coupling). 

The minimum Hamming distance of a line-code deter 
mines the error detection and/or correction capability of the 
code. However, higher minimum Hamming distance implies 
lower code rate, and therefore selecting a line-code for a given 
communication system imposes a trade-off between through 
put and error resilience. 

In many communication systems, idle signals are transmit 
ted during the gaps between packets. Since the idle signals are 
utilized by the receiving node in order to maintain synchro 
nization, the idle signals are usually configured to comply 
with the line-code related characteristics, such as running 
disparity and transition density. 

BRIEF SUMMARY 

In one embodiment, a communication node includes an 
encoder and a transmitter. The encoder is configured to 
encode a first header of a first frame utilizing a first line-code 
having a binary code word length N' and a minimal Hamming 
distance D'. The encoder is further configured to encode a first 
payload of the first frame utilizing the first line-code. The first 
line-code is selected based on a first data type of a first data 
comprised in the first payload. The encoder is further config 
ured to encode a second header of a second frame utilizing the 
first line-code. The encoder is further configured to encode a 
second payload of the second frame utilizing a second line 
code having a binary code-word length N" and a minimal 
Hamming distance D" lower than D'. The second line-code is 
selected based on a second data type of a second data com 
prised in the second payload. The encoder is further config 
ured to maintain, from beginning of the first frame to end of 
the second frame, absolute value of running disparity lower 
than or equal to K, wherein K is lower than both N/2 and 
N"/2. The transmitter is configured to transmit the first and 
second frames over a communication channel characterized 
by first and second channel conditions, respectively. The dif 
ferences between the first and second channel conditions are 
not enough for selecting different line-codes for encoding the 
first and second payloads. 

In another embodiment, a method for encoding frames 
utilizing at least two line-codes having different minimal 
Hamming distances, while maintaining bounded running dis 
parity includes: maintaining, from a beginning of a first frame 
to an end of a second frame, absolute value of running dis 
parity lower than or equal to K, while: encoding a first header 
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2 
of the first frame utilizing a first line-code: selecting the first 
line-code for encoding a first payload of the first frame based 
ona first data type of a first data comprised in the first payload; 
encoding the first payload of the first frame utilizing the first 
line-code; encoding a second header of the second frame 
utilizing the first line-code; selecting a second line-code for 
encoding a second payload of the second frame based on a 
second data type of a second data comprised in the second 
payload; encoding the second payload of the second frame 
utilizing the second line-code; and transmitting the first and 
second frames over a communication channel characterized 
by first and second channel conditions, respectively. The first 
and second line-codes have binary code word lengths N' and 
N", respectively, and minimal Hamming distance D" and D", 
respectively. D" is lower than D', and K is lower than both N'/2 
and N'"/2. And the differences between the first and second 
channel conditions are not enough for selecting the second 
line-code instead of the first line-code for encoding the sec 
ond payload. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The embodiments are herein described, by way of example 
only, with reference to the accompanying drawings. In the 
drawings: 

FIG. 1 illustrates one embodiment of a communication 
system; 

FIG. 2 illustrates one embodiment of a method for encod 
ing a frame; 

FIG. 3 illustrates one embodiment of a method for encod 
ing a frame having a header part and a payload part; 

FIG. 4 illustrates one embodiment of a communication 
node: 

FIG. 5 illustrates one embodiment of a method for encod 
ing frames utilizing line-codes having different minimum 
Hamming distances; 

FIG. 6 illustrates one embodiment of a communication 
node: 

FIG. 7 illustrates one embodiment of a method for indicat 
ing the end of an idle sequence; 

FIG. 8 illustrates one embodiment of a communication 
node: 

FIG. 9 illustrates one embodiment of a communication 
system; and 

FIG. 10 illustrates one embodiment of a method for indi 
cating the end of an idle sequence. 

DETAILED DESCRIPTION 

FIG. 1 illustrates one embodiment of a communication 
system 100. The communication system 100 includes a first 
node 102, which sends one or more frames over a communi 
cation channel 106, and a second node 104, which receives 
the frames. The first node includes an encoder 108, which 
encodes the frames, and a transmitter 110, which transmits 
the frames over the communication channel. The second node 
104 includes a detector 114, which detects the frames, and a 
decoder 116, which decodes the frames. The first node sends 
a frame 112, which includes a first part 118 and a second part 
120. The encoder 108 encodes the first and second parts of the 
frame, utilizing first and second line-codes, respectively, and 
the decoder 116 decodes the first and second parts of the 
frame, utilizing the same first and second line-codes, respec 
tively. 
A line-code is a binary code, which encodes words of M 

binary symbols, referred to as input words, to words of N 
binary symbols, referred to as code words. The two values of 
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the binary symbols are denoted herein as “one” (“1”) and 
“Zero” (“0”). M is referred to as the input word length of the 
line-code, N is referred to as the code word length of the code, 
and the ratio of M divided by N is referred to as the rate R of 
the line-code. M is lower than N, and therefore R is less than 
1. The output set of a line-code is the set of all code words that 
may be produced by the line-code, and is therefore a proper 
subset of the set of all 2Nbinary words of length N. 
The first and second line-codes have input word lengths M' 

and M", respectively, binary code word lengths N' and N". 
respectively, and code rates R and R", respectively. The first 
and second line-codes have minimum Hamming distances D' 
and D", respectively, where D" is lower than D'. 

In one embodiment, the “running disparity” at a certain 
binary symbol produced by the encoder is the difference 
between the number of “ones' and the number of “Zeroes' 
produced by the encoder up to and including the certain 
symbol. 
The encoder 108 maintains the running disparity over the 

frame 112 bounded by a predetermined value K (i.e., the 
absolute value of the running disparity over the frame is 
maintained lower than or equal to K). In one example, K is 
lower than N/2. Additionally or alternatively, Kmay be lower 
than N'/2. 

In one example, the initial value of the running disparity is 
Zero. In another example, the initial value of the running 
disparity is minus one. In one example, the running disparity 
is reset to its initial value every predetermined number of 
frames, which may be unlimited. The running disparity may 
be calculated at the end of each code word, or at each symbol. 

In one example, K is lower than N/4. Additionally or 
alternatively, Kmay be lower thanN"/4. In one example, Kis 
lower than 3. In one example, K is lower than 2. The disparity 
of a code word is the difference between the number of “ones' 
and the number of “Zeroes' within the word. For example, the 
disparity of the code word 01101100 is Zero, the disparity of 
the code word 01111100 is two, and the disparity of the code 
word 01001000 is minus four. 

In one embodiment, the first and second line-codes facili 
tate maintaining the running disparity bounded by selecting 
the disparity of the current code word based on the running 
disparity at the end of the previous code word. For example, 
the encoder may select a code word with a Zero or negative 
disparity when the running disparity is positive, and selects a 
code word with a Zero or positive disparity when the running 
disparity is negative, thereby maintaining the running dispar 
ity bounded. 
A "paired disparity” line-code is a line-code, where each 

input word is encoded either to a code word with a zero 
disparity, or to a code word selected from a set of code words 
containing at least one code word with a positive disparity and 
at least one code word with a negative disparity. A "balanced 
paired disparity line-codes is a paired disparity line-codes, 
where each input word is encoded either to a code word with 
a Zero disparity, or to a code word selected from a balanced 
pair of code words (i.e., a first code word with a positive 
disparity P, and a second code word with a negative disparity 
minus P). 

In one embodiment, the first and second line-codes are 
paired disparity line-codes, and code word selection is based 
on the running disparity (i.e., when the running disparity is 
positive, the disparity of the next code is either Zero or nega 
tive, and when the running disparity is negative, the disparity 
of the next code word is either Zero or positive). Thereby, the 
absolute value of the running disparity is maintained lower 
than or equal to P, where P is the maximum absolute value of 
the disparities of all code words in the output set of the 
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4 
line-code. In one embodiment, the first and second line-codes 
are balanced paired disparity line-codes, and the encoder 
maintains the running disparity bounded between Zero and P 
(inclusive) by selecting a code word with negative disparity 
only when the running disparity is positive. Alternatively, the 
encoder may maintain the running disparity between Zero and 
minus P (inclusive), by selecting a code word with positive 
disparity only when the running disparity is negative. In one 
example, Pequals 2, and the running disparity is maintained 
between Zero and 2 (inclusive). Alternatively, the running 
disparity is maintained between Zero and minus 2 (inclusive). 
In one example, the initial value of the running disparity is 
minus one, and the running disparity is maintained between 
minus one and plus one. 

In one embodiment, the encoder selects the code words of 
the second part of the frame based on a running disparity, 
which is calculated from the beginning of the first part of the 
frame, thereby maintaining the running disparity bounded 
over the entire frame. The disparity of the first code word of 
the second frame is selected based on the running disparity 
calculated at the end of the first part of the frame, although the 
first and second parts of the frame are encoded with different 
line-codes. In one example, the first and second line-codes are 
balanced paired disparity line-codes, both with P equals 2, 
and the initial value of the running disparity is set to minus 
one. In this example, the running disparity is maintained 
between minus one and one (inclusive), and the absolute 
value of the running disparity is accordingly maintained 
lower than 2. 

In some examples, N' and N" are equal, and therefore the 
first output set of the first line-code and the second output set 
of the secondline-code are both subsets of the set of all binary 
words of length N'. Following are some examples regarding 
the relation between the first and second output sets. In all 
those examples, N' and N" are equal. 

In one example, the first and second output sets are mutu 
ally exclusive to each other, i.e., they do not share any com 
mon code word. In another example, the first set and second 
output sets, are not exclusive to each other, i.e., they share at 
least one common code word. 

In one example, the first output set is a Subset of a second 
output set, M is lower than M", and R' is lower than R". 
Accordingly, the first and second line-codes provide a trade 
off between error resilience and bandwidth efficiency: the 
first line-code features better error resilience (D" is higher), 
while the second line-code features better bandwidth effi 
ciency (R' is lower). In this example, the first line code may be 
utilized when higher error resilience is desired, thereby gain 
ing the higher bandwidth efficiency of the second code when 
ever lower error resilience can be tolerated. 

In one example, the first output set is not a Subset of a 
second output set, i.e. the first output set includes at least one 
code word exclusive to the second output set. 
The 8b/10b is a known family of balanced paired disparity 

line-codes with M=8, N=10, and P-2. In one example, the 
first output set is a subset of the output set of an 8b/10b 
line-code. Additionally or alternatively, the second output set 
may be a subset of the output set of an 8b/10b line-code. 

In one embodiment, the encoder 108 maintains over the 
frame transition density equal to or better than a predeter 
mined transition density. The predetermined transition den 
sity may be at least one transition within any sequence of Z 
consecutive symbols. Z may equal 6, e.g., when the first and 
second output sets are Subsets of the output set of the data and 
control words of an 8b/10b line-code. Z may also be lower 
than 6, e.g., when the first and second output sets are Subsets 
of the output set of the data words of an 8b/10b line-code. 
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In one embodiment, the encoder 108 maintains over the 
frame spectral uniformity equal to or better than a predeter 
mined spectral uniformity. The encoder may receive words 
that are already selected to produce the required spectral 
uniformity. Additionally or alternatively, the encoder may 
randomize the stream of input words, thereby maintaining the 
spectral uniformity of the stream of encoded words. 

In one example, the communication channel 106 includes 
an optical fiber. Additionally or alternatively, the communi 
cation channel may include a conductive wire, a wireless 
channel, and/or any other Suitable communication channel. 
The second part of different frames may be encoded uti 

lizing different line-codes, e.g. encoding the second part of 
Some frames utilizing the first line-code, and the second part 
of other frames utilizing the second line-code. The line-code 
may be selected based on conditions of the communication 
channel. Such as received signal level, received noise level. 
signal to noise ratio, symbol error rate, and/or any other 
suitable channel condition. For example, the first line-code 
may be selected only when its higher error resilience capa 
bility is required due to the channel condition (e.g. the symbol 
error rate is higher than some accepted value). In this 
example, the system may benefit from the higher bandwidth 
efficiency of the second line-code whenever allowed by the 
channel condition. 

Additionally or alternatively, the line-code utilized for 
encoding the second part of the frame may be selected based 
on the type of the data contained therein. For example, the 
second part of the frame may be encoded utilizing the first 
line-code only when its higher error resilience capability is 
required due to the type of the data (e.g. the data is highly 
sensitive to errors). In one example, the line-code is selected 
based on both data type and channel condition. 

In one example, the first part of the frame may include a 
header of the frame, and the second part of the frame may 
include a payload of the frame. The first part of the frame may 
include an indication of the line-code utilized for encoding 
the second part of the frame. Accordingly, the first part of the 
frame may contain an indication that the second part of the 
frame is encoded utilizing the second line-code. The decoder 
116 may select an appropriate line-code for decoding the 
second part of the frame based on the indication included in 
the first part of the frame. 

In one embodiment, the encoder 108 produces an idle 
sequence 122, which resides between the frame 112 and a 
following frame 124. The idle sequence includes code words 
of length N idle, which may optionally be equal to N' or to 
N". In one example, the second node 104 cannot predict the 
starting point of the following frame 124, because the length 
of the idle sequence 122 is unknown. In this example, the 
detector 114 detects the idle sequence 122, and the decoder 
116 identifies the end thereof, thereby determining the start 
ing point of the following frame 124. 

In one embodiment, the encoder 108 maintains the abso 
lute value of the running disparity over the idle sequence 122 
lower than or equal to K. K may optionally be lower than 
N idle/2 or lower than N idle/4. 

In one embodiment, the idle sequence is composed of code 
words of a fourth line-code. The idle sequence may be pro 
duced by encoding a pseudo-random sequence of binary sym 
bols utilizing the fourth line-code. The encoder 108 may 
select the disparity of the current code word based on the 
running disparity at the end of the previous code word, as 
explained above regarding the first and second line-codes. 

In one embodiment, the encoder 108 maintains the abso 
lute running disparity over the frame and the idle sequence 
lower than or equal to K. The encoder 108 may select the 
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6 
disparity of the first code word of the idle sequence based on 
the running disparity calculated at the end of the frame, 
although the frame and the idle sequence are encoded with 
different line codes. In one example, the first, second, and 
fourth line-codes are balanced paired disparity line-codes 
with Pequals two, the initial value of the running disparity is 
set to minus one, and the absolute value of the running dis 
parity is maintained lower than 2, although the frame and the 
idle sequence may be encoded with different line codes. 

In one embodiment, the encoder 108 maintains the transi 
tion density over the idle sequence equal to or better than the 
predetermined transition density of at least one transition 
within any sequence of Z consecutive symbols. In one 
example, Z equals. In another example, Z is lower than 6. 

In one embodiment, the encoder 108 maintains the spectral 
uniformity over the idle sequence equal to or better than the 
predetermined spectral uniformity. The spectral uniformity of 
the idle sequence may result from the distribution of the 
output set of the fourth line-code, and/or from randomizing 
the input of the fourth line-code. 

In one embodiment, the encoder 108 maintains the running 
disparity, from the beginning of the frame 112 to the end of 
the following frame 124, bounded by K (i.e., maintaining the 
absolute value of the running disparity lower than or equal to 
K). The running disparity may be maintained bounded over a 
sequence of the frame 112, the following frame 124, and the 
idle sequence 122. Additionally or alternatively, the running 
disparity may be maintained bounded over a sequence of the 
frame 112 and the following frame 124, with no intermediate 
idle sequence. 

In one embodiment, the following frame is encoded utiliz 
ing one or more line-codes, and the encoder 108 selects the 
code words of the following frame based on a running dis 
parity, which is calculated from the beginning of the frame, 
thereby maintaining the running disparity bounded by K over 
the stream of the code words of the frame and the following 
frame. The disparity of the first code word of the following 
frame is selected based on the running disparity calculated at 
the end of the frame, or at the end of the idle sequence, as 
applicable. 

In one embodiment, the following frame 124 includes a 
first part 126 of the following frame, and a second part 128 of 
the following frame, and encoder 108 encodes the first and 
second parts of the following frame utilizing the first line 
code and a third line-code, respectively. The third line-code 
has input word length M", binary code word lengths N", and 
code rate R". The third line-code has a minimum Hamming 
distance D", where D" is lower than D". The encoder 108 
maintains the running disparity from the beginning of the 
frame to the end of the following frame bounded by K (i.e., 
the absolute value of the running disparity is maintained 
lower than or equal to K). In one example, the disparity of the 
first code word of the second part of the following frame is 
selected based on the running disparity calculated at the end 
of the first part of the second frame, although the first and the 
second parts of the following frame are encoded with differ 
ent line codes. Kmay be lower than N"/2 or lower than N"/4, 
and N" may be equal to N'. 
When N" is equal to N', the first output set of the first 

line-code and the third output set of the third line-code are 
both subsets of the set of all binary words of length N'. In one 
example, where N" is equal to N', the third output set of the 
third line-code is not a subset of the first output set of the first 
line-code (i.e., the third output set includes at least one code 
word exclusive to a first output set). 

FIG. 2 illustrates one embodiment of a method for encod 
ing a frame. The method may be performed by a first com 
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munication node, such as the first node 102 in FIG. 1, and the 
frame may be the frame 112 in FIG.1. In addition, the method 
may be performed by any other communication node, or by 
any other suitable device. The method includes at least the 
following steps: In step 202, maintaining the running dispar 
ity over the frame bounded by a predetermined value K (i.e., 
the absolute value of the running disparity over the frame is 
maintained lower than or equal to K). In step 204, encoding 
the first part of the frame utilizing a first line-code. And in step 
206, encoding the second part of the frame utilizing a second 
line-code. The first and second line-codes have code word 
lengths N' and N", respectively, and minimum Hamming 
distances D'and D", respectively, where D" is lower than D'. 
In one example, K is lower than N/2. Additionally or alter 
natively, K may be lower than N"/2. 

In one example, K is lower than N/4. Additionally or 
alternatively, Kmay be lower than N"/4. In one example, Kis 
lower than 3. In one example, K is lower than 2. 

In some examples, NandN" are equal. Following are some 
examples regarding the relation between the first and second 
output sets. In all those examples, N' and N" are equal. In one 
example, the first and second output sets are mutually exclu 
sive to each other, i.e., they do not share any common code 
word. In another example, the first set and second output sets, 
are not exclusive to each other, i.e., they share at least one 
common code word. In one example, the first output set is a 
Subset of a second output set. In one example, the first output 
set is nota Subset of a second outputset, i.e. the first output set 
includes at least one code word exclusive to the second output 
Set. 

In one embodiment, the first output set is a subset of the 
output set of an 8b/10b line-code. Additionally or alterna 
tively, the second output set may be a subset of the output set 
of an 8b/10b line-code. 

In one embodiment, the method illustrated in FIG. 2 further 
includes maintaining over the frame transition density equal 
to or better than a predetermined transition density, which 
may be at least one transition within any sequence of Z 
consecutive symbols. In one example, Z equals 6. In one 
example, Z is lower than 6. 

In one embodiment, the method further includes maintain 
ing over the frame spectral uniformity equal to or better than 
a predetermined spectral uniformity. 

In one embodiment, the method optionally includes an 
additional step of transmitting the frame over a communica 
tion channel. The step of transmitting the frame may be per 
formed by a transmitter, such as the transmitter 110 in FIG. 1, 
or by any other transmitter, or by any other suitable device. 
The method may further include an optional step of detect 

ing the frame and a step of decoding thereof, which may be 
performed by a second communication node, Such as the 
second node 104 in FIG. 1, or by any other communication 
node. 

In one example, the first part of the frame may include the 
header of the frame, and the second part of the frame may 
include the payload of the frame. In one example, the second 
part of different frames may be encoded utilizing different 
line-codes. The line-code may be may be selected based on 
the type of the data carried by the certain frame, or by the state 
of the channel during the transmission of the certain frame, or 
by some combination thereof, or by any other Suitable param 
eter. The first part of the certain frame may include an indi 
cation of the line-code utilized for encoding the second part of 
the certain frame, in order to facilitate utilization of an appro 
priate line-code for decoding the second part of the certain 
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8 
frame. Accordingly, the first part of the frame may contain an 
indication that the second part of the frame is encoded utiliz 
ing the second line-code. 

In one embodiment, the method illustrated in FIG. 2 may 
further include an optional step of producing an idle 
sequence, which may be performed by an encoder, Such as the 
encoder 108 in FIG. 1, or by any other suitable encoder. The 
idle sequence may be the idle sequence 122 in FIG.1. The idle 
sequence includes code words of length N idle, which may 
optionally be equal to N' or to N". 

Additionally, the method may include an optional step of 
transmitting the idle sequence over the communication chan 
nel, which may be performed by a transmitter, such as the 
transmitter 110 in FIG. 1, or by any other transmitter, or by 
any other suitable device. The method may optionally further 
include a step of detecting the idle sequence, and a step of 
identifying the end of the idle sequence. The step of detecting 
the idle sequence may be performed by a detector, Such as the 
detector 114 in FIG. 1, or by any other detector, or by any 
other suitable device; and the step of identifying the end of the 
idle sequence may be performed by a decoder, such as the 
decoder 116 in FIG. 1, or by any other decoder, or by any 
other suitable device. In one example, identifying of the end 
of the idle sequence facilitates determining the beginning of 
the following frame. 

In one embodiment, the step of producing an idle sequence 
further includes maintaining the absolute running disparity 
over the idle sequence lower than the predetermined value K. 
In one example, K is lower than N idle/2. In one example, K 
is lower than N idle/4. In one embodiment, the idle sequence 
is produced of code words of a fourth line-code, e.g., by 
encoding a pseudo-random sequence of binary symbols uti 
lizing the fourth line-code. In one embodiment, the method 
illustrated in FIG. 2 further includes maintaining the absolute 
running disparity over the frame and the idle sequence lower 
than K. In one embodiment, the step of producing an idle 
sequence further includes maintaining the transition density 
over the idle sequence equal to or better than the predeter 
mined transition density. In one embodiment, the step of 
producing an idle sequence further includes maintaining the 
spectral uniformity over the idle sequence equal to or better 
than the predetermined spectral uniformity. 

In one embodiment, the method illustrated in FIG. 2 
includes an optional step of encoding a following frame, 
which may be performed by an encoder, Such as the encoder 
108 in FIG.1, or by any other encoder, or by any other suitable 
device. In addition, the following frame may be the following 
frame 124 in FIG. 1. In one example, the idle sequence 122 
resides between the frame 112 and the following frame 124, 
and the step of encoding a following frame is accordingly 
performed after the step of producing an idle sequence. Addi 
tionally or alternatively, the following frame may adjacent to 
the frame, without an intermediate idle sequence, and the step 
ofencoding a following frame may accordingly be performed 
directly after encoding the first frame, without performing the 
intermediate step of producing an idle sequence. 

In one embodiment, the method include an optional step of 
transmitting the following frame over the communication 
channel, which may be performed by a transmitter, such as 
the transmitter 110 in FIG.1, or by any other transmitter, or by 
any other suitable device. Additionally, the method may 
include an optional step of detecting the following frame and 
an optional step of decoding thereof. The step of detecting the 
following frame may be performed by a detector, such as the 
detector 114 in FIG. 1, or by any other detector, or by any 
other suitable device; and the step of decoding the following 
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frame may be performed by a decoder, such as the decoder 
116 in FIG.1, or by any other decoder, or by any other suitable 
device. 

In one embodiment, the method further includes maintain 
ing the running disparity, from the beginning of the frame to 
the end of the following frame, bounded by K (i.e., maintain 
ing the absolute value of the running disparity lower than or 
equal to K). The running disparity is maintained bounded 
over a sequence including the frame and the following frame, 
with or without intermediate idle sequence. 

In one embodiment, the following frame includes first and 
second parts of the following frame, and the step of encoding 
the following frame includes a step of encoding the first part 
of the following frame utilizing the first line-code, and a step 
of encoding the second part of the following frame utilizing a 
third line-code. The third line-code has binary code word 
lengths N" and a minimum Hamming distance D", where D" 
is lower than D". The method may further include maintain 
ing the running disparity from the beginning of the frame to 
the end of the following frame bounded by K (i.e., maintain 
ing the absolute value of the running disparity lower than or 
equal to K). In one example, K is lower than N"/2. In one 
example, K is lower than N"/4. 
N" may be equal to N'. In one example, in which N' and N" 

are equal, the third output set of the third line-code is not a 
subset of the first outputset of the first line-code (i.e., the third 
output set includes at least one code word exclusive to a first 
output set). 

FIG. 3 illustrates one embodiment of a method for encod 
ing a frame having a header part and a payload part. The 
method illustrated in FIG. 3 includes at least the following 
steps: In step 302, encoding the header part utilizing a first 
code having a minimal Hamming distance D1. And in step 
304, encoding the payload part utilizing a second code having 
a minimal Hamming distance D2 higher than D1. 

In one embodiment, the method further includes a step of 
transmitting the frame over a binary channel. In one embodi 
ment, the first and second codes are first and second line 
codes having binary code word lengths N1 and N2, respec 
tively, and the method further includes maintaining the 
running disparity over the frame bounded by K (i.e., main 
taining the absolute value of the running disparity lower than 
or equal to K). In one example, K is lower than N1/2. Addi 
tionally or alternatively, in one example, K is lower than N2/2. 
In one example, N2 equals N1. 

FIG. 4 illustrates one embodiment of a communication 
node 400. The communication node 400 may be the first node 
102 of FIG. 1. The communication node 400 includes an 
encoder 402 encoding frames utilizing two or more line 
codes, and a transmitter 404 transmitting the frames over a 
communication channel 406. The frames are received by a 
second communication node 408. In one embodiment, each 
frame includes a header and a payload. 

In one embodiment, encoder 402 encodes the payloads of 
different frames utilizing different line-codes selected from 
the set of two or more line-codes, while the headers of the 
frames are encoded utilizing the same line-code, referred to as 
the first line-code. In one embodiment, a payload of a certain 
frame is encoded utilizing a line-code selected based on the 
type of the data within the payload of the certain frame. In one 
embodiment, the header of the certain frame includes an 
indication of the line-code utilized for encoding the payload 
of the certain frame, thereby facilitating the second commu 
nication node 408 to decode the payload of the certain frame 
utilizing the respective line-code. 

In one example, the set of two or more line-codes include 
the first line-code and a second line-code, having input word 
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10 
lengths M and M", respectively, binary code word lengths N' 
and N", respectively, and code rates R' and R", respectively. 
The first and second line-codes have minimum Hamming 
distances D'and D", respectively, where D" is lower than D'. 

In one example, the encoder 402 encodes a first frame 410. 
which includes a first header 412 and a first payload 414, and 
a second frames 416, which includes a second header 418 and 
a second payload 420. The encoder 402 encodes the first and 
second header utilizing the first line-code, and the first and 
second payloads utilizing the first and second line-codes, 
respectively. 

In one example, the first line-code is selected for encoding 
the first payload based on a first data type of a first data 
included in the first payload, and the second line-code is 
selected for encoding the second payload based on a second 
data type of a second data included in the second payload. 

In one example, the selection of a line-code for encoding 
the payload of a certain frame may be based only on the 
respective data type of the data included therein. In another 
example, line-code selection may be further based on other 
applicable criteria, Such as a criterion based on the condition 
of the communication channel, or any other Suitable criterion. 
The applicable criteria may be based on channel condition 
Such as signal to noise ratio, symbol error rate, and/or any 
other suitable channel condition. However, in both examples 
the selection is affected by the respective data type. 

In one example, the communication channel 406 is char 
acterized by first and second channel conditions, which are 
respectively associated with the transmission of the first and 
second frames. In this example, the first and second line 
codes may be selected for encoding the first and second 
payloads, respectively, although the differences between the 
first and second channel conditions are not enough for imply 
ing selection of different line-codes. 

In one embodiment, the encoder 402 maintains the abso 
lute value of the running disparity, form the beginning of the 
first frame to the end of the second frame, lower than or equal 
to a predetermined value K. In one example, K is lower than 
N"/2. Additionally or alternatively, in one example K is lower 
than N'/2. 

In one example, K is lower than N/4. Additionally or 
alternatively, Kmay be lower than N"/4. In one example, Kis 
lower than 3. In one example, K is lower than 2. 

In some examples, NandN" are equal. Following are some 
examples regarding the relation between the first and second 
output sets. In all those examples, N' and N" are equal. In one 
example, the first and second output sets are mutually exclu 
sive to each other, i.e., they do not share any common code 
word. In another example, the first set and second output sets, 
are not exclusive to each other, i.e., they share at least one 
common code word. In one example, the first output set is a 
Subset of a second output set. In one example, the first output 
set is not a Subset of a second output set. 

In one embodiment, the first output set is a subset of the 
output set of an 8b/10b line-code. Additionally or alterna 
tively, the second output set may be a subset of the output set 
of an 8b/10b line-code. 

In one embodiment, the encoder 402 maintains, from the 
beginning of the frame to the end of the second frame, tran 
sition density equal to or better than a predetermined transi 
tion density, which is at least one transition within any 
sequence of Z consecutive symbols. In one example, Zequals 
6. In one example, Z is lower than 6. In one embodiment, the 
encoder 402 maintains, from the beginning of the frame to the 
end of the second frame, spectral uniformity equal to or better 
than a predetermined spectral uniformity. 
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In one example, the communication channel 406 includes 
an optical fiber. Additionally or alternatively, the communi 
cation channel may include a conductive wire, a wireless 
channel, and/or any other Suitable communication channel. In 
one example, the first header includes an indication that the 
first payload is encoded utilizing the first line-code, and the 
second header includes an indication that the second payload 
is encoded utilizing the second line-code. 

In one embodiment, the encoder 402 produces an idle 
sequence 422, which resides between the first frame 410 and 
a second frame 416, and includes code words of length 
N idle. In one example, N idle may be equal to N. Addition 
ally or alternatively, N idle may be equal to N". 

In one embodiment, the encoder 402 maintains the abso 
lute value of the running disparity, over the first frame, the idle 
sequence, and the second frame, lower than or equal to K.K 
may optionally be lower than N idle/2, or lower than N idle/ 
4. 

In one embodiment, the encoder 402 maintains the transi 
tion density, over the first frame, the idle sequence, and the 
second frame, equal to or better than the predetermined tran 
sition density. In one embodiment, the encoder 420 maintains 
the spectral uniformity over the first frame, the idle sequence, 
and the second frame, equal to or better than the predeter 
mined spectral uniformity. 

In one example, the set of two or more line-codes further 
includes a third line-code having input word length M", 
binary code word length N", code rate R", and minimum 
Hamming distance D", which is different from D". 

In one example, the encoder 402 encodes a third frame 424 
including a third header 426, and third payload 428, and the 
third payload 428 includes a third data 430 having a third data 
type, and a fourth data 432 having a fourth data type. Encoder 
402 encodes the third header 426, the third data 430, and the 
forth data 432, utilizing the first, second and third line-codes, 
respectively, which are selected for encoding the third data 
430 and the fourth data 432, respectively, based on a third and 
fourth data types, respectively. 

In one example, D" is lower than D", and R" is higher than 
R". In this example the fourth data features higher bandwidth 
efficiency (R">R") but lower error resilience (D">D") than 
the third data. In another example the third line-code coin 
cides with the first line-code, and D" is equal to D'. 

FIG. 5 illustrates one embodiment of a method for encod 
ing frames utilizing line-codes having different minimum 
Hamming distances. The method illustrated in FIG. 5 
involves encoding at least first and second frames, utilizing at 
least first and second line-codes, and transmitting the frames 
over a communication channel. The method may be per 
formed by a communication node such as the communication 
node 400 in FIG. 4, or by other communication node, or by 
any other Suitable device. In one example, the first and second 
frames include first and secondheaders, respectively, and first 
and second payloads, respectively. The first and second 
frames may be the first and second frames 410 and 416 in FIG. 
4. The frames may be received by a second communication 
node, such as the second communication node 408 in FIG. 4, 
or any other suitable device. The first and second line-codes 
have binary code word lengths N' and N", respectively, and 
minimum Hamming distances D'and D", respectively, where 
D" is lower than D'. 

In one embodiment, the method illustrated in FIG. 5 
includes at least the following steps: In a step 502, maintain 
ing, from the beginning of the first frame to the end of a 
second frame, the absolute value of running disparity lower 
than or equal to a predetermined value K. In one example, K 
is lower than N/2. Additionally or alternatively, K may be 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

12 
lower than N"/2. In step 504, encoding the first header utiliz 
ing the first line-code. In step 505, selecting the first line-code 
for encoding the first payload based on a first data type of a 
first data included in the first payload. In step 506, encoding 
the first payload utilizing the first line-code. In step 508, 
encoding the second header utilizing the first line-code. In 
step 509, selecting the second line-code for encoding the 
second payload based on a second data type of a second data 
included in the second payload. In step 510, encoding the 
second payload utilizing the second line-code. And in step 
512, transmitting the first and second frames over the com 
munication channel. 

In one example, the communication channel is character 
ized by first and second channel conditions, which are respec 
tively associated with the transmission of the first and second 
frames. In this example, the first and second line-codes are 
selected for encoding the first and second payloads, respec 
tively, although the differences between the first and second 
channel conditions are not enough for implying selection of 
different line-codes. 

In one example, K is lower than N/4. Additionally or 
alternatively, Kmay be lower thanN"/4. K may optionally be 
is lower than 3, or lower than 2. In some examples, N' and N" 
are equal. Following are some examples regarding the rela 
tion between the first and second output sets. In all those 
examples, N' and N" are equal. In one example, the first and 
second output sets are mutually exclusive to each other, i.e., 
they do not share any common code word. In another 
example, the first set and second output sets, are not exclusive 
to each other, i.e., they share at least one common code word. 
In one example, the first output set is a subset of a second 
output set. In one example, the first output set is not a Subset 
of a second output set. In one example, the first output set is a 
subset of the output set of an 8b/10b line-code. Additionally 
or alternatively, the second output set may be a subset of the 
output set of an 8b/10b line-code. 

In one embodiment, the method illustrated in FIG.5 further 
includes maintaining, from the beginning of the frame to the 
end of the second frame, transition density equal to or better 
than a predetermined transition density, which is at least one 
transition within any sequence of Z consecutive symbols. In 
one example, Z equals 6. In one example, Z is lower than 6. 

In one embodiment, the method further includes maintain 
ing, from the beginning of the frame to the end of the second 
frame, spectral uniformity equal to or better than a predeter 
mined spectral uniformity. 

In one example, the communication channel includes an 
optical fiber. Additionally or alternatively, the communica 
tion channel may include a conductive wire, a wireless chan 
nel, and/or any other Suitable communication channel. 

In one example, the first header includes an indication that 
the first payload is encoded utilizing the first line-code, and 
the second header includes an indication that the second 
payload is encoded utilizing the second line-code. 
The method illustrated in FIG. 5 may further include an 

optional step of producing an idle sequence, which may be 
performed by an encoder, such as the encoder 402 in FIG. 4, 
or by any other suitable encoder. The idle sequence may be 
the idle sequence 422 in FIG. 4. The idle sequence includes 
code words of length N idle, which may optionally be equal 
to N' or to N'. 

In one embodiment, the method further involves maintain 
ing the absolute value of the running disparity, over the first 
frame, the idle sequence, and the second frame, lower than or 
equal to K.K may optionally be lower than N idle/2, or lower 
than N idle/4. 
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In one embodiment, the method further involves maintain 
ing the transition density, over the first frame, the idle 
sequence, and the second frame, equal to or better than the 
predetermined transition density. 

In one embodiment, the method further involves maintain 
ing the spectral uniformity over the first frame, the idle 
sequence, and the second frame, equal to or better than the 
predetermined spectral uniformity. 

In one example, the set of two or more line-codes further 
includes a third line-code having input word length M", 
binary code word length N", code rate R", and minimum 
Hamming distance D", which is different from D". 

In one example, the method illustrated in FIG. 5 may 
further include an optional step of encoding a third frame 
including a third header and third payload. The step of encod 
ing the third frame may be performed by an encoder, Such as 
the encoder 402 in FIG. 4, or by any other encoder, or by any 
other suitable device. In addition, the third frame may be the 
third frame 428 in FIG. 4. The third payload includes a third 
data and a fourth data, having third and fourth data types, 
respectively. The third header is encoded utilizing the first 
line-code, and the third and fourth data are encoded utilizing 
the second and third line-codes, respectively, which are 
selected based on a third and fourth data types, respectively. 
In one example, D" is lower than D". In another example the 
third line-code coincides with the first line-code, and D" is 
equal to D'. 

FIG. 6 illustrates one embodiment of a communication 
node 600. The communication node 600 may be the first node 
102 in FIG. 1, or the communication node 400 in FIG. 4, or 
any other Suitable communication node. The communication 
node 600 includes at least an encoder 602 and an idle 
sequence modifier 604. The communication node 600 may 
further include a transmitter 606. 
The encoder 602 encodes a first frame 608, a basic idle 

sequence 610, and a second frame 612. The first frame 608, 
the basic idle sequence 610, and the second frame 612 include 
code words, and the length of the idle sequence (measured in 
words) is denoted by X. The code words may include binary 
symbols, i.e. symbols belonging to an alphabet consisting of 
two values. Alternatively, the symbols may belong to a non 
binary alphabet, i.e. an alphabet consisting of more than two 
values. 
The idle sequence modifier 604 modifies the basic idle 

sequence 610 into an idle sequence 614, by replacing M 
certain code words out of the X code words of the basic idle 
sequence with Malternative code words. The Malternative 
code words are not unique, i.e., each alternative code word 
belongs to the same output set as the code words of the idle 
sequence. Therefore, in one example, each alternative code 
word is equal to at least one code word of the idle sequence. 

In one example, the first frame 608, the idle sequence 614, 
and the second frame 612 are transmitted by the transmitter 
606 over a communication channel 620, and received by a 
second communication node 622, which includes a detector 
624 and a decoder 626. The detector produces a detected first 
frame 627, a detected idle sequence 628, and a detected 
second frame 629, also referred to as the received firsts frame, 
the received idle sequence, and the received second frame. 
The code words of the detected first frame, the detected idle 
sequence, and the detected second frame may include one or 
more erroneous detected symbols, i.e. detected symbols that 
are different from the respective transmitted symbols. The 
erroneous symbols are referred to as channel errors. 

In one example, the second communication node 622 does 
not know in advance the length X of the idle sequence, and 
therefore the decoder 624 does not know in advance the 
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starting point of the detected second frame 629. Furthermore, 
the decoder 624 is unable to determine the starting point of the 
detected second frame 629 by inspecting the detected idle 
sequence 628 perse, since the idle sequence by itself does not 
indicate its end. 
The code words of the basic idle sequence 610 are known 

in advance to the second communication node 622. For 
example, the encoder 602 may produce the basic idle 
sequence utilizing a certain algorithm (e.g. a pseudo random 
symbol generator) and certain one or more parameters thereof 
(e.g. initial state of the generator), and the second communi 
cation node may produce an identical replica of the basic idle 
sequence by utilizing the same certain algorithm and the same 
certain one or more parameters thereof. 
The decoder 624 compares the detected idle sequence 628 

with a replica of the basic idle sequence 610, and determines 
the differences between respective code words of the two 
sequences, which are referred to as the detected differences. 
In case of no channel errors, the detected differences are 
identical to the differences between the code words of the 
basic idle sequence 610 and the respective code words of the 
idle sequence 614, the latter differences being accordingly 
referred to as the error-free differences. As explained above, 
the error-free differences include X-M Zero words, and M 
non-Zero words. 
A sub-sequence of the error-free differences, which 

includes the M non-zero words, is referred to as the synchro 
nization sequence. The synchronization sequence is located 
at a predetermined distance from the end of the idle sequence 
614, and the end of the detected idle sequence 628 may be 
determined by determining the presence of the synchroniza 
tion sequence. 

In one example, M equals one, and the synchronization 
sequence is a single non-zero word located at a predetermined 
distance from the end of the idle sequence, for example at the 
end of the idle sequence. In another example, Mis higher than 
one, and the M non-zero code words are located at predeter 
mined distances from the end of the idle sequence. The M 
non-Zero code words may be consecutive, or not consecutive. 
The idle sequence modifier 604 determines the value of 

each alternative code word to be different from the value of 
the respective certain code word within the basic idle 
sequence 610, thereby resulting in the M non-zero words of 
the synchronization sequence. In one example, the idle 
sequence modifier 604 determines the value of each alterna 
tive code word based only on the value of the respective basic 
code word appearing in the basic idle sequence 610, thereby 
resulting in a deterministic synchronization sequence. In 
another example, the idle sequence modifier 604 may deter 
mine the value of each alternative code word based also on 
other considerations, thereby resulting in different synchro 
nization sequences. The other consideration may be, for 
example, line-code related considerations, such as running 
disparity. 
The detected sequence of differences may include channel 

errors. However, in one example, the synchronization 
sequence facilitates detection thereof also in presence of 
channel errors, as long as the number of channel errors does 
not exceed a predetermined threshold. 
The difference between the idle sequence and the basic idle 

sequence may be measured using Hamming distance. When 
the number of alternative code words is one, the decoder 
decides between to hypotheses: a first hypothesis that the 
received word represents an original code word of the basic 
idle sequence, and a second hypothesis that the received word 
represents an alternative code word. In this example, T is 
equal to the integer part of (D idle 1)/2, where D idle is the 
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Hamming distance between the two hypotheses, i.e., the dis 
tance between the alternative code word and the respective 
code word in the basic idle sequence. 

In one example, D idle is equal to or higher than 3. In one 
example, the code words of the idle sequence have code word 
length N idle, and D idle is higher than or equal to N idle/2. 
In one example, at least N idle 1 symbols, out of the N idle 
symbols of the alternative code word, are different from the 
respective symbols of the certain code word. In this example, 
D idle is higher than or equal to N idle 1. In one example, all 
N idle symbols of the alternative code word are different 
from the respective symbols of the certain code word. In this 
example, D idle equals N idle. 

In one example, the communication channel 606 includes 
an optical fiber. Additionally or alternatively, the communi 
cation channel may include a conductive wire, a wireless 
channel, and/or any other Suitable communication channel. 

In one embodiment, the encoder 602 maintains over the 
idle sequence 614 an absolute running disparity lower than or 
equal to K, which is lower than N idle/2. In one example, K 
is lower than N idle/4. In one example, K is lower than 3. In 
one example, K is lower than 2. 

In one example, the first output set of the first line-code is 
a subset of the output set of all code words produced by an 
8b/10b line-code. In this example, each code word of the 
basic idle sequence is included within an outputset of all code 
words produced by an 8b/10b line-code. In one example, the 
alternative code words are also included within the first out 
put set, and therefore each code word of the idle sequence is 
included within the output set output set of all code words 
produced by an 8b/10b line-code. In one example, the first 
line-code is an 8b/10b line-code. 

FIG. 7 illustrates one embodiment of a method for indicat 
ing the end of an idle sequence. The method illustrated in FIG. 
7 may be performed by the first communication node 600 in 
FIG. 6. In addition, the method may be performed by any 
other communication node, or by any other Suitable device. 
The method includes at least the following steps: 

In step 702, encoding a first frame. Step 702 may be per 
formed by the encoder 602 in FIG. 6, or by any other suitable 
encoder. Additionally, the first frame may be the first frame 
608 in FIG. 6. 

In step 704, encoding a basic idle sequence, which includes 
code words. Step 704 may be performed by the encoder 602 
in FIG. 6, or by any other suitable encoder. Additionally, the 
basic idle sequence may be the basic idle sequence 610 in 
FIG. 6. 

In step 706, producing an idle sequence by replacing cer 
tain M code words of the idle sequence with Malternative 
code words. Step 706 may be performed by the idle sequence 
modifier 604 in FIG. 6, or by any other suitable device. 
Additionally, the idle sequence may be the idle sequence 614 
in FIG. 6. The Malternative code words belong to the same 
output set as the code words of the idle sequence. 
And in step 710, encoding a second frame. Step 710 may be 

performed by the encoder 602 in FIG. 6, or by any other 
suitable encoder. Additionally, the second frame may be the 
second frame 612 in FIG. 6. 
The method illustrated in FIG. 7 may further includes an 

optional step of transmitting the first frame, the idle sequence, 
and the second frame over a communication channel, which 
may be performed by the transmitter 608 in FIG. 6, or by any 
other suitable transmitter. Furthermore, the communication 
channel may be the communication channel 620 in FIG. 6, or 
any other Suitable communication channel. The first frame, 
the idle sequence, and the second frame may be detected and 
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decoded by a second communication node. The code words 
of the detected idle sequence may include one or more chan 
nel errors. 

In one example, the second communication node is unable 
to determine the starting point of the detected second frame 
by inspection the detected idle sequence perse, because the 
second communication node does not know in advance the 
length of the idle sequence, and the idle sequence by itself 
does not indicate its end. 

In one embodiment, the code words of the basic idle 
sequence are known in advance to the second communication 
node, which compares the received idle sequence with a 
replica of the basic idle sequence. Based on the sequence of 
differences between the received idle sequence and replica of 
the basic idle sequence, the second communication node 
determines the end of the detected idle sequence, thereby 
determining the starting point of the detected second frame. 
Furthermore, the second communication node should be able 
to determine the end of the detected idle sequence correctly, 
as long as the number of channel errors does not exceed a 
predetermined threshold. 

In one example, the difference between the idle sequence 
and the basic idle sequence is measured using Hamming 
distance. When the idle sequence include a single alternative 
code word, T is equal to the integerpart of (D idle 1)/2, where 
D idle is the Hamming distance between the alternative code 
word and the respective code word in the basic idle sequence. 
In this example, the second communication node is able to 
determine the end of the detected idle as long as the number 
of channel errors within the detected idle sequence is lower 
than D idle/2. 

In one example, D is equal to or higher than 3. In one 
example, the code words of the idle sequence have code word 
length N idle, and D is higher than or equal to N idle/2. In 
one example, D idle is higher than or equal to N idle-1. In 
one example, D idle equals N idle. 

In one embodiment, the method further includes maintain 
ing over the idle sequence an absolute running disparity lower 
than or equal to K, which is lower than N idle/2. 
K may optionally be lower than N idle/4, lower than 3, or 

lower than 2. 
In one example, each code word of the basic idle sequence 

is included within an output set consisting of all code words 
produced by an 8b/10b line code. In one example, each code 
word of the idle sequence is included within the output set 
output set of all code words produced by an 8b/10b line code. 

In one embodiment, the step 704 of encoding the basic idle 
sequence further includes maintaining over the basic idle 
sequence transition density equal to or better than a predeter 
mined transition density. In one example, the predetermined 
transition density is at least one transition within any 
sequence of 6 consecutive symbols. In one embodiment, the 
step 706 of producing the idle sequence further includes 
maintaining over the idle sequence 614 transition density 
equal to or better than the predetermined transition density. 

In one embodiment, the step 704 of encoding the basic idle 
sequence further includes maintaining over the frame spectral 
uniformity equal to or better than a predetermined spectral 
uniformity. 

FIG. 8 illustrates one embodiment of a communication 
node 800. The communication node 800 may be the first node 
102 in FIG. 1, the communication node 400 in FIG. 4, or any 
other Suitable communication node. The communication 
node 800 includes at least an encoder 802 and an idle 
sequence modifier804. In one embodiment, the communica 
tion node 600 further includes a transmitter 806. 
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In one example, the encoder 802 encodes a first frame 808, 
a basic idle sequence 810, and a second frame 812. The first 
frame 808, the basic idle sequence 810, and the second frame 
812 include symbols. In one example, the symbols are binary 
symbols, i.e. symbols belonging to an alphabet consisting of 
two values. Alternatively, the symbols may belong to a non 
binary alphabet, i.e. an alphabet consisting of more than two 
values. 

In one embodiment, the idle sequence modifier804 modi 
fies the basic idle sequence 810 into an idle sequence 814, by 
replacing M certain symbols of the basic idle sequence with 
Malternative symbols. The Malternative symbols belong to 
the same alphabet as the symbols of the idle sequence. There 
fore, in one example, each alternative symbol is equal to at 
least one symbol of the idle sequence. 

In one example, the first frame 808, the idle sequence 814, 
and the second frame 812 are transmitted by the transmitter 
806 over a communication channel 820, and received by a 
second communication node 822, which includes a detector 
824 and a decoder 826. The detector produces a detected first 
frame 827, a detected idle sequence 828, and a detected 
second frame 829, also referred to as the received first frame, 
the received idle sequence, and the received second frame, 
respectively. In one example, the detected first frame, the 
detected idle sequence, and the detected second frame may 
include one or more channel errors. 

In one example, the decoder 824 is unable to determine the 
starting point of the detected second frame 829 by inspection 
the detected idle sequence 828 per se, because the second 
communication node 822 does not know in advance the 
length of the idle sequence, and the idle sequence by itself 
does not include an indication of its end. 

In one embodiment, the code words of the basic idle 
sequence are known in advance to the second communication 
node 822, and the decoder 824 compares the received idle 
sequence with a replica of the basic idle sequence. The 
sequence of differences between the received idle sequence 
and the basic idle sequence is referred to as the detected 
sequence of differences. The differences may be represented 
in binary symbols, where Zero indicates no difference 
between the two symbols being compared. The decoder 824 
correlates the detected sequence of differences with a syn 
chronization sequence, which represents the difference 
between the basic idle sequence and the idle sequence. Based 
on the correlation, the second communication node deter 
mines the end of the detected idle sequence, thereby deter 
mining the starting point of the detected second frame. 

In one example, the synchronization sequence is a Barker 
sequence of length 13. The weight (i.e. number of non-zero 
symbols) of this synchronization sequence is 9, and its maxi 
mum side-lobe is one. Therefore, in this example, T is equal 
to 3. 

In one embodiment, the difference between the received 
idle sequence and the basic idle sequence is determined by a 
detector configured to identify a synchronization sequence. 
In one example, the difference is a single symbol and deter 
ministic, therefore the detector compares the symbol with the 
basic idle sequence. In another example, the difference is not 
deterministic, and the operation of the encoder is recon 
structed in the receiver, which checks whether the hypothesis 
that the idle sequence ends at a certain symbol is correct, or 
the hypothesis that the idle sequence does not end at the 
certain symbol is correct. 

FIG. 9 illustrates one embodiment of a communication 
system 900. The communication system 900 may be the 
communication system 100 in FIG. 1, or any other suitable 
communication system. The communication system 900 
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includes at least a first node 902 and a second node 904. In 
embodiment, the first node 902 includes an encoder 906 and 
a transmitter 908. In one example, the first node 902 commu 
nicates with the second node 904 over a communication 
channel 910. The second node may include a detector 912 and 
a decoder 914. 

In one example, the encoder 906 encodes a first frame 916, 
an idle sequence 918, and a second frame 920, utilizing one or 
more line-codes, and the transmitter 908 transmits them over 
the communication channel 910. The first frame 916, idle 
sequence 918, and second frame 920 may be the frame 112, 
idle sequence 122, and following frame 124, respectively, in 
FIG.1. The first frame, idle sequence, and second frame may 
be received (detected) by the detector 912 and decoded by the 
decoder 914, and the received first frame 922, received idle 
sequence 924, and received second frame 926 may include 
channel errors. In one example, the length X of the idle 
sequence is not known in advance to the second node 914. 

In one example, the idle sequence 918 is based on a basic 
idle 930 having X code words, which is obtained utilizing a 
first line-code having a binary code word length N idle. The 
idle sequence differs from the basic idle sequence in Mout of 
the Xcode words. In one embodiment, the encoder 906 deter 
mines X minus M code words of the idle sequence to be equal 
to the corresponding X minus M code words of a basic idle 
sequence. The encoder 906 further determines the remaining 
M code words of the idle sequence to be alternative code 
words, which are different from the corresponding M code 
words of the idle sequence. In one example, the Malternative 
code words are not unique, i.e., each alternative code word 
belongs to the same output set as the code words of the idle 
sequence. Therefore, in one example, each alternative code 
word is equal to at least one code word of the basic idle 
sequence. In one example, each alternative code word 
belongs to the same output set as the code words of the second 
frame. Therefore, in one example, each alternative code word 
is equal to at least one code word of the second frame. 

In one example, M equals one, and the single alternative 
code word is located at a predetermined distance from the end 
of the idle sequence. In one example, the single alternative 
code word is located at the end of the idle sequence. In another 
example, M is higher than one. In one example, the Malter 
native code words are located at predetermined distances 
from the end of the idle sequence. The Malternative code 
words may be consecutive, or not consecutive. 

In one embodiment, the encoder 906 maintains over the 
idle sequence absolute value of running disparity lower than 
or equal to K. In one example K is lower than N idle/2. 

In one example, the first frame 916, idle sequence 918, and 
second frame 920 are transmitted by the transmitter 908 over 
the communication channel 910, and received by the second 
node 904. The detector 912 of the second node produces a 
detected first frame 622, a detected idle sequence 624, and a 
detected second frame 626, also referred to as the received 
firsts frame, the received idle sequence, and the received 
second frame. The code words of the detected first frame, the 
detected idle sequence, and the detected second frame may 
include one or more channel errors. 

In one example, the second node 904 does not know in 
advance the length X of the idle sequence 918, and therefore 
the decoder 614 does not know in advance the starting point of 
the detected second frame 626. Furthermore, the decoder 614 
is unable to determine the starting point of the detected sec 
ond frame 626 by inspection the detected idle sequence 624 
per se, since the idle sequence by itself does not indicates its 
end. 
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In one embodiment, the code words of the basic idle 
sequence are known in advance to the second node 904. In 
one embodiment, the decoder 914 compares the detected idle 
sequence 624 with a replica of the basic idle sequence, 
thereby producing a detected sequence of differences, which 
is the sequence of differences between the code words of the 
detected idle sequence 624 and the respective code words of 
the basic idle sequence. Based on the detected sequence of 
differences, the decoder 914 determines the end of the 
detected idle sequence 624, thereby determining the starting 
point of the detected second frame 626. Furthermore, the 
decoder 914 should be able to determine the end of the 
detected idle sequence 624 correctly, as long as the number of 
channel errors within the detected idle sequence 624 does not 
exceed a predetermined threshold. 

In one example, the encoder 906 obtains the basic idle 
sequence 930 by encoding the output of a pseudorandom bit 
generator. In one example, the pseudorandom bit generator 
starts at a predetermined state. The decoder 914 may produce 
a replica of the basic idle sequence by utilizing the same 
pseudo random bit generator, starting at the same predeter 
mined State. 

In one example, the second frame 920 includes a header 
and a payload. In one example, the encoder encodes the 
header utilizing a second line-code, and the first output set of 
all words of the first line-code and the second output set of all 
code words produced by the second line-code are mutually 
exclusive to each other. 

In one example, the encoder 906 encodes the payload uti 
lizing a third line-code, and the third output set of all code 
words produced by the third line-code and the first output set 
have at least one common code word. 

In one example, the encoder 906 encodes the payload uti 
lizing the first line-code. 

In one example, the encoder 906 encodes the payload uti 
lizing a third line-code, and each one of the code words of the 
idle sequence belongs to a third output set of all code words 
produced by the third line-code. 

In one example, the difference between the idle sequence 
and the basic idle sequence is measured using Hamming 
distance. When the idle sequence include a single alternative 
code word, the decoder 914 is able to determine the end of the 
detected idle sequence 924 as long as the number of channel 
errors within the detected idle sequence is lower than D idle/ 
2, where D idle is the Hamming distance between the alter 
native code word and the respective code word in the basic 
idle sequence. 

In one example, D idle is equal to or higher than 3. In one 
example, D idle is higher than or equal to N idle/2. In one 
example, D idle is higher than or equal to N idle 1. In one 
example, D idle equals N idle. 

In one example, the communication channel 910 includes 
an optical fiber. Additionally or alternatively, the communi 
cation channel may include a conductive wire, a wireless 
channel, and/or any other Suitable communication channel. 

In one example, the encoder 906 maintains the absolute 
value of the running disparity, from a beginning of a first 
frame to an end of the second frame, lower than or equal to K. 

In one example, K is lower than N idle/4. In one example, 
K is lower than 3. In one example, K is lower than 2. 

In one example, the first output set of the first line-code is 
a subset of the output set of all code words of an 8b/10b 
line-code. In this example, each code word of the basic idle 
sequence is included within an output set of all code words 
produced by an 8b/10b line-code. In one example, the alter 
native code words are also included within the first outputset, 
and therefore each code word of the idle sequence is included 
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within the output set outputset of all code words produced by 
an 8b/10b line-code. In one example, the first line-code is an 
8b/10b line-code. 

FIG. 10 illustrates one embodiment of a method for indi 
cating the end of an idle sequence. The method illustrated in 
FIG. 10 may be performed by the first communication node 
900 in FIG. 9. In addition, the method may be performed by 
any other communication node, or by any other Suitable 
device. The method involves encoding and transmitting a first 
frame, a second frame, and an idle sequence residing between 
the first frame and the second frame. The first frame, idle 
sequence, and second frame include code words. The code 
words of the idle sequence have binary code word length 
N idle. The method includes at least the following steps: In 
step 1002, maintaining, from the beginning of the first frame 
to the end of the second frame, the absolute value of running 
disparity lower than or equal to K. In one example, K is lower 
than N idle/2. In step 1004, encoding the first frame. In step 
1006, encoding a basic idle sequence utilizing a first line-code 
having a binary code word length N idle. In step 1008, pro 
ducing an idle sequence by replacing M code words of the 
basic idle sequence with Malternative code words. In one 
example, each one of the Malternative code words is equal to 
at least one code word of the basic idle sequence. In step 1010, 
encoding the second frame. In step 1012, transmitting the first 
frame, the idle sequence, and the second frame over a com 
munication channel. And in step 1014, receiving the second 
frame by a second communication node. In one example, the 
second communication node is unable to determine a starting 
point of the second frame based only on the idle sequence and 
the second frame, but is able to determine the starting point of 
the second frame based on the difference between the basic 
idle sequence and the idle sequence. In one example, the 
difference between the basic idle sequence and the idle 
sequence facilitates determine the starting point of the second 
frame even in presence of one or more channel errors. 

In one example, the step 1006 of encoding the basic idle 
sequence includes encoding the output of a pseudorandom bit 
generator, which may start at a predetermined State. 

In one example, the header of the second frame is encoded 
utilizing a second line-code, where the first and second output 
sets of all code words of the first and second line-codes, 
respectively, are mutually exclusive to each other. 

In one example, the payload of the second frame is encoded 
utilizing a third line-code, where the first and third output sets 
ofall code words of the first and third line-codes, respectively, 
have at least one common code word. 

In one example, the payload of the second frame is encoded 
utilizing the first line-code. 

In one example, payload of the second frame is encoded 
utilizing a third line-code, where each one of the code words 
of the idle sequence belongs to a third output set of all code 
words of the third line-code. 

In one example, the difference between the idle sequence 
and the basic idle sequence is measured using Hamming 
distance. When the idle sequence includes a single alternative 
code word, the second communication node is able to deter 
mine the end of the idle sequence as long as the number of 
channel errors within the idle sequence is lower than D idle/ 
2, where D idle is the Hamming distance between the alter 
native code word and the respective code word in the basic 
idle sequence. 

In one example, D idle is equal to or higher than 3. In one 
example, D idle is higher than or equal to N idle/2. In one 
example, D idle is higher than or equal to N idle 1. In one 
example, D idle equals N idle. 
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In one example, K is lower than N idle/4. K may option 
ally be lower than 3, or lower than 2. 

In one example, the first output set of the first line-code is 
a subset of the output set of all code words produced by an 
8b/10b line-code. In this example, each code word of the 5 
basic idle sequence is included within an outputset of all code 
words produced by an 8b/10b line-code. In one example, the 
alternative code words are also included within the first out 
put set, and therefore each code word of the idle sequence is 
included within the output set output set of all code words 10 
produced by an 8b/10b line-code. In one example, the first 
line-code is an 8b/10b line-code. 

Herein, a predetermined value, such as a predetermined 
confidence level or a predetermined threshold, is a fixed value 
and/or a value determined any time before performing a cal- 15 
culation that compares a certain value with the predetermined 
value. A value is also considered to be a predetermined value 
when the logic, used to determine whether a threshold that 
utilizes the value is reached, is known before start of perform 
ing computations to determine whether the threshold is 20 
reached. 

In this description, references to “one embodiment’ mean 
that the feature being referred to may be included in at least 
one embodiment of the invention. Moreover, separate refer 
ences to “one embodiment' or “some embodiments' in this 25 
description do not necessarily refer to the same embodiment. 
Additionally, references to “one embodiment and “another 
embodiment may not necessarily refer to different embodi 
ments, but may be terms used, at times, to illustrate different 
aspects of an embodiment. 30 
The embodiments of the invention may include any variety 

of combinations and/or integrations of the features of the 
embodiments described herein. Although some embodiments 
may depict serial operations, the embodiments may perform 
certain operations in parallel and/or in different orders from 35 
those depicted. Moreover, the use of repeated reference 
numerals and/or letters in the text and/or drawings is for the 
purpose of simplicity and clarity and does not in itself dictate 
a relationship between the various embodiments and/or con 
figurations discussed. The embodiments are not limited in 40 
their applications to the details of the order or sequence of 
steps of operation of methods, or to details of implementation 
of devices, set in the description, drawings, or examples. 
Moreover, individual blocks illustrated in the figures may be 
functional in nature and therefore may not necessarily corre- 45 
spond to discrete hardware elements. 

While the methods disclosed herein have been described 
and shown with reference to particular steps performed in a 
particular order, it is understood that these steps may be 
combined, sub-divided, and/or reordered to form an equiva- 50 
lent method without departing from the teachings of the 
embodiments. Accordingly, unless specifically indicated 
herein, the order and grouping of the steps is not a limitation 
of the embodiments. Furthermore, methods and mechanisms 
of the embodiments will sometimes be described in singular 55 
form for clarity. However, some embodiments may include 
multiple iterations of a method or multiple instantiations of a 
mechanism unless noted otherwise. For example, when a 
processor is disclosed in one embodiment, the scope of the 
embodiment is intended to also cover the use of multiple 60 
processors. Certain features of the embodiments, which may 
have been, for clarity, described in the context of separate 
embodiments, may also be provided in various combinations 
in a single embodiment. Conversely, various features of the 
embodiments, which may have been, for brevity, described in 65 
the context of a single embodiment, may also be provided 
separately or in any suitable Sub-combination. Embodiments 
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described in conjunction with specific examples are pre 
sented by way of example, and not limitation. Moreover, it is 
evident that many alternatives, modifications, and variations 
will be apparent to those skilled in the art. It is to be under 
stood that other embodiments may be utilized and structural 
changes may be made without departing from the scope of the 
embodiments. Accordingly, this disclosure is intended to 
embrace all Such alternatives, modifications, and variations 
that fall within the spirit and scope of the appended claims and 
their equivalents. 

What is claimed is: 
1. A communication node comprising: 
an encoder and a transmitter, 
the encoder is configured to encode a first header of a first 

frame utilizing a first line-code having a binary code 
word length N and a minimal Hamming distance D; 

the encoder is further configured to encode a first payload 
of the first frame utilizing the first line-code; wherein the 
first line-code is selected based on a first data type of a 
first data comprised in the first payload; 

the encoder is further configured to encode a secondheader 
of a second frame utilizing the first line-code; 

the encoder is further configured to encode a second pay 
load of the second frame utilizing a second line-code 
having a binary code-word length N and a minimal 
Hamming distance D. lower than D; wherein the Sec 
ond line-code is selected based on a second data type of 
a second data comprised in the second payload; 

the encoder is further configured to maintain, from begin 
ning of the first frame to end of the second frame, abso 
lute value of running disparity lower than or equal to K, 
wherein K is lower than both N/2 and N/2; and 

the transmitteris configured to transmit the first and second 
frames over a communication channel characterized by 
first and second channel conditions, respectively; 

wherein differences between the first and second channel 
conditions are not enough for selecting different line 
codes for encoding the first and second payloads. 

2. The communication node of claim 1, wherein the run 
ning disparity at a certain symbol is a difference between 
number of ones and number of Zeroes encoded up to and 
including the certain symbol. 

3. The communication node of claim 1, wherein K is lower 
than both N1/4 and N/4. 

4. The communication node of claim 1, wherein K is lower 
than 3. 

5. The communication node of claim 1, wherein N is equal 
to N, and a first output set consisting of all code words 
produced by the first line-code and a second output set con 
sisting of all code words produced by the second line-code are 
mutually exclusive to each other. 

6. The communication node of claim 1, wherein a first 
output set consisting of all code words produced by the first 
line-code is a Subset of a second output set consisting of all 
code words produced by the second line-code. 

7. The communication node of claim 1, wherein the first 
header comprises an indication that the first payload is 
encoded utilizing the first line-code, and the second header 
comprises an indication that the second payload is encoded 
utilizing the second line-code. 

8. The communication node of claim 1, wherein the 
encoder is further configured to produce an idle sequence 
comprising code words of length N idle which is transmitted 
between the first and second frames. 

9. The communication node of claim 8, wherein N idle 
equals N. 
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10. The communication node of claim 1, wherein the 
encoder is further configured to encode a third data and a 
fourth data comprised in a third payload of a third frame 
utilizing the second line-code and a third line-code, and to 
encode a third header of the third frame utilizing the first 
line-code; wherein the second and third line-codes are 
selected based on a third and fourth data types of the third data 
and the fourth data, respectively; and the third line-code has a 
binary code-word length equal to N and a minimal Hamming 
distance D different from D. 

11. The communication node of claim 10, wherein D is 
lower than D. 

12. The communication node of claim 10, wherein the third 
line-code coincides with the first line-code. 

13. A method for encoding frames utilizing at least two 
line-codes having different minimal Hamming distances, 
while maintaining bounded running disparity, the method 
comprising: 

maintaining, from a beginning of a first frame to an end of 
a second frame, absolute value of running disparity 
lower than or equal to K, while: 

encoding a first header of the first frame utilizing a first 
line-code, wherein the first line-code has a binary code 
word length N and a minimal Hamming distance D; 

Selecting the first line-code for encoding a first payload of 
the first frame based on a first data type of a first data 
comprised in the first payload; 

encoding the first payload of the first frame utilizing the 
first line-code: 

encoding a second header of the second frame utilizing the 
first line-code: 

Selecting a second line-code for encoding a second payload 
of the second frame based on a second data type of a 
second data comprised in the second payload, wherein 
the second line-code has a binary code word length N 
and a minimal Hamming distance D. lower than D; 

encoding the second payload of the second frame utilizing 
the second line-code; and 

transmitting the first and second frames over a communi 
cation channel characterized by first and second channel 
conditions, respectively; 
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wherein differences between the first and second channel 

conditions are not enough for selecting the second line 
code instead of the first line-code for encoding the Sec 
ond payload, and K is lower than both N1/2 and N/2. 

14. The method of claim 13, wherein K is lower than both 
N/4 and N/4. 

15. The method of claim 13, wherein K is lower than 3. 
16. The method of claim 13, wherein N is equal to N. 
17. The method of claim 13, wherein N is equal to N, and 

a first output set consisting of all code words produced by the 
first line-code and a second output set consisting of all code 
words produced by the second line-code are mutually exclu 
sive to each other. 

18. The method of claim 13, wherein a first output set 
consisting of all code words produced by the first line-code is 
a Subset of a second output set consisting of all code words 
produced by the second line-code. 

19. The method of claim 13, wherein the first header com 
prises an indication that the first payload is encoded utilizing 
the first line-code, the second header comprises an indication 
that the second payload is encoded utilizing the second line 
code. 

20. The method of claim 13, further comprising producing 
an idle sequence comprising code words of length N idle and 
residing between the first frame and second frames. 

21. The method of claim 20, wherein N idle equals N. 
22. The method of claim 13, further comprising encoding a 

third data and a fourth data comprised in a third payload of a 
third frame utilizing the second line-code and a third line 
code, and encoding a third header of the third frame utilizing 
the first line-code; wherein the second and third line-codes 
are selected based on a third and fourth data types of the third 
data and the fourth data, respectively; and the third line-code 
has a binary code-word length equal to N and a minimal 
Hamming distance D different from D. 

23. The method of claim 22, wherein D is lower than D. 
24. The method of claim 22, wherein the third line-code 

coincides with the first line-code. 
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