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FIELD OF THE INVENTION

The invention relates to a mobile display device and a method for enabling a user to obtain either three-dimensional [3D] (i.e., further referred to as 3D), or two-dimensional [2D] (i.e., further referred to as 2D), viewing of content. The invention further relates to a tablet device, smart phone and digital photo frame comprising the mobile display device, and a computer program product for performing the method.

Mobile display devices are devices with a portable form factor which comprise a display for displaying content to a user. Such devices frequently comprise batteries for being operational without having to be connected to an electrical power socket. Examples of these types of mobile display devices are smart phones such as the Apple iPhone and tablet devices such as the Apple iPad or the Samsung Galaxy Tab. Some types of mobile display devices do not comprise batteries and thus need to be connected to the electrical power socket in order to be operational, e.g., digital photo frames, but nevertheless have a portable form factor to allow, e.g., easy placement within a house or workplace.

The aforementioned devices have in common that they provide the user access to one or multiple types of content. This content is frequently visual content, and as such, mobile display devices often comprise displays that are large with respect to the devices themselves in order to optimally display movies, internet content, games, photos, etc.

BACKGROUND OF THE INVENTION

An internet publication, http://www.pocket-lint.com/news/40223/asus-announces-eepad-3d-details, as obtained on August 8, 2011, details a planned tablet device from the manufacture ASUS. According to the publication, the tablet device comprises a 3D screen, and notes that, “rather than running entirely in 3D, something which would presumably place a pretty heavy drain on your eyes, the device has a switchable 3D mode”.

SUMMARY OF THE INVENTION

A problem of the aforementioned tablet device having a switchable 3D mode is that the quality of the switchable 3D mode is insufficient.
It would be advantageous to have an improved mobile display device or method for enabling a user to obtain either 3D or 2D viewing of content.

To better address this concern, a first aspect of the invention provides a mobile display device for enabling a user to obtain either three-dimensional [3D] or two-dimensional [2D] viewing of content, comprising a 3D display for enabling the 3D viewing of the content, a 2D display for enabling the 2D viewing of the content, a display processor for displaying the content as 3D content on the 3D display and for displaying the content as 2D content on the 2D display, the 3D display and the 2D display being arranged on opposite faces of the device for enabling the user to obtain either the 3D viewing or the 2D viewing of the content by turning the device about-face.

In a further aspect of the invention, a tablet device or smart phone is provided comprising the mobile display device set forth. In a further aspect of the invention, a digital photo frame is provided comprising the mobile display device set forth.

The aforementioned measures enable a user to obtain either 3D or 2D viewing of content on a mobile display device. For that purpose, the device comprises a 3D display which enables the user to perceive the content in 3D, i.e., by means of stereoscopy, involving enabling each of the eyes of the user to perceive a slightly different view of the content and thereby providing an impression of depth to the user. In addition to the 3D display, the device comprises a 2D display on which the user can perceive the content in 2D, i.e., without providing stereoscopy. The device further comprises a display processor that is capable of enabling display of the content in 3D on the 3D display and display of the content on 2D on the 2D display. The content may be any content that may be displayable on a mobile display device, such as, e.g., movies, internet content, photos, games, applications, etc. The 3D display and the 2D display are arranged on outer surfaces of the device that are opposite with respect to each other, i.e., both surfaces are facing away from each other. Consequently, the display directions of the 3D display and the 2D display, as defined by, e.g., the normal vectors of the display surfaces of said displays, are also facing away from each other.

The aforementioned measures have the effect that a mobile display device is provided comprising two displays that are arranged on opposite faces of the device, with one of the displays being a 3D display and the other being a 2D display for enabling the user to obtain either 3D viewing or 2D viewing of content by turning the device about-face, i.e., from one face to the other, oppositely arranged, face. Consequently, a user may decide between 3D viewing and 2D viewing of the content by simply flipping over the mobile
display device. The present invention is partially based on the recognition that turning the device about-face is an intuitive manner of switching between the 3D and 2D viewing of content. Advantageously, when viewing the content on the 3D display, the user is not distracted by the 2D display, or vice versa, since it is hidden from view on the opposite face of the device. Advantageously, the size of the 3D display is not limited by a presence of the 2D display, or vice versa, as both displays are arranged on opposite faces of the device. Advantageously, each display may be optimized specifically for 3D or 2D viewing, instead of, when using a 3D display, having to compromise on the 2D viewing thereon.

Optionally, the device further comprises orientation means for generating orientation data indicative of an orientation of the device, and the display processor is arranged for, in dependence on the orientation data, displaying the content either on the 3D display or on the 2D display. Optionally, a method is provided of enabling a user to obtain either three-dimensional [3D] or two-dimensional [2D] viewing of content using a mobile display device, the mobile display device comprising a 3D display for enabling the 3D viewing of the content, a 2D display for enabling the 2D viewing of the content, and the 3D display and the 2D display being arranged on opposite faces of the device, and the method comprising generating orientation data indicative of an orientation of the device, and displaying, in dependence on the orientation data, the content either as 3D content on the 3D display or as 2D content on the 2D display for enabling the user to obtain either the 3D viewing or the 2D viewing of the content by turning the device about-face.

The above measures result in the orientation of the device affecting whether the content is displayed on the 3D display or on the 2D display. The orientation of the device typically determines a visibility of either of the displays to the user, e.g., it may be a result of the user having oriented the device to view a specific one of the displays. In these cases, the oppositely arranged display is not visible to the user, nor is its contents. The orientation data is therefore used to determine on which of both displays the content is displayed. Advantageously, by only displaying the content on either of said displays, the power consumption of the other display, i.e., on which the content is not displayed, is reduced.

Optionally, the display processor is arranged for, in dependence on a change in the orientation of the device, switching between displaying the content on the 3D display and displaying the content on the 2D display. A change in orientation of the device is typically due to an action of the user, e.g., it may be a consequence of the user turning the device to view the oppositely arranged display instead of the display he is currently viewing.
To accommodate this, the change in orientation of the device is used to switch between displaying the content on the 3D display and displaying the content on the 2D display. Advantageously, a change in orientation may be more reliably detected than an absolute degree of orientation. Advantageously, a change in orientation may be earlier detected than an absolute degree of orientation resulting from the change in orientation, therefore enabling the display processor to earlier switch or to gradually introduce said switching.

Optionally, the orientation means comprises a first camera for estimating the orientation of the device with respect to the user by detecting a presence of the user in a viewport of the first camera. The orientation of the device with respect to the user is of particular relevance, since said orientation determines a visibility of either of the displays to the user. By detecting the presence of the user in a viewport of the first camera, the location of the user with respect to the first camera, and thus with respect to the device itself, is known. As such, the content may be established on either the 3D display or the 2D display in dependence on orientation data indicative of a location of the user with respect to the device.

Optionally, the orientation means comprises an accelerometer for establishing a direction of gravity, and the display processor is arranged for displaying the content on an upward or downward facing one of the 3D display and the 2D display by comparing the orientation of the device to the direction of gravity. The accelerometer is used to establish an upward, or alternatively, downward facing one of the 3D display and the 2D display for, regardless of the orientation of the device, always displaying the content on an upward, or alternatively, downward facing one of said displays. This optional measure is based on the recognition that the user typically views the device from an upward direction, i.e., looks down onto the device. Thus, the content may be displayed on the upward facing one of the displays. Alternatively, in some settings, e.g., when lying on a couch, the user typically views the device from a downward direction, i.e., looking up onto the device. Therefore, alternatively, the content may be displayed on the downward facing one of the displays.

Optionally, the device further comprises a user input for enabling the user to configure the display processor for displaying the content on either the upward or the downward facing one of the 3D display and the 2D display. The user can thus select whether the content should, by default, be displayed on the upward or downward facing one of the displays. Advantageously, the user can configure the device to various usage situations, e.g., for operating the device while lying on a couch, standing, sitting on a chair, etc.
Optionally, the device further comprises a first camera arranged alongside the 3D display and a second camera arranged alongside the 2D display, the first camera having a first camera function in the device, the second camera having a second camera function in the device, and the display processor being arranged for, in dependence on the orientation data, exchanging the first camera function and the second camera function in the device. The device comprises two oppositely facing cameras. The functionality of the cameras typically relates to an orientation of the device with respect to the user. For example, in video chat applications, the camera facing the user may be used for recording and transmitting video of the user, whereas in photography applications, the camera facing away from the user may be used for taking pictures. It is desirable to, when the user turns the device about-face to switch between viewing the content in 2D and 3D, to exchange camera functionality in the device accordingly. To accommodate this, the first camera function of the first camera and the second camera function of the second camera are exchanged in the device, and as a result, their functionality is exchanged in, e.g., a video chat application running on the device.

Optionally, the display processor is arranged for performing a 2D-to-3D conversion when the content is originally 2D content for said displaying the content as 3D content on the 3D display, or performing a 3D-to-2D conversion when the content is originally 3D content for said displaying the content as 2D content on the 2D display. By performing a 2D-to-3D conversion, 2D content is converted into a format that is displayable on the 3D display. By performing a 3D-to-2D conversion, 3D content is converted into a format that is displayable on the 2D display. Thus, irrespective of whether the content is originally 2D or 3D, it can be displayed on either of the 3D display or the 2D display.

Optionally, the display processor is arranged for displaying an indicator on the 2D display when displaying originally 3D content on the 2D display for alerting the user to turn the device about-face to obtain 3D viewing of the content on the 3D display, or displaying the indicator on the 3D display when displaying originally 2D content on the 3D display for alerting the user to turn the device about-face to obtain 2D viewing of the content on the 2D display. The display of originally 2D content on a 3D display is typically less optimal than the display of said content on a 2D display. Similarly, the display of originally 3D content on a 2D display is typically less optimal than the display of said content on a 3D display. By displaying an indicator to the user in the aforementioned situations, the user can perceive whether he is viewing originally 2D content on the 3D display, or originally 3D
content on the 2D display. Advantageously, the user is alerted to the fact that he may obtain viewing of the content in its original format by turning the device about-face.

Optionally, the device further comprises a first touch sensor arranged on or alongside the 3D display and a second touch sensor arranged on or alongside the 2D display.

By providing a touch sensor on or alongside both displays, touch based interaction with the user is possible irrespective of which display the user is viewing.

Optionally, the first touch sensor has a first touch function in the device, the second touch sensor has a second touch function in the device, and the display processor is arranged for, in dependence on the orientation data, exchanging the first touch function and the second touch function in the device. The device comprises touch sensors arranged on opposite faces of the device. The functionality of the touch sensors typically relates to an orientation of the device with respect to the user. For example, the touch sensor facing the user may be used for touch based interaction with the user, whereas the touch sensor facing away from the user may be configured to disregard touch input, or be used for additional touch based interaction with the user. It is desirable to, when the user turns the device about-face to switch between viewing the content in 2D and 3D, to exchange sensor functionality in the device accordingly. To accommodate this, the first sensor function of the first touch sensor and the second sensor function of the further sensor are exchanged in the device, and as a result, their functionality is exchanged in, e.g., an application running on the device.

Optionally, the 3D display is an autostereoscopic multi-view 3D display. An autostereoscopic multi-view 3D display is well suited for use in a mobile display device as the viewing angle of said display is typically large in comparison to an autostereoscopic two-view 3D display, i.e., a common type of autostereoscopic display. As such, 3D viewing of the content is possible even in cases when the device is oriented non-ideally to the user.

It will be appreciated by those skilled in the art that two or more of the above-mentioned embodiments, implementations, and/or aspects of the invention may be combined in any way deemed useful. Modifications and variations of the tablet device, the smart phone, the method and/or the computer program product, which correspond to the described modifications and variations of the mobile display device, can be carried out by a person skilled in the art on the basis of the present description. The invention is defined in the independent claims. Advantageous options are defined in the dependent claims.

A product “Nintendo 3DS”, as described on the manufacture’s website http://www.nintendo.com/3ds/hardware/specs on August 8, 2011, is a portable gaming
console having a so-terned ‘clamshell’ form factor. The product comprises, inside the clamshell, an upper screen and a lower screen. The upper screen is said to be a LCD display enabling 3D view without the need for special glasses, and the lower screen is said to be a LCD having a touch screen. It is further noted that one of the upper screen’s characteristic features is the ability to adjust or turn off 3D effect with a so-terned 3D Depth Slider.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other aspects of the invention are apparent from and will be elucidated with reference to the embodiments described hereinafter. In the drawings,

Fig. 1a shows a mobile display device according to the present invention;

Fig. 1b shows the mobile display device after being turned about-face;

Fig. 2 shows the mobile display device comprising an orientation means;

Fig. 3 shows a user turning the mobile display device;

Fig. 4a shows a user operating the mobile display device while standing;

Fig. 4b shows the user operating the mobile display device while lying;

Fig. 5a shows a mobile display device displaying originally 3D content on a 2D display and displaying an indicator on the 2D display;

Fig. 5b shows the mobile display device after being turned about-face;

Fig. 6a shows a mobile display device running a video chat application; and

Fig. 6b shows the mobile display device with the functionality of the first and second camera being exchanged in the video chat application after being turned about-face.

DETAILED DESCRIPTION OF EMBODIMENTS

Fig. 1a shows a mobile display device 100, henceforth referred to as device 100, comprising a 3D display 120 arranged on a first face 122 of the device 100. The 3D display 120 enables 3D viewing of content, the content being in the following, by way of example, an image of a box. The 3D display 120 is shown to display the content as 3D content 124, which is illustrated in Fig. 1a by a 3D perspective drawing of the box being displayed on the 3D display 120. Fig. 1a further illustratively shows a turning of the device 100 by means of curved arrows 102. Fig. 1b. shows the device 100 after being turned about-face, with a second face 142 of the device 100 being visible that is arranged oppositely of the first face 122 with respect to the device 100, i.e., being an opposite face with respect to the first face 122. The device 100 comprises a 2D display 140 arranged on the second face 142 of
the device 100. The 2D display 140 is shown to display the content as 2D content 144, which is illustrated in Fig. 1b by a 2D drawing of a box being displayed on the 2D display 140.

Although not shown in Fig. 1a or Fig. 1b, the device 100 further comprises a display processor for displaying the content as 3D content 124 on the 3D display 120 and for displaying the content as 2D content 144 on the 2D display 140. Here, the term *displaying the content as 2D content* is to be understood as providing the content in a format that is displayable on the 2D display 140, i.e., as content formatted for display on the 2D display 140. For example, if the content is originally 2D content, i.e., already in a format that is displayable on the 2D display 140, the display processor may not need to perform any processing of the content in order to provide the content as 2D content 144. If the content is originally 3D content, however, the display processor may need to reformat the content, e.g., by omitting the depth information from the content when the content is originally of the so-called *image*+-depth format in order to provide only the image information of the image+-depth format as the 2D content 144. As another example, when the content is originally of the so-called *left*+-right format, the reformatting may comprise providing the left image of the content as the 2D content 144 and omitting the right image.

Similarly, the term *displaying the content as 3D content* is to be understood as providing the content in a format that is displayable on the 3D display 120. For example, when the content is originally 2D content, the display processor may need to reformat the content such that the content is displayable on the 3D display 120. Depending on the type of 3D display 120 and the type of display processor, the reformatting may comprise, e.g., adding a depth map to the content to obtain the 3D content 124 in the image+-depth format. Similarly, the reformatting may comprise providing each image of the content both as left image and as right image to obtain the 3D content 124 in the left+-right format. In general, the format of the 3D content 124 is such that, when being displayed on the 3D display 120, each of the eyes of the user is provided with a separate view of the content. As a result, the user typically obtains a perception of depth. This perception is known in the field of visual perception as stereopsis, with the creating of stereopsis being referred to as stereoscopy. It will be appreciated that both separate views of the content may in fact be separate, yet identical views. For example, when each image of the content is provided both as left image and as right image to obtain the 3D content 124 in the left+-right format, the user may not obtain an impression of depth despite viewing the content as 3D content 124 on the 3D
display 120. Moreover, even when the content is originally 3D content, the content may at times not provide any stereoscopy by, e.g., showing scenes which do not contain any depth.

It is noted that the term content refers to any type of content that may be displayed on the device 100, e.g., movies, internet content, photos, or the visual output of applications, games, etc. In case the content is generated by the device 100 itself, the display processor may not need to reformat the content. For example, the content may be generated by an application or a game running on the device 100. Instead of reformatting the content provided by the application or game, the display processor may instead instruct the application or game to immediately generate the content in the required format. For example, when the device 100 is running a game, the game may be instructed to also generate depth information next to the image information in order to provide the content immediately in an image+depth format for display as 3D content 124 on the 3D display 120.

In this respect, it is noted that the term 3D content is not to be understood as referring to, e.g., when the content is visual output of a game or application, that the game or application involves a 3D environment. Such 3D environments are typically generated using computer graphics to portray the 3D environment by means of, e.g., polygon meshes. Although such games and applications are frequently referred to as 3D games and 3D applications, they do not necessarily involve stereoscopy. Rather, the term 3D content refers to content being displayable on the 3D display 120 for providing stereoscopy. Of course, it is not excluded that the 3D content 124 also portrays a 3D environment.

The display processor may be arranged for performing a 2D-to-3D conversion when the content is originally 2D content for displaying the content as 3D content 124 on the 3D display 120. The term 2D-to-3D conversion refers to synthetically adding depth or disparity to the content to create an appearance of the content being originally 3D content. Such conversions are known from the field of video processing, e.g., from the publication “Converting 2D to 3D: A Survey” by Qingqing Wei, Delft University of Technology, December 2005. It will be appreciated, however, that said conversion may also involve converting the content into 3D content 124 by simply establishing the content at a fixed depth or disparity. Moreover, the display processor may be arranged for performing a 3D-to-2D conversion when the content is originally 3D content for displaying the content as 2D content 144 on the 2D display 140. The term 3D-to-2D conversion refers to converting content having disparity or depth information to content that is displayable without the disparity or
depth information, e.g., by removing a depth map from an image+depth format or calculating an intermediate image between a left image and a right image using interpolation techniques.

Fig. 1a and Fig. 1b show a user, when turning the device 100 about-face, obtaining either 3D viewing of the content on the 3D display 120 or 2D viewing of the content on the 2D display 140. For that purpose, the content may be provided as 3D content 124 on the 3D display 120 at the same time as being provided as 2D content 144 on the 2D display 140, for, irrespective of the orientation of the device 100, providing the content to the viewer. As a consequence, both displays may be simultaneously displaying the content.

Fig. 2 shows a mobile display device 200 comprising, by way of example, two orientation means, i.e., a first camera 284 and an accelerometer 280. Each of the orientation means generates orientation data 282 indicative of an orientation of the device 200. Fig. 2 shows, in a cutaway view of the device 200, the display processor 260. The display processor 260 is arranged for, in dependence on the orientation data 282, displaying the content either on the 3D display 120 or on the 2D display 140. Consequently, the display processor 260 may be arranged for not displaying the content on the other display, e.g., by switching off the other display, minimizing its brightness or by not providing the content to the other display.

The first camera 284 constitutes a first one of the orientation means. The first camera 284 is arranged alongside the 3D display 120, and thus faces in approximately the same direction as the 3D display 120. The first camera 284 is used in the device 200 to estimate the orientation of the device 200 with respect to the user by detecting a presence of the user in a viewport of the first camera 284. For that purpose, the first camera 284 and/or the device 200 may comprise face detection functionality for detecting whether a face is present and/or where a face is located in the viewport of the first camera 284. The face detection functionality may be of provided by, e.g., a skin tone based face detection, Viola–Jones object detection or any known type of face detection. It will be appreciated that when the user is detected within the viewport of the first camera 284, it may be concluded that the device 200 is oriented such that the 3D display 120 faces the user. Similarly, when assuming the user is operating the device 200, if the user is not detected within the viewport of the first camera 284, it may be concluded that the device 200 is oriented such that the 3D display 120 faces away from the user, and as a consequence, the oppositely arranged 2D display 140 faces towards the user. As such, the display processor 260 may be arranged for, in dependence on the orientation data 282, displaying the content either on the 3D display 120.
or on the 2D display 140 depending on whether the user is detected within the viewport of the first camera 284 or not.

It is noted that the first camera 284 may also have other functionality within the device 200. In particular, the first camera 284 may be additionally, or primarily, be used for, e.g., taking photos, recording videos, providing video chat functionality, etc. Moreover, the device 200 may comprise a first camera that does not function as an orientation means, but instead comprise another form of orientation means or no orientation means at all.

The cutaway view further shows the accelerometer 280 constituting a second one of the orientation means. The accelerometer 280 estimates the orientation of the device 200 by establishing a direction of gravity. Given that the orientation of the accelerometer 280 within the device 200 is known, it can be determined how the device 200 is oriented with respect to the direction of gravity and as such the orientation of the device 200 may be established with respect to the direction of gravity. When assuming that, e.g., the user typically views the device 200 by looking in a downward direction onto the device 200, the orientation of the device 200 with respect to the direction of gravity is indicative of the orientation of the device 200 with respect to the user. Consequently, the display processor 260 may display the content on either of the displays using the orientation of the device 200 with respect to the direction of gravity and an assumption on the user’s viewing direction.

It will be appreciated that any other type of orientation means may be used as well instead, or in addition to, the accelerometer 280 and the first camera 284. For example, the device 200 may comprise a gyroscope as orientation means. In particular, an orientation means may be used that specifically establishes the orientation of the device 200 with respect to the user. For example, the orientation means may be constituted by a touch sensitive surface arranged along either or both displays for detecting placement of the user’s hand on the device 200. The touch sensitive surface may be arranged for, e.g., sensing whether user’s fingers or thumb are placed thereon. Accordingly, when assuming that the user places his thumb on the face of the device 200 facing towards him and his fingers on the face of the device 200 facing away, the orientation of the device 200 with respect to the user may be established by sensing on which face the fingers and/or the thumb are placed.

Fig. 3 shows a user 300 holding the device 100, 200, while also illustratively showing a subsequent turning of the device 100, 200 by means of the curved arrows 102 and the dashed outline. When initially holding the device 100, 200, the display processor may display the content on the upward facing one of the displays by using, e.g., an accelerometer
to determine which one of the displays is the upward facing one, or by using a camera to
determine which of the displays faces the user, i.e., being the upward facing one of the
displays in the situation depicted in Fig. 3. In this respect, it is noted that upward facing is
understood as facing more upward than downward, i.e., in an upward direction, and
downward as facing towards the ground or towards the direction of gravity.

When subsequently turning the device 100, 200, e.g., for switching between
2D viewing and 3D viewing of the content, the display processor may again determine which
one of the displays is the upward facing one and/or facing the user using the orientation
means, and then display the content thereon. The display processor may be configured to
always display the content on the upward facing one and/or the one facing the user. As a
result, the display processor may switch between displaying the content on the 3D display
and displaying the content on the 2D display when or after the user turns the device 100, 200
about-face. Of course, the display processor may also be configured to always display the
content on the downward facing one of the displays, as discussed in reference to Fig. 4b.

Additionally or alternatively, the orientation means may determine a change in
the orientation of the device 100, 200, and the display processor may switch between
displaying the content on the 3D display and displaying the content on the 2D display based
on the change in orientation. Thus, additionally or alternatively to using the orientation of the
device 100, 200 to switch between displaying the content on the 3D display and displaying
the content on the 2D display, said change in orientation may be used.

Fig. 4a shows the user 300 operating the device 100, 200 while standing or
sitting, while also illustratively showing the normal vector 302 of the display surface of the
display facing the user 300, the normal vector 304 of the display surface of the display facing
away from the user 300, as well as the direction of gravity 306. The device 100, 200 may be
arranged for always displaying the content on the upward facing one of the displays. For that
purpose, an accelerometer may be used to determine which of the normal vectors 302, 304 is
more aligned with the direction of gravity 306, and which of the normal vectors 302, 304 is
less aligned with the direction of gravity 306. This may allow establishing which one of the
displays is the upward facing one and which one of the displays is the downward facing one.

It may be assumed that the user 300 is viewing the device 200 from above, as would typically
be the case when standing or sitting. The display processor may therefore be arranged for
always displaying the content on the upward facing one of the displays.
Fig. 4b shows the user 310 operating the device 100, 200 while lying, e.g., on a couch. In this situation, it may be assumed that the user 310 is viewing the device 100, 200 from below, and the display processor may be arranged for always displaying the content on the downward facing one of the displays. For switching between the two aforementioned configurations of the display processor, i.e., displaying the content on the upward facing one of the displays or displaying the content on the downward facing one of the displays, the device 100, 200 may comprise a user input for enabling the user 310 to select between the two configurations, i.e., to configure the display processor for displaying the content on either the upward or the downward facing one of the displays. The user input may take the form of a physical switch or button arranged on the device 100, 200, a user interface button that is displayed on either or both of the displays and that is operable by touch, a voice operable user input or having any other suitable form.

It will be appreciated that when comprising a camera as orientation means, the display processor may always display the content on the display facing the user 310 without a need for configuring the display processor between the two aforementioned configurations and without a need for assuming a viewing direction of the user 310. Thus, it may not be needed to indicate to the device 100, 200 whether the user 310 is standing, sitting or lying. The device 100, 200 may nevertheless comprise a user input to allow the user 310 to manually select the display on which the content is displayed. As such, the user input may function as an override, e.g., when it cannot be reliably determined which display the user 310 is facing. The latter may be due to, e.g., poor lighting conditions. The device 100, 200 may also comprise a user input to allow the user 310 to manually select either of the displays when the device 100, 200 does not comprise an orientation means. Alternatively, when the device 100, 200 does not comprise an orientation means, the display processor may be configured for displaying the content on both displays simultaneously.

Fig. 5a shows the device 100 of Fig. 1a and Fig. 1b, in which the display processor is arranged for additionally displaying an indicator 146 on the 2D display 140 when displaying originally 3D content on the 2D display 140 for alerting the user to turn the device 100 about-face to obtain 3D viewing of the content on the 3D display 120. The indicator 146 may be a graphical element, e.g., an icon, or a text. The display processor may determine that the content is originally 3D content by, e.g., determining whether a reformatting of the content was needed in order to display the content on the 2D display 140.
Fig. 5b shows a result of the user turning the device 100 about-face, in that the content is displayed as 3D content 124 on the 3D display 120, i.e., in its original format.

Alternatively or additionally, the display processor may be arranged for displaying the indicator 146 on the 3D display 120 when displaying originally 2D content thereon for alerting the user to turn the device 100 about-face to obtain 2D viewing of the content on the 2D display 140. Both indicators may be the same or similar, e.g., indicating only to turn the device 100 about-face, or may differ in order to indicate whether the content is originally 3D content or originally 2D content to indicate which display to view.

Fig. 6a shows the device 200 of Fig. 2 running a video chat application. Here, the user is facing the 3D display 120, which is apparent from the video chat application showing the viewport of the first camera 284 in a window 288 and the user being visible in the viewport. The window 288 thus shows what the first camera 284 is recording and transmitting to the other party. The user may decide to turn the device 200 about-face, e.g., to use the video chat application on the 2D display 140. Fig. 6b shows the result of the user turning the device 200 about-face. It is visible here that the device 200 comprises a second camera 286 arranged alongside the 2D display 140. Moreover, the display processor is arranged for, in dependence on the orientation data, switching from using the first camera 284 as video chat recording device to using the second camera 286 as video chat recording device. As a result, after turning the device 200 about-face, the second camera 286 is now used for recording the user and transmitting the result to the other party. This is apparent from the viewport show in the window 288 being substantially identical to that of Fig. 6a, i.e., again showing the user.

It will be appreciated, that in general, the first camera may have a first camera function in the device, the second camera may have a second camera function in the device, and the display processor may be arranged for, in dependence on the orientation data, exchanging the first camera function and the second camera function in the device when switching between displaying the content on the 3D display and the 2D display. Additionally or alternatively, the display processor may, after having determined which display the user is facing, assign a first camera function to the camera alongside said display, and assign a second camera function to the other camera arranged alongside the other display. The first camera function may relate to, e.g., taking self-portrait pictures or recording video for use in a video chat application, whereas the camera second function may relate to, e.g., photography or camera functionality.
Moreover, the first camera and the second camera may together constitute an orientation means. For that purpose, the device may comprise face detection functionality for detecting whether a face is present in the viewport of the first camera and/or whether a face is present in the viewport of the second camera. Consequently, it may not be needed to assume that when the user is not present in the viewport of the first camera arranged alongside the 3D display, that the user is facing the 2D display, as this can be determined directly by detecting whether the user is present in the viewport of the second camera.

The device may comprise a first touch sensor arranged on or along the 3D display and a second touch sensor arranged on or along the 2D display. In particular, the 3D display may comprise a first touch sensitive layer for allowing the user to interact with the content displayed on the 3D display. As such, the 3D display functions as a user input device. Moreover, the 2D display may comprise a second touch sensitive layer for allowing the user to interact with the content displayed on the 2D display. Consequently, the 3D display and the 2D display as shown in the Figures may each comprise a touch sensitive layer, and as a result, a user input device may be provided on both faces of the device. The first touch sensor may have a first touch function in the device, the second touch sensor may have a second touch function in the device, and the display processor may be arranged for, in dependence on the orientation data, exchanging the first touch function and the second touch function in the device. In particular, the first touch function may relate to allowing touch based interaction between the user and the device, and the second touch function may relate to preventing all touch based interaction, i.e., the second touch function may correspond to effectively disabling the second touch sensor for touch based interaction. As such, the display processor may exchange the first touch function and the second touch function in order to allow touch based interaction on the face of the device facing the user, and to prevent touch based interaction on the opposite face of the device, i.e., that is facing away from the user.

The 3D display may be an autostereoscopic multi-view 3D display. Such displays are known per se from the technical field of 3D displays, and are particularly suitable for use in a mobile computing as, owing the autostereoscopic aspect, the user does not need the user to wear glasses or similar devices to obtain the 3D viewing, and, owing to the multi-view aspect, provide a wide range of viewing positions suitable for 3D viewing. Alternatively, autostereoscopic stereo 3D displays may be used which emit two views for allowing stereoscopy without glasses but at a smaller range of viewing positions.
Alternatively, non-autostereoscopic displays may be used, thus requiring the user to, e.g., wear polarized-based or shutter-based glasses for obtaining the 3D viewing. In this case, the orientation means may be arranged for determining the orientation of the device with respect to the user by determining the orientation of the device with respect to the glasses, i.e., the presence and/or location of the glasses is assumed to be indicative of the presence and/or location of the user. For example, when the orientation means is constituted by a camera, the camera may be arranged for detecting a presence and/or location of the glasses in the viewport for estimating the orientation of the device with respect to the user. Moreover, the glasses may be arranged to facilitate detection by the orientation means.

The 3D display and the 2D display may be substantially equally sized. In particular, both displays may have a same light modulating portion, and thus differ mainly by the 3D display additionally comprising a view forming portion, e.g., a lenticular lens array.

The device as previously described may be a tablet device, i.e., being capable of running applications and comprising a touch display with a screen diagonal of approximately 5” or larger. The device may also be a smart phone, i.e., being capable of running applications, providing phone functionality and comprising a touch display with a screen diagonal between approximately 3” and 5”. The device may also be a digital photo frame, portable optical disc player, digital media player or any similar mobile display device.

It should be noted that the above-mentioned embodiments illustrate rather than limit the invention, and that those skilled in the art will be able to design many alternative embodiments without departing from the scope of the appended claims. In the claims, any reference signs placed between parentheses shall not be construed as limiting the claim. Use of the verb "comprise" and its conjugations does not exclude the presence of elements or steps other than those stated in a claim. The article "a" or "an" preceding an element does not exclude the presence of a plurality of such elements. The invention may be implemented by means of hardware comprising several distinct elements, and by means of a suitably programmed computer. In the device claim enumerating several means, several of these means may be embodied by one and the same item of hardware. The mere fact that certain measures are recited in mutually different dependent claims does not indicate that a combination of these measures cannot be used to advantage.
CLAIMS:

1. Mobile display device (100, 200) for enabling a user (300, 310) to obtain either three-dimensional [3D] or two-dimensional [2D] viewing of content, comprising:
   - a 3D display (120) for enabling the 3D viewing of the content;
   - a 2D display (140) for enabling the 2D viewing of the content;
   - a display processor (260) for displaying the content as 3D content (124) on the 3D display and for displaying the content as 2D content (144) on the 2D display;
   - the 3D display and the 2D display being arranged on opposite faces (122, 142) of the device for enabling the user to obtain either the 3D viewing or the 2D viewing of the content by turning (102) the device about-face.

2. Mobile display device (200) according to claim 1, further comprising orientation means (280, 284) for generating orientation data (282) indicative of an orientation (302, 304) of the device, and the display processor (260) being arranged for, in dependence on the orientation data, displaying the content either on the 3D display (120) or on the 2D display (140).

3. Mobile display device (200) according to claim 2, wherein the display processor (260) is arranged for, in dependence on a change in the orientation of the device, switching between displaying the content on the 3D display (120) and displaying the content on the 2D display (140).

4. Mobile display device (200) according to claim 2, wherein the orientation means (280, 284) comprises a first camera (284) for estimating the orientation of the device with respect to the user (300, 310) by detecting a presence of the user in a viewport of the first camera.

5. Mobile display device (200) according to claim 2, wherein the orientation means (280, 284) comprises an accelerometer (280) for establishing a direction of gravity
(306), and the display processor (260) is arranged for displaying the content on an upward or downward facing one of the 3D display (120) and the 2D display (140) by comparing the orientation (302, 304) of the device to the direction of gravity.

6. Mobile display device (200) according to claim 5, further comprising a user input for enabling the user (300, 310) to configure the display processor (260) for displaying the content on either the upward or the downward facing one of the 3D display (120) and the 2D display (140).

7. Mobile display device (200) according to claim 1, further comprising a first camera (284) arranged alongside the 3D display (120) and a second camera (286) arranged alongside the 2D display (140), the first camera having a first camera function in the device, the second camera having a second camera function in the device, and the display processor (260) being arranged for, in dependence on the orientation data (282), exchanging the first camera function and the second camera function in the device.

8. Mobile display device (200) according to claim 1, wherein the display processor (260) is arranged for:
   - performing a 2D-to-3D conversion when the content is originally 2D content for said displaying the content as 3D content (124) on the 3D display (120); or
   - performing a 3D-to-2D conversion when the content is originally 3D content for said displaying the content as 2D content (144) on the 2D display (140).

9. Mobile display device (200) according to claim 1, wherein the display processor (260) is arranged for:
   - displaying an indicator (146) on the 2D display (140) when displaying originally 3D content on the 2D display for alerting the user to turn the device about-face to obtain 3D viewing of the content on the 3D display (120); or
   - displaying the indicator on the 3D display when displaying originally 2D content on the 3D display for alerting the user to turn the device about-face to obtain 2D viewing of the content on the 2D display.
10. Mobile display device (200) according to claim 1, further comprising a first touch sensor arranged on or along the 3D display (120) and a second touch sensor arranged on or along the 2D display (140).

11. Mobile display device (200) according to claim 10, the first touch sensor having a first touch function in the device, the second touch sensor having a second touch function in the device, and the display processor (260) being arranged for, in dependence on the orientation data (282), exchanging the first touch function and the second touch function in the device.

12. Mobile display device (200) according to claim 1, wherein the 3D display (120) is an autostereoscopic multi-view 3D display.

13. Tablet device, smart phone or digital photo frame comprising the mobile display device (100, 200) according to claim 1.

14. Method of enabling a user to obtain either three-dimensional [3D] or two-dimensional [2D] viewing of content using a mobile display device, the mobile display device comprising:

- a 3D display for enabling the 3D viewing of the content;
- a 2D display for enabling the 2D viewing of the content; and
- the 3D display and the 2D display being arranged on opposite faces of the device;

and the method comprising:

- generating orientation data indicative of an orientation of the device;

and

- displaying, in dependence on the orientation data, the content either as 3D content on the 3D display or as 2D content on the 2D display for enabling the user to obtain either the 3D viewing or the 2D viewing of the content by turning the device about face.

15. A computer program product comprising instructions for causing a processor system to perform the method according to claim 14.