(54) Title: METHOD AND SYSTEM FOR 3D ACQUISITION OF ULTRASOUND IMAGES

(57) Abstract: The invention relates to a Method for 3D ultrasound image acquisition as well as to a system for conducting the method. The proposed method checks whether the current ultrasound image (401, 402) has at least a pixel in the volume of interest (301), wherein in case the current image (401, 402) has no pixel in the volume of interest (301), the current image (401, 402) is discarded, wherein otherwise the current ultrasound image (401, 402) is segmented and compounded into said 3D model (403) to be generated which is displayed in real-time on the display (101) and particularly overlaid on the displayed pre-acquired image (305), wherein particularly in case a new current ultrasound image (401, 402) is compounded into the 3D model (403), the displayed 3D model (403) on the display (101) is updated. Further, a quality measure for the 3D model (403) to be generated is computed upon acquiring of ultrasound images (401, 402), wherein said acquiring of said ultrasound images (401, 402) is ended once said quality measure has reached a pre-defined level.
Method and System for 3D acquisition of ultrasound images

Specification

The present invention relates to methods and systems used in ultrasound (US) imaging of biological soft tissues. More specifically, it relates to an US-acquisition protocol with an interactive real-time feedback to the user. The method allows fast and accurate imaging and localization of a specific anatomical structure of interest for and during, but not limited to, an image guided surgical or diagnostic intervention; particularly inner organs, such as the liver. Moreover, the invention ensures satisfactory image content for further image processing particularly for diagnosis, segmentation (e.g. the partitioning of a digital image into two or more regions corresponding to features of the imaged object such as vessels etc.) and registration.

Background of the Invention

Three-dimensional (3D) ultrasound imaging is increasingly used and becoming a widespread practice in clinical environments due to its high potential of applications based on 3D representations of anatomical structures. In conventional two-dimensional (2D) ultrasound imaging, the physician acquires a series of images on the region of interest while moving the ultrasound transducer by hand. Based on the content and the motion patterns used, he then performs a mental 3D reconstruction of the underlying anatomy. This mental process has various disadvantages: Quantitative information is lost (distances between anatomical structures, exact locations relative to other organs, etc.) and the resulting 3D information is dependent on and only known to the physician performing the scan.

Using 3D ultrasound (US) imaging and appropriate processing of the image data significantly helps eliminating the above stated disadvantages. Further benefits of 3D echography are as follows: in a 3D volume the spatial relationships among so called 2D slices are preserved, which allows offline examination of ultrasound images previously recorded by another physician. Using the so called any-plane slicing technique, image planes that cannot be acquired due to geometrical constraints imposed by other structures of the patient, can now be readily rendered. Further, the diagnostic task can be greatly improved by a volume visualization and an accurate volume estimation [1].
3D US-images are acquired using sophisticated ultrasound systems, which are described in various patent applications. There are mainly two approaches to obtain 3D data: one being the use of a 2D phased-array probe allowing for scanning of a volume of interest, and the other reconstructing a 3D volume from a series of 2D images acquired with a standard ultrasound which is moved over the region of interest.

The 2D phased-array probe technology employs a bi-dimensional array of piezoelectric elements. The volume is scanned by electronically steering the array elements. Dedicated 3D US-probes have been introduced for real-time 3D volume acquisition mainly in obstetric and cardiac imaging. Typical device examples are the Voluson® 730 (GE Medical Systems) and the iU22® (Philips Medical Systems, Bothell, WA, USA). Both systems aim to produce high-quality 3D US-images in all spatial directions (axial, lateral and elevational) with high acquisition rates of typically 40 volumes per seconds. Using this technique a completely filled 3D volume may be obtained.

The major disadvantage of this technique is that the field of view is limited by the size of the probe and that such probes are expensive and only available in high-end ultrasound devices. An alternative is to compound 3D sweeps from a series of 2D images as proposed in [2], [3]. This technique uses standard ultrasound probes (1-D piezo arrays) and different ways of scanning the region of interest (probe translation, probe rotation, free-hand scanning with probe position tracking). The ultrasound systems, probes and methods used for 3D images are state-of-the-art and are described in [4-10]. In the case of a so-called freehand ultrasound probe, an accurate freehand ultrasound calibration is required [11]. To ensure a homogenous and completely filled 3D volume the data acquisition should be performed with a homogeneous speed, an equal direction and angle, as described in [6]. To overcome the issue of acquisition artifacts sophisticated reconstruction and compounding algorithms have been described for example in US6012458A and [12].

An emerging application of 3D ultrasound is it’s use for registration in navigated soft tissue surgery. Surgical navigation systems are used to guide physicians based in 3D image data, which is usually acquired in computer tomography (CT) or magnetic resonance imaging (MRI) before the surgery. As the soft tissues can deform and move in the time between imaging and surgery, additional intra-operative information data is required to warp (register) the pre-operative image data onto the patient being operated. Being real-time, non-invasive and commonly available, ultrasound imaging is a promising modality for acquiring such intra-operative data. As described above,
especially 3D ultrasound imaging is well suited for acquiring such information on organ motion and deformation.

A common challenge with all 3D ultrasound acquisition techniques is the variance in image quality and the lack of measure indicating if the acquired data is sufficient for further image processing (such as diagnosis, segmentation and registration). The suitability of the image data for further processing depends on the image content, on the contrast between structures of interest and background, on the amount of artifacts present in the image, and on image homogeneity and density of volume scanning. The user performing the scans usually assesses all these factors once the scan is completed or after reviewing the results of further processing (e.g. in navigated surgery a 3D dataset is acquired, and registration is attempted and the registration result is analyzed). If the result of the scanning is insufficient, the entire acquisition process needs to be repeated - this is time-consuming and can be tedious as it is not sure whether the repetition of the scan leads to better results.

The available state of the art for guidance/feedback during ultrasound acquisition can be classified in:
- Guidance for obtaining a desired image content
- Guidance for regular transducer motion
- Guidance of 3D imaging based on generic models of anatomy

as discussed in the following paragraphs:

Guidance for obtaining a desired image content

In US 2012065510 the contents of an acquired B-Mode are compared with a model of the desired image in order to train the user for acquiring a desired view of an anatomical structure. For each acquired image a quality-of-fit measure to the desired target image is calculated and displayed to the user. The user then moves the ultrasound probe until an image with sufficient fit is obtained. This method provides a feedback on image quality of a 2D image but does not provide explicit instructions on how to improve image quality nor does it give indications on the usability of the image for further processing.

In US 2007016016 a general interactive assistant for imaging processes is presented. The assistant compares acquired images with a previously stored target image. If the similarity between the acquired image and the target image is not sufficient, the assistance tries to recommend actions for improving the image quality.
As in the previously discussed patent, the image content of the two images is compared directly and with no consideration of further processing steps.

**Guidance for the regular transducer motion**

In US005645066 a system for guiding free-hand 3D sweeps is described. The method trains the user to move at a regular speed over a desired region of interest in order to obtain a regularly spaced set of 2D ultrasound images, which are then compounded into a 3D volume. The feedback provided graphically shows the amount of filling of the image buffer user for compounding but does not investigate the image quality nor give any information on the 3D image volume being generated.

In US 2012108965 a method for coaching a user to perform correct probe motion for elastography imaging is described. By using sensors such as accelerometers inside the US probe, its motion is measured and compared to the desired motion pattern for elastography imaging. The system then provides a visual or auditory feedback to the operator in order to facilitate correct motion. This system is restricted to sensing the motion in space of the transducer and does not provide any feedback on the quality of image contents.

In US 20090036775 a method for visualizing scanning progress during laparoscopic ultrasound imaging is described. Based on a position measurement of the transducer, the acquired ultrasound images are displayed in 3D and the frames around the ultrasound images are highlighted if gaps exist in the scanning or if the scanning speed was too fast or too slow. This enables the user to re-scan missing areas and to make sure that a regular probe motion is achieved. As in the patents above, no feedback on the image content is provided.

**Guidance of 3D imaging based on generic models of anatomy**

In EP1 929956 a device for guiding acquisition of cardiac ultrasound is described. The system specifically displays the intersection of US image planes with a 3D-anatomical model in order to evaluate progress in data acquisition on the heart. The underlying analysis is therefore restricted to the geometric location of the image and does not include additional criteria regarding subsequent use of the image data.

In US 20080187193 an apparatus for forming a guide image for US scanning is presented. Based on a series of images acquired, a best-fitting 3D shape model is selected and displayed to the user. This 3D shape model then serves as guide image for subsequent imaging of the same structure. This enables efficient localization of important anatomical features and systematic scanning. The apparatus aims for
guiding ultrasound scans towards certain target locations but is not focusing on obtaining 3D volume images of a desired, pre-defined quality.

Based on the description above, the problem underlying the present invention is to provide a method and a system that eases the acquisition of a 3D ultrasound data set, i.e., a 3D model of a volume of interest of an object (e.g. body or body part, particularly organ, such as the liver, of a patient, and particularly allows for checking the quality of the acquired 3D model so that a specific further use of the acquired 3D model can be ensured.

This problem is solved by a method having the features of claim 1 as well as a system having the features of claim 15. Preferred embodiments are stated in the corresponding sub claims, respectively, and are described below.

According to claim 1 the method according to the invention comprises the steps of: providing a pre-acquired 3D image or model (i.e. a corresponding data set) of an object (e.g. of a body or body part of a person/patient, for instance an organ such as the liver), displaying said pre-acquired image on a display (e.g. a graphical user interface (GUI) of a computer), selecting a volume of interest of the object (i.e. a certain volume of the object shall be examined) in said pre-acquired image (e.g. on the display with help of a GUI of a computer connected to the display), and particularly adjusting the spatial position of said volume of interest with respect to (an e.g. local coordinate system of) said pre-acquired image by positioning an ultrasound (US) probe with respect to the object (e.g. on a body of the patient) accordingly, particularly visualizing the current spatial position of said volume of interest (also denoted as VOI) on said display with respect to said pre-acquired image, particularly in real-time, as well as particularly displaying a current (e.g. 2D) ultrasound image on said display in real-time acquired in the volume of interest by means of the ultrasound probe, wherein particularly the visualization of the volume of interest is overlaid on the displayed pre-acquired 3D image, and particularly updating the visualization of the volume of interest on said display using the current spatial position of said ultrasound probe, which current spatial position of the ultrasound probe (e.g. in a so called room-fixed, patient-fixed or camera coordinate system) is particularly determined using a tracking system.

Now, when the spatial position of the volume of interest is selected or adjusted as intended (then the VOI remains static in the sense that it is not adjusted anymore), the acquisition (recording) of ultrasound images in said volume of interest in order to generate a 3D model (i.e. a corresponding data set representing the model or
alternatively a 3D ultrasound image) of said object in said volume of interest is triggered, wherein said triggering is particularly performed by means of said ultrasound probe, particularly by means of a specific movement of or a defined gesture with the ultrasound probe with respect to the object (e.g. over the volume of interest), or a certain pre-defined position of the ultrasound probe, or by not moving the ultrasound probe for a pre-defined time period, or even automatically; and acquiring (particularly intraoperatively) a plurality of ultrasound images by means of said ultrasound probe in the volume of interest for generating said 3D model while moving the ultrasound probe over said object along or over the volume of interest (e.g. the ultrasound probe is preferably moved such on/over the object that images can be acquired in the VOI of the object), wherein the current image is particularly displayed in real-time on said display, wherein particularly the current image is displayed two-dimensionally on said display and/or three-dimensionally (e.g. in a 3D viewer shown on the display), wherein said three-dimensionally displayed current ultrasound image is particularly overlaid on the displayed pre-acquired image, and automatically determining if the current ultrasound image has at least a pixel in the volume of interest, wherein in case the current image has no pixel in the volume of interest, the current image is automatically discarded (i.e. not compounded into 3D model/ultrasound image), otherwise (i.e. when the image has a pixel or voxel in the VOI) the current ultrasound image is segmented and compounded into said 3D model to be generated which is displayed in real-time on the display and particularly overlaid on the displayed pre-acquired image, wherein particularly in case a new current ultrasound image is compounded into the 3D model, the displayed 3D model on the display is updated, and automatically determining a quality measure for the 3D model to be generated upon said acquiring of said ultrasound images, wherein said acquiring of said ultrasound images is ended once said quality measure has reached a pre-defined level, wherein particularly said quality measure is at least one of: the number of single (2D) ultrasound images scanned within the volume of interest, the (3D) density of the acquired ultrasound images within the volume of interest (e.g. the ratio between the scanned pixels or voxels and the number of pixels or voxels of the VOI, i.e., the VOIs volume), the number and/or distribution of specific image features, particularly the number of segmented anatomic structures in the volume of interest (e.g. such as tumors, vessels etc.), and the time that is used for scanning the ultrasound images. Other criteria may also be applied.

E.g. the acquisition is stopped in case the number of acquired (2D) ultrasound images exceeds a pre-defined number, or the acquisition is stopped in case the
density of 2D ultrasound images in the VOI exceeds a pre-defined density value, or the acquisition is stopped in case a certain number and/or distribution of specific image features has been detected, or the acquisition is stopped after a pre-defined time period (assuming that the VOI was sufficiently sampled in this time period).

After acquisition of the ultrasound images, the generated 3D model is preferably registered to the pre-acquired, 3D image.

Thus, in particular, the present method allows for interactively acquiring ultrasound images with the purpose of image registration, i.e. a fusion between image modalities. Due to such a fusion, images which can be acquired during a treatment can be enhanced using much more detailed information acquired outside the treatment room (e.g. ultrasound images with a lower number of small vessels detected and lower contrast during the treatment are fused with high-resolution pre-operative CT or MRI). Particularly, the present invention aims at building an image acquisition framework, which does not merely aim to acquire high resolution images of the patient, but rather aims at acquiring technical information, which enables said fusion. Preferably, using patient-specific, a-priori knowledge from pre-operative data (usually from other modalities with better level of detail than ultrasound), the user is guided to acquire images/features required to perform the registration between the pre-acquired data and the current data acquired.

According to a preferred embodiment, said provided pre-acquired 3D image is acquired in a first session, whereas said plurality of ultrasound images are acquired in a separate second session that is conducted at a later time. The first session can be hours/days/weeks before the second session, e.g. surgery/intervention. Particularly the period of time between the two sessions is at least 1 hour, at least 12 hours, at least a day, or at least a week.

According to a further embodiment of the method according to the invention, said provided pre-acquired 3D image is acquired by using an imaging method other than ultrasound.

According to a further embodiment of the method according to the invention said quality measure is a criterion based on patient-specific data from said pre-acquired 3D image.

According to a further embodiment of the method according to the invention, said number and/or distribution is selected depending on the patient-specific anatomy in the volume of interest.
According to a further embodiment of the present invention, a user acquiring said plurality of ultrasound images is guided to move the ultrasound probe to a location where image features are expected based on the pre-acquired 3D image, particularly so as to provide a sufficient dataset for registering the generated 3D model to the pre-acquired 3D image.

According to an embodiment of the present invention, the VOI is not necessarily navigated with the ultrasound probe, but defined by placing the US probe at a certain location.

Further, "overlaying" an ultrasound (US) image on the pre-acquired 3D image or model particularly means that said US image or at least a portion of the US image is displayed at a position in the pre-acquired image such that a content or a feature of the US image is aligned or matches a corresponding content or feature of the pre-acquired image. The US image may thereby also supplement features or a content of the pre-acquired image or vice versa. Further, the US image may thereby cover portions of the pre-acquired 3D image. In case of a VOI, overlaying particularly means that a visualization of the VOI (e.g. a 3D box etc) is displayed in the pre-acquired 3D image, particularly at the proper position corresponding for instance to the position of the ultrasound probe in the room-fixed (or patient-fixed or camera) coordinate system.

Thus, the invention described herein guides the user for acquiring a 3D ultrasound model/dataset, which fulfills the requirements for further processing. Guidance is provided through an online, real-time analysis and display of the acquired 3D model and through a quantitative evaluation of image quality/content with regard to the subsequent processing requirements.

In order to accomplish said adjusting of the spatial position of said volume of interest with respect to said pre-acquired image, as well as overlaying the visualization of the volume of interest on the displayed pre-acquired image, as well as overlaying said three-dimensionally displayed current ultrasound image on the displayed pre-acquired image, or in order to accomplish checking whether the current ultrasound image has at least a pixel in the volume of interest, as well as overlaying the 3D model on the displayed pre-acquired image, an initial registration (yielding at least a rough alignment), is preferably performed. This allows one to (at least approximately) display US images, VOIs etc. in or on the pre-acquired 3D image at the correct position so that features or content of the displayed US images align with corresponding features or content of the pre-acquired 3D image or model.
Particularly the initial registration can be a landmark-based registration, where the user selects e.g. four points in the pre-acquired 3D image (e.g. a virtual liver model) and then touches them with a tracked tool (in order to acquire the points in the camera, patient-fixed or room-fixed coordinate system). A suitable algorithm then automatically calculates the registration transform.

Alternatively, or in combination, an ultrasound-based initial registration can be employed, where the user selects a point in the pre-acquired 3D image (e.g. virtual liver surface), where he would like to place the ultrasound probe. Then, the expected ultrasound image at that location is simulated using the pre-acquired 3D image and the user uses the calibrated ultrasound probe on the patient (object) to acquire the same image in the patient (hence in the camera, patient-fixed or room-fixed coordinate system). Based on the simulated virtual image and the acquired real image, the initial registration transform is automatically calculated. In this regard, a calibrated ultrasound probe is an ultrasound probe where a relation between the position of the acquired image in the room-fixed (or patient-fixed, or camera) coordinate system and the position of (the position sensor of) the ultrasound probe is known, so that knowing the position of the ultrasound probe means knowing the position of the acquired ultrasound image in the room-fixed (or patient-fixed or camera) coordinate system.

In a preferred embodiment of the method according to the invention, the generated 3D model is automatically registered to the pre-acquired, particularly preoperatively acquired, 3D image, particularly by matching one or several features of the generated 3D model, whose coordinates in the room-fixed (or patient-fixed or camera) coordinate system are acquired with help of tracking the ultrasound probe, with one or several corresponding features of the pre-acquired 3D image, and particularly by automatically determining a registration transform between the coordinate system of the pre-acquired 3D image and the room-fixed (or patient-fixed or camera) coordinate system of the ultrasound probe using the coordinates of said features and said corresponding features in the respective coordinate systems.

In other words, in the context of the present method according to the invention, the user defines a volume of interest (VOI), where the registration shall be performed. Definition of the VOI is either performed by clicking on the virtual model (i.e. the pre-acquired image) or by interactively placing the VOI using gestures with the ultrasound probe as described above (if gestures are used, the initial registration or alignment described above is used to display the position of the probe on the virtual model (i.e., the virtual model is mapped into the camera or room-fixed or patient-fixed
coordinate system). The VOI can also be defined based on the landmarks selected in the initial registration described above (around the landmarks). Once the VOI is defined, acquisition is started either automatically or by a gesture. The feedback loop guides the acquisition of ultrasound images in the box (VOI) as described above.

Once enough data is acquired, the registration is calculated.

Once this ultrasound-based registration is completed, the position of the pre-acquired 3D image, i.e., of the virtual 3D model, relative to the room-fixed (or patient-fixed or camera) coordinate system is known. Therefore, a tool, such as a surgical tool, whose position is tracked in the room-fixed (or patient-fixed or camera) coordinate system can be displayed on the pre-acquired 3D image (virtual model).

According to a preferred embodiment of the method according to the present invention, the volume of interest is pre-defined concerning its spatial dimensions in units of voxels (height, width and depth) and is further predefined or selected with respect to certain features or characteristics, particularly with respect to its spatial resolution, density of the detected or segmented structures, and/or homogeneity (i.e. its spatial density, wherein in this sense VOIs in pre-acquired images are preferred which are evenly sampled throughout) or number of artefacts (i.e. VOIs are preferred having a number of artefacts which is as small as possible, preferably no artefacts, as well as a low noise level).

Further, in a preferred embodiment of the method according to the present invention, an artefact detection is automatically conducted for the non-discarded current ultrasound image, particularly using at least one filter algorithm, particularly the Hough transformation and/or low pass filtering, wherein particularly in case an artefact is detected in the current ultrasound image this current ultrasound image is discarded, and wherein particularly an artefact probability is calculated based on patient-specific features of the pre-acquired 3D image.

Further, in a preferred embodiment of the method according to the present invention said segmentation of the individual current ultrasound image is automatically conducted using at least one (e.g. deterministic) algorithm providing segmentation of specific anatomic structures of the object in the volume of interest, particularly vessels, tumors, organ boundaries, bile ducts, and/or other anatomy, wherein particularly said algorithm is selected depending on patient-specific features of the pre-acquired 3D image.
Further, in a preferred embodiment of the method according to the present invention, said segmentation of the individual current ultrasound image is automatically conducted using a probabilistic assessment of image features, particularly such as organ boundaries, organ parenchyma, and/or vessel systems, wherein said probabilistic assessment preferably uses patient-specific features of the pre-acquired 3D image.

Further, in a preferred embodiment of the method according to the present invention, the US-volume reconstruction algorithm applies two parallel process steps, one for the segmentation of information from different 2D US images and one for testing for image artefacts, either by directly using the 2D US image content or based on enhancement results, i.e. detected features or structures of the US image (e.g. after segmentation of the image). In other words, said artefact detection and said segmentation is preferably conducted in parallel, wherein particularly said artefact detection directly uses the individual content of the current ultrasound image or a detected content of said current ultrasound, and wherein particularly the respective algorithms iteratively interact with each other.

Preferably, the detected image features in the individual current 2D ultrasound images (having no artefacts) are then automatically combined to a 3D volume data set (which is also denoted as compounding) representing the 3D model that is successively generated upon acquisition of the series of (current) 2D ultrasound images.

Further, in a preferred embodiment of the method according to the present invention, during positioning the ultrasound probe for said initial adjusting of the spatial position of the volume of interest and/or upon moving of the ultrasound probe during said acquisition of the plurality of ultrasound images, guiding information is displayed on said display and/or acoustically provided to the user, particularly verbally, in order to assist and/or guide the user when positioning and/or moving said US probe.

Preferably, said guiding information is provided through feedback based on said pre-acquired 3D image and acquired features of the 3D model.

Preferably, the ultrasound probe is tracked by deriving the spatial image coordinates (i.e. in the room-fixed, patient-fixed or camera coordinate system) using a coordinate measurement system based on an optical, electromechanical or mechanical measurement principle and/or by deriving relative image coordinates by analyzing the relative shift of image features in subsequent images.
Furthermore, preferably, said guiding information comprises a visualization of at least one or several cubical grids on said display, wherein particularly specific colors represent defined tissue structures and/or anatomic structures. Further, preferably, said grid or grids are displayed on the pre-acquired 3D image.

Further, in a preferred embodiment of the method according to the present invention, particularly upon said segmentation, missing information in the current ultrasound image is automatically interpolated based on a-priori information or using a priori-information about the object (e.g. organ) or patient-specific features from the pre-acquired 3D image. Further, upon said segmentation, missing information in the current ultrasound image (401, 402) can be interpolated using cohort specific and/or statistical information about the distribution of vascular structures, geometric shapes of the anatomic structures of interest in the object, object parts or lesions, and/or other known anatomical structures.

Preferably, the volume of interest is chosen such that it contains sufficient image information to allow for further processing towards diagnosis, visualization, segmentation and/or registration.

Further, in a preferred embodiment of the method according to the present invention, the generated 3D model is e.g. automatically aligned with the pre-acquired 3D image, that is particularly based on an imaging method other than ultrasound and particularly based on a different coordinate system compared to the 3D model, so as to display the current level of progress of the 3D model generation, particularly with respect to previously acquired or dynamically refreshed information content, particularly with respect to parameters such as homogeneity (see above) and/or resolution.

Further, preferably, the visualization of the 3D model on the display uses user-defined static or dynamic color mappings, particularly indicating anatomic structures currently detected and analyzed.

Further, in a preferred embodiment of the method according to the present invention, the successful completion of the ultrasound image acquisition process is signalled to the user, particularly acoustically via a speaker and/or graphically via said display.

Preferably, the pre-acquired 3D image is an ultrasound, computer tomography, or magnetic resonance image.

Furthermore, the problem according to the invention is solved by a system having the features of claim 30 which is particularly designed to conduct the method according to the invention, wherein said system comprises: an ultrasound probe connected to a
data processing system, which data processing system particularly comprises a control unit for control of said ultrasound probe, a computing means (e.g. a computer, e.g. such as a PC or work station) for the acquisition and analysis of US images, and a display connected to said computer for displaying information, particularly US images and pre-acquired images as well as information for the user (e.g. guiding information). Further, the system comprises a tracking system for tracking the spatial position of the ultrasound probe (e.g. with respect to a room-fixed, patient-fixed or camera coordinate system), the tracking system comprising one or several position sensors arranged on or integrated into the ultrasound probe for detecting the spatial position of the ultrasound probe in said coordinate system, wherein said tracking system (also denoted as coordinate measuring system) is particularly designed to sense the position of the ultrasound probe optically, electromechanically, or mechanically, i.e., said tracking system is based on an optical, electromechanical or mechanical measurement principle for position tracking of the ultrasound probe.

Preferably, the tracking system comprises a tracking device, such as a camera, particularly a stereo camera, being designed to detect and track the position of the position sensor(s) in a camera coordinate system that rests with the camera (or tracking device). Such a coordinate system may also denoted as room-fixed or patient-fixed coordinate system since the tracking device usually rests with respect to the room in which the patient is located or with respect to the patient.

Preferably, the data processing system is designed to automatically check if a current ultrasound image of an object acquired with the ultrasound probe has at least a pixel in a pre-selected volume of interest of a pre-acquired 3D image of the object, wherein in case the current image has no pixel in the volume of interest, the data processing system is designed to discard the current image, wherein otherwise (i.e. when the image has a pixel/voxel in the VOI) the data processing system is designed to automatically segment the current ultrasound image and to compound it into a 3D model, and wherein the data processing system is designed to determine a quality measure for the 3D model to be generated, particularly upon acquisition of ultrasound images with the ultrasound probe, wherein the data processing system is designed to end the acquisition of ultrasound images for the 3D model once said quality measure has reached a pre-defined level or dynamically defined level, wherein particularly said quality measure is at least one of: the number of single ultrasound images) scanned within the volume of interest, the density of the acquired ultrasound images within the volume of interest, the number and/or distribution of specific image features, particularly the number of segmented anatomic structures in
the volume of interest or particularly a patient-specific number of expected features, and the time needed for the acquisition of the ultrasound images (see also above).

Further, the data processing system is particularly designed to automatically register the generated 3D model to the pre-acquired 3D image, or vice versa (see also above).

The system may further comprise a speaker for providing a user with acoustic, particularly verbal, information (e.g. guiding information, see also above).

The system according to the invention can be further characterized by the features of the methods according to invention described herein.

Further, according to another aspect of the present invention, a computer program is provided comprising program commands which cause a computer (e.g. said data processing system or said computer of the data processing system) to conduct the method according to the invention (e.g. according to claim 1) when the computer program is loaded into the computer or executed by the computer. Here, particularly, the pre-acquired 3D image, the current (2D) ultrasound images acquired with the ultrasound probe, and/or the VOI are fed to the computer program as an input.

Particularly, according to an aspect of the present invention, a computer program is provided comprising program commands which cause a computer (e.g. said data processing system or said computer of the data processing system) to check if a current ultrasound image has at least a pixel in a volume of interest, wherein in case the current image has no pixel in the volume of interest, the current image is discarded, wherein otherwise the current ultrasound image is segmented and compounded into a 3D model to be generated which is particularly displayed in real-time on a display (e.g. connected to said computer) and particularly overlaid on a displayed pre-acquired image, wherein particularly in case a new current ultrasound image is compounded into the 3D model, the displayed 3D model on the display is updated, and to determine a quality measure for the 3D model to be generated, particularly upon acquisition of said ultrasound images, wherein an acquisition of said ultrasound images is ended once said quality measure has reached a pre-defined level, wherein particularly said quality measure is at least one of: the number of single ultrasound images scanned within the volume of interest, the density of the acquired ultrasound images within the volume of interest, the number and/or distribution of specific image features, particularly the number of segmented anatomic structures in the volume of interest, and the time needed for scanning the ultrasound images (see also above).
Further, another aspect of the present invention is a method for the real-time generation and visualization of guiding information for a user to assist in the localization and identification of a suitable position of a volume of interest for placement of an ultrasound probe on an organ's surface.

In this regard, tracking of the ultrasound probe is preferably enabled by deriving the absolute spatial image coordinates using a coordinate measurement system based on an optical, electromechanical or mechanical measurement principle and/or by deriving relative image coordinates by analyzing the relative shift of image features in subsequent images.

Further, in this regard, guiding information for the user preferably comprises virtual visualizations of cubical grids in a display of a graphic user interface with specific colors representing defined tissue structures, particularly anatomic structures.

Further, in this regard, the guiding information for the user is preferably acoustic or verbal (e.g. recorded spoken words or artificial voice).

According to yet another aspect of the present invention, a registration method is provided to align acquired 3D ultrasound images with pre-acquired 3D image data sets to display a current level of progress of the 3D volume image acquisition with respect to previously acquired or dynamically refreshed information content, particularly with respect to but not limited to parameters such as homogeneity (see above) and/or resolution.

In this regard, the visualization of the 3D ultrasound image data sets preferably employs specific, user-defined static or dynamic color mappings indicating anatomic structures currently detected and analyzed.

Further, in this regard, the successful completion of the image acquisition process is preferably signalled to the user acoustically and/or graphically via means of a GUI and/or an acoustic interface, particularly a speaker.

Further, in this regard, the pre-acquired images are preferably ultrasound, CT- or MR-images, particularly of heterogeneous quality and image content.

Further features and advantages of the invention shall be described by means of detailed descriptions of embodiments with reference to the Figures, wherein

Fig. 1 shows a typical embodiment for 3D ultrasound (US) image acquisition;

Fig. 2 illustrates in a schematic diagram the initialization of the US image acquisition process;
Fig. 3A and 3B show an anatomical structure and the visualization of the volume of interest (VOI). Figure 3B shows the visualization of the VOI together with a 2D US image; in figure 3A, the graphical representation of VOI and ultrasound image are overlaid onto the 3D anatomy;

Fig. 4 shows the visualization during 3D ultrasound image acquisition;

Fig. 5A illustrates the US image acquisition process which includes artifact detection and image segmentation;

Fig. 5B shows a typical picture of an artefact in an US image; and

Fig. 6 shows the acquisition algorithm with the real-time feedback to guide the user for acquiring suitable image data for further image processing.

Particularly, the method and system according to the present invention serve for optimizing the acquisition of 3D US images with the principle aim of improving the real-time registration of US images with pre-acquired (e.g. 3D) images, particularly from US, CT and/or MR. By employing an online or real-time 3D image analysis loop and a real-time feedback during the acquisition of US-images, the system/method aims to ensure suitable image content of 3D US images/models for further data processing, i.e. diagnosis, visualization, segmentation and registration.

The invention is particularly described in relation to image registration for navigated soft tissue surgery but is however not limited to this application.

System Setup

According to an exemplary embodiment, the method according to the invention particularly uses the following components: A 3D or 2D ultrasound (US) probe 103 connected to a data processing system or unit 105 comprising a control unit 107 for controlling the US probe 103 and a computer (workstation or PC) 106 with a graphic user interface (GUI) 101 for displaying of image- and other relevant user information.

The display 101 may consist of a screen-display (LCD or similar) and other means of graphical and/or visual display of information to the user 100. Also, speakers may be attached to the computer 106 or GUI 101.

The US probe 103 is tracked by means of an e.g. commercially available tracking system 102. The US probe 103 is calibrated and has attached or integrated passive or active tracking sensors or reflectors 108 also denoted as position sensors 108.
Particularly, feedback and guidance for the acquisition of suitable image content is based on geometrical information of the acquired image relative to the desired volume of interest as well as on measures of the obtained information content in 3D. Such measures are derived from the segmentation of the acquired images and can be provided to the user as qualitative 3D display or by quantitative indicators of quality. By providing online feedback during 3D image acquisition, the operator is guided to move the US probe to the missing scanning location, to adjust imaging parameters correctly and finally to ensure that sufficient data is acquired for subsequent processing. By controlling image quality during the acquisition process, tedious repetition of the entire imaging process can be avoided.

Adjustment, Visualization and Selection VOI

The user 100 selects the so-called volume of interest VOI 301 in a pre-acquired image from ultrasound- (US), computed tomography- (CT) or magnetic resonance (MR) imaging, which is displayed in the display 101 of the GUI of the system. Prior to the selection of the VOI 301 an initial registration may be performed based on one or several landmark points in order to roughly align the pre-acquired anatomical image or model to the tracking coordinate system (room-fixed coordinate system). The position of the VOI 301 is then adjusted by the user placing the US probe 103 on the surface of the organ 110 of interest. The current VOI 301 is displayed in the GUI 101 and updated based on real-time tracking information. The user 100 thereby receives real-time, visual feedback on the GUI 101 allowing him to interactively select the appropriate VOI 301, i.e. the anatomical structure of interest 302. The algorithm for adjustment of the VOI 301 is illustrated in Fig. 2.

During the adjustment phase, the VOI 301 is visualized as a virtual cubical grid with specifically colored lines together with the first US-image (Fig. 3B) on the GUI 101. The VOI 301 is placed below the virtual model of the tracked US probe 103 and VOI's 301 position is updated with the motion of the probe 103. The overlay of the virtual VOI 301 onto the pre-acquired image or model 305 of the anatomy of interest (Fig 3A) enables the user to visually analyze the location and orientation of the selected VOI 301, particularly whether the anatomical structure of interest being inside the VOI 301. The user 100 moves the US probe 103 over the surface of the organ 110 until the spatial placement of the VOI 301 is satisfactory.

Once correct placement of the VOI 301 is achieved, the VOI 301 is selected holding the probe 103 still on the desired location or by other interaction means within the
reach of the user 100 (e.g. by pressing a confirmation button on the GUI 101, or by using a voice command).

The size of the VOI 301 is determined by the following parameters: the length of the US probe 103, the image depth and the expected anatomical structure of interest. For example, the VOI 301 of an inner organ, such as the liver, typically entails a branch of a vessel system, a functional segment, a tumor or an accumulation of tumors, organ boundaries, bile ducts or/and organ parenchyma. Further, the structure may also be a probabilistic representation of expected features such as organ boundaries (probability of organ boundary being within a certain region).

Typical VOI 301 dimensions are approx. 40 mm (length) x 80 mm (width) x 90 mm (depth). Fig. 3A and 3B show a typical VOI 301.

**Acquisition of ultrasound images in the VOI**

Once the VOI 301 selection is completed, 3D data acquisition starts. If the user places the probe 103 for imaging a region outside the VOI 301 during the image acquisition process, he is informed acoustically and/or visually via the GUI 101. The information may be displayed by a specific symbol / pictogram, such as a colored arrow or hand or/and it may be encoded into a sound (e.g. by means of frequency or amplitude modulation, beep length). The acoustic information may also comprise verbal instructions to the user 100 given by means of one or more speakers.

The individual acquired (e.g. 2D) current US images 401, 402 are displayed in real-time on the GUI 101. In this way the user 100 can interactively, visually check if the anatomical structures of interest are visible in the US image. The visualization can be provided as standard 2D ultrasound image 402 and also in a 3D viewer 401. The 3D viewer can either display only the ultrasound image and it's location within the VOI 301 (similar to Fig. 3B) or it can superimpose the acquired image with the corresponding 3D information from pre-acquired images (similar to Fig. 3A).

**Online image quality check, segmentation and compounding**

During the image acquisition an automatic online image quality check and analysis is performed. An example for the image evaluation algorithm is illustrated in Fig. 5. The algorithm takes an acquired (current) US-image and checks whether the location of the image is inside the selected VOI 301. If the image is not inside the selected VOI 301, the next acquired (current) image is analyzed. This automatic process uses the spatial information from the tracking system 102 and the tracking sensor(s) 108.
attached to the US probe 103. From the tracking information and the US calibration transform (i.e. a transformation which links the position of the US probe 103, e.g. the position of a position sensor attached or integrated into the probe 103, to the position of the US image generated with the probe, so that knowing the position of the US probe 103 in the room-fixed, patient-fixed or camera coordinate system means knowing the position of the US image in this coordinate system), the 3D spatial position of the US image is computed and compared with the 3D spatial position of the VOI 301. If no pixel of the US image is positioned inside the VOI 301, the US image is considered as being outside of the VOI 301. Otherwise, the image is considered as valid and used for further processing, which includes artefact removal and segmentation. The artefact removal process detects US-specific artefacts such as large black stripes (Fig. 5B) in the image. These may originate from an insufficient contact between the active sensing area of the US probe 109 and the biological tissue / organ of the patient 110 or from rigid structures reflecting the complete US signal. By using methods such as the Hough transformation, low pass filtering or intensity analysis along vertical lines of the image, black stripes are automatically detected.

In parallel to the artefact detection process, the image is segmented and buffered until the artifact detection is completed (see Fig. 5). If there are no artefacts present, the segmented image is retained and compounded in the 3D US image/model. Segmentation automatically detects structures of interests in the image (typically vessels, tumors or organ boundaries) and displays them as an overlay onto the 2D image 404. If a new US image is compounded into the 3D US volume, the 3D information 403 on the GUI 101 is updated and displayed to the user 100. By displaying the results of the analysis in real-time on the 2D image, the user 100 can interactively determine whether the segmentation algorithm successfully detects relevant information on the current image. By updating the 3D visualization with recently acquired data, the user 100 further obtains feedback on the overall acquisition process and can judge if there are locations where information is missing and finally determine if a sufficient representation of the anatomy of interest was acquired.

In addition to the information on the acquired image content, the GUI 101 can also display all the acquired image planes and thereby provide a visual feedback on the filling of the VOI 301 with ultrasound images. This enables the user 100 to see locations where no image data was acquired and to interactively place the ultrasound probe 103 on these locations.
The algorithms used for segmentation are chosen according to the anatomical structure of interest. Typical examples are algorithms for vessel detection and for organ surface detection. A vast range of US segmentation algorithms are available in the state of the art [16].

The methods for image compounding employed are well known and are as follows, but not limited to pixel nearest-neighbor (PNN), voxel nearest-neighbor (VNN), distance-weighted (DW) interpolation, non-rigid registration, radial basis functions (RBF) interpolation and Rayleigh model for intensity distribution. They are described in literature [12].

Quantitative measure of information content
In addition to the visual feedback provided to the user, processes running in parallel to the image acquisition perform automatic quantitative analysis of the US image data. Such measures ensure that the image content is suitable for further processing and provide additional real-time feedback to the user 100. Typical quality measures in the context of registration for navigated soft tissue surgery include percentage of the VOI 301, which was scanned with the ultrasound probe 103 (e.g. 10% of the voxels in the VOI where scanned) or the amount of anatomical data detected (e.g. number of segmented vessel/tumor/boundary) voxels. As the expected/required image content is known from the pre-acquired volumetric image data, the measure of currently acquired information content can be put in relation to the required data for further processing. In the case of navigated liver surgery, the system aims to detect a branch of a vessel system, which is then used for registration. The dimensions of the vessel system (and the expected number of vessel pixels) are known from pre-operative imaging and the feedback loop can therefore the percentage vessels detected with intra-operative ultrasound. A similar amount of data in both, the pre- and intra-operative dataset is expected to lead to robust and accurate registration.

Feedback Loop
Figure 5 depicts the complete 3D image acquisition incorporating all the components described above. The process starts with an interactive VOI 301 definition using a virtual display of the planned VOI 301, which is connected to the navigated ultrasound probe 103.

Once a VOI 301 is defined, the system enters a loop where each newly acquired image is analyzed to determine if it depicts structures within the VOI 301 and
contains no artefacts. If the image is outside the VOI 301 or contains an artefact, the algorithm returns to image acquisition. If not, the image is segmented and compounded and the resulting data is displayed to the user 100 on the GUI 101.

Based on the visual feedback on the GUI 101 and the quantitative measures of information content, a criterion for stopping the US acquisition is evaluated. The criterion for stopping the image acquisition is defined prior or during to the acquisition process and varies with the organ or tissue 110 to be analyzed. In general there are three fundamental options of definition for the criterion: (a) visual definition by user, (b) a static criterion based on the US data acquired (e.g. number of valid images acquired, percentage of volume filled, percentage of segmented voxels), and (c) a dynamic criterion based on the expected image content (e.g. prediction of number of intra-operative vessels pixels expected based on the pre-operative image data and VOI selection). Hence either the user 100 or the acquisition algorithm decides whether the acquired image content is sufficient for the desired application (diagnosis, visualization, segmentation, registration) or if additional images need to be acquired. If sufficient data is available, acquisition is stopped, otherwise feedback on the required additional image content is provided to the user 100.

The feedback to the user 100 includes visual or auditory instruction about the necessary actions (e.g. probe motion to other area of the VOI 301, search of anatomical structures, changes in imaging parameters) for obtaining the required image quality. Based on this feedback, the user acquires a next image and the feedback loop starts from the beginning.

Finally, in the following, further aspects of the present invention are stated as items, which may also be formulated as claims.

Item 1: A method for 3D ultrasound image acquisition is proposed, which comprises the steps of:

- providing a pre-acquired 3D image (305) of an object (110),
- displaying said pre-acquired image (305) on a display (101),
- selecting a volume of interest (301) of the object (110) in said pre-acquired image (305), and particularly adjusting the spatial position of said volume of interest (301) with respect to said pre-acquired image (305) by positioning an ultrasound probe (103) with respect to the object (110) accordingly,
- particularly visualizing the current spatial position of said volume of interest (301) on said display (101) with respect to said pre-acquired image (305), particularly in real-time, and particularly displaying a current ultrasound image (401, 402) on said display (101) in real-time acquired in the volume of interest (301) by means of the
ultrasound probe (103), wherein particularly the visualization of the volume of interest (301) is overlaid on the displayed pre-acquired image (305), and particularly updating the visualization of the volume of interest (301) on said display (101) using the current spatial position of said ultrasound probe (103), which current spatial position of the ultrasound probe (103) is particularly determined using a tracking system (102),

- when the spatial position of the volume of interest (301) is selected or adjusted as intended: triggering the acquisition of ultrasound images (401, 402) in said volume of interest (301) in order to generate a 3D model (403) of said object (110) in said volume of interest (301), wherein said triggering is particularly performed by means of said ultrasound probe (103), particularly by means of a specific movement of or a defined gesture with the ultrasound probe (103) on the surface of the object (110); and

- acquiring a plurality of ultrasound images (401, 402) for generating said 3D model (403) by means of said ultrasound probe (103) in the volume of interest (301) while moving the ultrasound probe (103) with respect to said object (110) along the volume of interest (301), wherein particularly the current image (401, 402) is displayed in real-time on said display (101), wherein particularly the current image is displayed two-dimensionally (402) on said display and/or three-dimensionally (401), wherein said three-dimensionally displayed current ultrasound image is particularly overlaid on the displayed pre-acquired image (305), and

- checking if the current ultrasound image (401, 402) has at least a pixel in the volume of interest (301), wherein in case the current image (401, 402) has no pixel in the volume of interest (301), the current image (401, 402) is discarded, wherein otherwise the current ultrasound image (401, 402) is segmented and compounded into said 3D model (403) to be generated which is particularly displayed in real-time on the display (101) and particularly overlaid on the displayed pre-acquired image (305), wherein particularly in case a new current ultrasound image (401, 402) is compounded into the 3D model (403), the displayed 3D model (403) on the display (101) is updated, and

- determining a quality measure for the 3D model (403) to be generated upon said acquisition of said ultrasound images (401, 402), wherein said acquisition of said ultrasound images (401, 402) is ended once said quality measure has reached a pre-defined level, wherein particularly said quality measure is at least one of:

- the number of single ultrasound images (401, 402) scanned within the volume of interest (301),
- the density of the acquired ultrasound images (401, 402) within the volume of interest (301),
- the number and/or distribution of specific image features, particularly the number of segmented anatomic structures in the volume of interest (301), and
- the time needed for scanning the ultrasound images (401, 402).

Item 2: The method according to item 1, wherein an initial registration is performed, particularly in order to correctly display the position of the volume of interest (301), the acquired current ultrasound image (401, 402), and/or the 3D model (403) with respect to the pre-acquired image (305) on the display (101), wherein particularly the initial registration involves the steps of: selecting a plurality of points, particularly 4 points, in the coordinate system of the pre-acquired image (305), touching corresponding points of the object (110) with a tracked tool, so as to acquire said corresponding points in the room-fixed or patient-fixed coordinate system of the tool, and determining a registration transform between said coordinate systems from said points in the coordinate system of the pre-acquired image and their corresponding points in the room-fixed (or patient-fixed) coordinate system of the tool, and/or wherein particularly the initial registration involves the steps of: selecting a point in the coordinate system of the pre-acquired image (305), calculating an expected ultrasound image at this location, acquiring a corresponding ultrasound image (401, 402) of the object (110) with the ultrasound probe (103) being tracked in the room-fixed or patient-fixed coordinate system of the ultrasound probe (103), and determining a registration transform between said coordinate systems using the expected ultrasound image and the acquired ultrasound image (401, 402).

Item 3: The method according to item 1 or 2, wherein the generated 3D model (403) is registered to the pre-acquired, particularly preoperatively acquired, 3D image (305), particularly by matching at least one feature of the generated 3D model (403), whose coordinates in the room-fixed or patient-fixed coordinate system are acquired with help of tracking the ultrasound probe (103), with a corresponding feature of the pre-acquired 3D image (305), and particularly by determining a registration transform between the coordinate system of the pre-acquired 3D image (305) and the room-fixed or patient-fixed coordinate system of the ultrasound probe (103) using the coordinates of said at least one feature in the room-fixed or patient-fixed coordinate system and the coordinates of said corresponding feature in the coordinate system of the pre-acquired 3D image (305).
Item 4: The method according to one of the preceding items, wherein an artefact detection is conducted for the non-discarded current ultrasound image (401, 402), particularly using at least one filter algorithm, particularly the Hough transformation and/or low pass filtering, wherein particularly in case an artefact is detected in the current ultrasound image this current ultrasound image is discarded.

Item 5: The method according to one of the preceding items, wherein said segmentation of the individual current ultrasound image (401, 402) is conducted using at least one deterministic algorithm providing segmentation of specific anatomic structures of the object in the volume of interest, particularly vessels, tumors, organ boundaries, bile ducts, and/or other anatomy.

Item 6: The method according to one of the preceding items, wherein said segmentation of the individual current ultrasound image (401, 402) is conducted using a probabilistic assessment of image features, particularly such as organ boundaries, organ parenchyma, and/or vessel systems.

Item 7: The method according to one of the items 4 to 6, wherein said artefact detection and said segmentation is conducted in parallel, wherein particularly said artefact detection directly uses the individual content of the current ultrasound image (401, 402) or a detected content of said current ultrasound.

Item 8: Method according to one of the preceding items, wherein upon positioning the ultrasound probe (103) for said adjusting of the spatial position of the volume of interest (301) and/or upon moving of the ultrasound probe (103) during said acquisition of the plurality of ultrasound images (401, 402), guiding information is displayed on said display (101) and/or acoustically provided to the user (100), particularly verbally, in order to assist and/or guide the user (100) concerning positioning and/or moving of the ultrasound probe (103).

Item 9: The method according to one of the preceding items, wherein the ultrasound probe (103) is tracked by deriving the absolute spatial image coordinates using a coordinate measurement system based on an optical, electromechanical or mechanical measurement principle and/or by deriving relative image coordinates by analyzing the relative shift of image features in subsequent images.

Item 10: The method according to item 8, wherein said guiding information comprises a virtual visualization of at least one or several cubical grids on said display (101),
wherein particularly specific colors represent defined tissue structures and/or anatomic structures.

Item 11: The method according to one of the preceding items, wherein particularly upon said segmentation, missing information in the current ultrasound image (401, 402) is interpolated based on a-priori information about the object (110), particularly cohort specific and/or statistical information about the distribution of vascular structures, geometric shapes of the anatomic structures of interest in the object, object parts or lesions, and/or other known anatomical structures.

Item 12: The method according to one of the preceding items, wherein the generated 3D model (403) is aligned with the pre-acquired 3D image (305), so as to display the current level of progress of the 3D model generation, particularly with respect to previously acquired or dynamically refreshed information content, particularly with respect to parameters such as homogeneity and/or resolution.

Item 13: The method according to one of the preceding items, wherein the visualization of the 3D model (403) on the display (101) uses user-defined static or dynamic color mappings, particularly indicating anatomic structures currently detected and analyzed.

Item 14: The method according to one of the preceding items, wherein the pre-acquired 3D image (305) is an ultrasound, computer tomography, or magnetic resonance image.

Item 15: A system for conducting the method according to one of the preceding items, comprising:
- an ultrasound probe (103) connected to a data processing system (105) which particularly comprises a control unit (107) for control of said ultrasound probe (103), a computer (106), and a display (101) connected to said computer (106) for displaying information, and
- a tracking system (102) for tracking the spatial position of the ultrasound probe (103), the tracking system (102) comprising one or several position sensors (108) arranged on or in the ultrasound probe (103) for detecting the spatial position of the ultrasound probe (103), wherein
- the data processing system (105) is designed to automatically check if a current ultrasound image (401, 402) of an object (110) acquired with the ultrasound probe (103) has at least a pixel in a pre-selected volume of interest (301) of a pre-
acquired 3D image of the object (110), wherein in case the current image (401, 402) has no pixel in the volume of interest (301), the data processing system (105) is designed to discard the current image (401, 402), wherein otherwise the data processing system (105) is designed to automatically segment the current ultrasound image (401, 402) and to compound it into a 3D model (403), and wherein the data processing system (105) is designed to determine a quality measure for the 3D model (403) to be generated, particularly upon acquisition of ultrasound images (401, 402) with the ultrasound probe (103), wherein the data processing system (105) is designed to end the acquisition of ultrasound images for the 3D model once said quality measure has reached a pre-defined level, wherein particularly said quality measure is at least one of: the number of single ultrasound images (401, 402) scanned within the volume of interest (301), the density of the acquired ultrasound images (401, 402) within the volume of interest (301), the number and/or distribution of specific image features, particularly the number of segmented anatomic structures in the volume of interest (301), and the time needed for the acquisition of the ultrasound images (401, 402).
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Claims

1. A Method for 3D ultrasound image acquisition and registration of a 3D model to
a pre-acquired 3D image, comprising the steps of:
- providing a pre-acquired 3D image (305) of an object (110),
- displaying said pre-acquired image (305) on a display (101),
- selecting a volume of interest (301) of the object (110) in said pre-acquired
image (305),
- when the spatial position of the volume of interest (301) is selected or
adjusted as intended: triggering the acquisition of ultrasound images (401, 402) in said volume of interest (301) in order to generate a 3D model (403) of
said object (110) in said volume of interest (301), and
- acquiring a plurality of ultrasound images (401, 402) for generating said 3D
model (403) by means of said ultrasound probe (103) in the volume of
interest (301) while moving the ultrasound probe (103) with respect to said
object (110) along the volume of interest (301), and
- checking if the current ultrasound image (401, 402) has at least a pixel in the
volume of interest (301), wherein in case the current image (401, 402) has no
pixel in the volume of interest (301), the current image (401, 402) is
discarded, wherein otherwise the current ultrasound image (401, 402) is
segmented and compounded into said 3D model (403) to be generated, and
- determining a quality measure for the 3D model (403) to be generated upon
said acquisition of said ultrasound images (401, 402), wherein said
acquisition of said ultrasound images (401, 402) is ended once said quality
measure is fulfilled or has reached a pre-defined level,
- registering the generated 3D model (403) to the pre-acquired 3D image (305).

2. The method according to claim 1, wherein said provided pre-acquired 3D image
is acquired in a first session, and wherein said plurality of ultrasound images are
acquired in a separate second session that is conducted at a later time.

3. The method according to claim 1 or 2, wherein said provided pre-acquired 3D
image is acquired by using an imaging method other than ultrasound.

4. The method according to one of the preceding claims, wherein said quality
measure is a criterion based on patient-specific data from said pre-acquired 3D
image.
5. The method according to one of the preceding claims, wherein particularly said quality measure is at least one of:
   - the number of single ultrasound images (401, 402) scanned within the volume of interest (301),
   - the density of the acquired ultrasound images (401, 402) within the volume of interest (301),
   - the number and/or distribution of image features, particularly the number of segmented anatomic structures in the volume of interest (301),
   - the time needed for scanning the ultrasound images (401, 402),

6. The method of claim 5, wherein said number and/or distribution is selected depending on the patient-specific anatomy in the volume of interest (301).

7. The method according to one of the preceding claims, wherein a user acquiring said plurality of ultrasound images is guided to move the ultrasound probe (103) to a location where image features are expected based on the pre-acquired 3D image, particularly so as to provide a sufficient dataset for registering the generated 3D model to the pre-acquired 3D image (305).

8. The method according to one of the preceding claims, characterized in that an initial registration is performed, particularly in order to correctly display the position of the volume of interest (301), the acquired current ultrasound image (401, 402), and/or the 3D model (403) with respect to the pre-acquired image (305) on the display (101), wherein the initial registration involves the steps of: selecting a point in the coordinate system of the pre-acquired image (305), calculating an expected ultrasound image at this location, acquiring a corresponding ultrasound image (401, 402) of the object (110) with the ultrasound probe (103) being tracked in the room-fixed or patient-fixed coordinate system of the ultrasound probe (103), and determining a registration transform between said coordinate systems using the expected ultrasound image and the acquired ultrasound image (401, 402).

9. The method according to one of the preceding claims, characterized in that, the generated 3D model (403) is registered to the pre-acquired, particularly
preoperatively acquired, 3D image (305), by matching at least one feature of the
generated 3D model (403), whose coordinates in the room-fixed or patient-fixed
coordinate system are acquired with help of tracking the ultrasound probe (103),
with a corresponding feature of the pre-acquired 3D image (305), and particularly
by determining a registration transform between the coordinate system of the
pre-acquired 3D image (305) and the room-fixed or patient-fixed coordinate
system of the ultrasound probe (103) using the coordinates of said at least one
feature in the room-fixed or patient-fixed coordinate system and the coordinates
of said corresponding feature in the coordinate system of the pre-acquired 3D
image (305).

10. The method according to one of the preceding claims, wherein said triggering is
performed by means of said ultrasound probe (103), particularly by means of a
specific movement of or a defined gesture with the ultrasound probe (103) on the
surface of the object (110).

11. The method according to one of the preceding claims, wherein the current image
(401, 402) is displayed in real-time on said display (101), wherein particularly the
current image is displayed two-dimensionally (402) on said display and/or three-
dimensionally (401), wherein said three-dimensionally displayed current
ultrasound image is particularly overlaid on the displayed pre-acquired image
(305), or where the contents of the pre-acquired 3D image is particularly
overlaid on the current two-dimensional image.

12. The method according to one of the preceding claims, wherein features of the
3D model that are used or will be used for registering the 3D model (403) to the
pre-acquired 3D image (305) are displayed in real-time on said display (101).

13. The method according to one of the preceding claims, wherein the 3D model is
displayed in real-time on the display (101) and particularly overlaid on the
displayed pre-acquired image (305), wherein particularly in case a new current
ultrasound image (401, 402) is compounded into the 3D model (403), the
displayed 3D model (403) on the display (101) is updated.

14. The method according to one of the preceding claims, characterized in that an
artefact detection is conducted for the non-discarded current ultrasound image
(401, 402), wherein particularly in case an artefact is detected in the current ultrasound image this current ultrasound image is discarded, and wherein particularly an artefact probability is calculated based on patient-specific features of the pre-acquired 3D image.

15. The method according to one of the preceding claims, characterized in that said segmentation of the individual current ultrasound image (401, 402) is conducted using at least one algorithm providing segmentation of specific anatomic structures of the object in the volume of interest, particularly vessels, tumors, organ boundaries, bile ducts, and/or other anatomy, wherein particularly said algorithm is selected depending on patient-specific features of the pre-acquired 3D image.

16. The method according to one of the preceding claims, characterized in that said segmentation of the individual current ultrasound image (401, 402) is conducted using a probabilistic assessment of image features, particularly such as organ boundaries, organ parenchyma, and/or vessel systems, wherein said probabilistic assessment uses patient-specific features of the pre-acquired 3D image.

17. The method according to one of the claim 14 to 16, characterized in that said artefact detection and said segmentation is conducted in parallel, wherein particularly said artefact detection directly uses the individual content of the current ultrasound image (401, 402) or a detected content of said current ultrasound, and wherein particularly the respective algorithms iteratively interact with each other.

18. Method according to one of the preceding claims, characterized in that guiding information is displayed on said display (101) and/or acoustically provided to the user (100), particularly verbally, in order to assist and/or guide the user (100) concerning positioning and/or moving of the ultrasound probe (103), wherein particularly said guiding information is provided through feedback based on said pre-acquired 3D image and acquired features of the 3D model.

19. The method according to one of the preceding claims, characterized in that the ultrasound probe (103) is tracked by deriving the absolute spatial image.
coordinates using a coordinate measurement system based on an optical, electromechanical or mechanical measurement principle and/or by deriving relative image coordinates by analyzing the relative shift of image features in subsequent images.

20. The method according to one of the preceding claims, wherein after selecting a volume of interest (301) of the object (110) in said pre-acquired image (305) the spatial position of said volume of interest (301) with respect to said pre-acquired image (305) is adjusted by positioning an ultrasound probe (103) with respect to the object (110) accordingly.

21. The method according to one of the preceding claims, wherein the current spatial position of said volume of interest (301) on said display (101) with respect to said pre-acquired image (305) is visualized, particularly in real-time.

22. The method according to claim 21, wherein the visualization of the volume of interest (301) is overlaid on the displayed pre-acquired image (305).

23. The method according to claim 21 or 22, wherein the visualization of the volume of interest (301) on said display (101) is updated using the current spatial position of said ultrasound probe (103), which current spatial position of the ultrasound probe (103) is particularly determined using a tracking system (102).

24. The method according to claim 18, characterized in that said guiding information comprises a virtual visualization of at least one or several cubical grids on said display (101), which grid or grids are displayed on the pre-acquired 3D image, wherein particularly specific colors represent defined tissue structures and/or anatomic structures.

25. The method according to one of the preceding claims, characterized in that particularly upon said segmentation, missing information in the current ultrasound image (401, 402) is interpolated using a-priori information about the object (110) or particularly patient-specific features from the pre-acquired 3D image.
26. The method according to one of the preceding claims, wherein upon said segmentation, missing information in the current ultrasound image (401, 402) is interpolated using cohort specific and/or statistical information about the distribution of vascular structures, geometric shapes of the anatomic structures of interest in the object, object parts or lesions, and/or other known anatomical structures.

27. The method according to one of the preceding claims, characterized in that the generated 3D model (403) is aligned with the pre-acquired 3D image (305) that is particularly based on an imaging method other than ultrasound and particularly based on a different coordinate system compared to the 3D model, so as to display the current level of progress of the 3D model generation, particularly with respect to previously acquired or dynamically refreshed information content, particularly with respect to parameters such as homogeneity and/or resolution.

28. The method according to one of the preceding claims, characterized in that the visualization of the 3D model (403) on the display (101) uses static or dynamic color mappings, particularly indicating anatomic structures currently detected and analyzed or indicating information dens and exp. feature in certain areas of the 3D image.

29. The method according to one of the preceding claims, characterized in that the pre-acquired 3D image (305) is a computer tomography, or magnetic resonance image.

30. A system for conducting the method according to one of the preceding claims, comprising:
   - an ultrasound probe (103) connected to a data processing system (105) which particularly comprises a control unit (107) for control of said ultrasound probe (103), a computer (106), and a display (101) connected to said computer (106) for displaying information, and
   - a tracking system (102) for tracking the spatial position of the ultrasound probe (103), the tracking system (102) comprising one or several position sensors (108) arranged on or in the ultrasound probe (103) for detecting the spatial position of the ultrasound probe (103), wherein
- the data processing system (105) is designed to automatically check if a current ultrasound image (401, 402) of an object (110) acquired with the ultrasound probe (103) has at least a pixel in a pre-selected volume of interest (301) of a pre-acquired 3D image of the object (110), wherein in case the current image (401, 402) has no pixel in the volume of interest (301), the data processing system (105) is designed to discard the current image (401, 402), wherein otherwise the data processing system (105) is designed to automatically segment the current ultrasound image (401, 402) and to compound it into a 3D model (403), and wherein the data processing system (105) is designed to determine a quality measure for the 3D model (403) to be generated, particularly upon acquisition of ultrasound images (401, 402) with the ultrasound probe (103), wherein the data processing system (105) is designed to end the acquisition of ultrasound images for the 3D model once said quality measure has reached a pre-defined level or dynamically defined level, wherein particularly said quality measure is at least one of: the number of single ultrasound images (401, 402) scanned within the volume of interest (301), the density of the acquired ultrasound images (401, 402) within the volume of interest (301), the number and/or distribution of specific image features, particularly the number of segmented anatomic structures in the volume of interest (301) or particularly a patient-specific number of expected features, and the time needed for the acquisition of the ultrasound images (401, 402).
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