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Description

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application claims the benefit of each of (1) U.S. Provisional Application Serial No. 60/923,014, filed April
12,2007, and titled "Multiview Information" (Attorney Docket PU070078), and (2) U.S. Provisional Application Serial No.
60/925,400, filed April 20, 2007, and titled "View Tiling in MVC Coding" (Attorney Docket PU070103).

TECHNICAL FIELD

[0002] The present principles relate generally to video encoding and/or decoding.
BACKGROUND

[0003] Video display manufacturers may use a framework of arranging or tiling different views on a single frame. The
views may then be extracted from their respective locations and rendered.

Patent document DE19619598 and entitled "Verfahren zur Speicherung oder Obertratung von stereokopischen Vide-
osignalen" discloses a process fort he storage or transmission of stereoscopic video signals.

Patent document EP1581003 discloses a monitoring system.

SUMMARY

[0004] Accordingto a general aspect, a video picture is accessed that includes multiple pictures combined into a single
picture. Information is accessed indicating how the multiple pictures in the accessed video picture are combined. The
video picture is decoded to provide a decoded representation of the combined multiple pictures. The accessed information
and the decoded video picture are provided as output.

[0005] According to another general aspect, information is generated indicating how multiple pictures included in a
video picture are combined into a single picture. The video picture is encoded to provide an encoded representation of
the combined multiple pictures. The generated information and encoded video picture are provided as output.

[0006] According to another general aspect, a signal or signal structure includes information indicating how multiple
pictures included in a single video picture are combined into the single video picture. The signal or signal structure also
includes an encoded representation of the combined multiple pictures.

[0007] According to another general aspect, a video picture is accessed that includes multiple pictures combined into
a single picture. Information is accessed that indicates how the multiple pictures in the accessed video picture are
combined. The video picture is decoded to provide a decoded representation of at least one of the multiple pictures.
The accessed information and the decoded representation are provided as output.

[0008] According to another general aspect, a video picture is accessed that includes multiple pictures combined into
a single picture. Information is accessed that indicates how the multiple pictures in the accessed video picture are
combined. The video picture is decoded to provide a decoded representation of the combined multiple pictures. User
input is received that selects at least one of the multiple pictures for display. A decoded output of the at least one selected
picture is provided, the decoded output being provided based on the accessed information, the decoded representation,
and the user input.

[0009] The details of one or more implementations are set forth in the accompanying drawings and the description
below. Even if described in one particular manner, it should be clear thatimplementations may be configured or embodied
in various manners. For example, an implementation may be performed as a method, or embodied as an apparatus
configured to perform a set of operations, or embodied as an apparatus storing instructions for performing a set of
operations, or embodied in a signal. Other aspects and features will become apparent from the following detailed de-
scription considered in conjunction with the accompanying drawings and the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010]

FIG. 1 is a diagram showing an example of four views tiled on a single frame;

FIG. 2 is a diagram showing an example of four views flipped and tiled on a single frame;

FIG. 3 shows a block diagram for a video encoder to which the present principles may be applied, in accordance
with an embodiment of the present principles;

FIG. 4 shows a block diagram for a video decoder to which the present principles may be applied, in accordance
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with an embodiment of the present principles;

FIG. 5 is a flow diagram for a method for encoding pictures for a plurality of views using the MPEG-4 AVC Standard,
in accordance with an embodiment of the present principles;

FIG. 6 is a flow diagram for a method for decoding pictures for a plurality of views using the MPEG-4 AVC Standard,
in accordance with an embodiment of the present principles;

FIG. 7 is a flow diagram for a method for encoding pictures for a plurality of views and depths using the MPEG-4
AVC Standard, in accordance with an embodiment of the present principles;

FIG. 8 is a flow diagram for a method for decoding pictures for a plurality of views and depths using the MPEG-4
AVC Standard, in accordance with an embodiment of the present principles;

FIG. 9is adiagram showing an example of adepth signal, in accordance with an embodiment of the present principles;
FIG. 10 is a diagram showing an example of a depth signal added as a tile, in accordance with an embodiment of
the present principles;

FIG. 11 is a diagram showing an example of 5 views tiled on a single frame, in accordance with an embodiment of
the present principles.

FIG. 12 is a block diagram for an exemplary Multi-view Video Coding (MVC) encoder to which the present principles
may be applied, in accordance with an embodiment of the present principles;

FIG. 13 is a block diagram for an exemplary Multi-view Video Coding (MVC) decoder to which the present principles
may be applied, in accordance with an embodiment of the present principles;

FIG. 14 is a flow diagram for a method for processing pictures for a plurality of views in preparation for encoding
the pictures using the multi-view video coding (MVC) extension of the MPEG-4 AVC Standard, in accordance with
an embodiment of the present principles;

FIG. 15 is a flow diagram for a method for encoding pictures for a plurality of views using the multi-view video coding
(MVC) extension of the MPEG-4 AVC Standard, in accordance with an embodiment of the present principles;
FIG. 16 is a flow diagram for a method for processing pictures for a plurality of views in preparation for decoding
the pictures using the multi-view video coding (MVC) extension of the MPEG-4 AVC Standard, in accordance with
an embodiment of the present principles;

FIG. 17 is a flow diagram for a method for decoding pictures for a plurality of views using the multi-view video coding
(MVC) extension of the MPEG-4 AVC Standard, in accordance with an embodiment of the present principles;
FIG. 18 is a flow diagram for a method for processing pictures for a plurality of views and depths in preparation for
encoding the pictures using the multi-view video coding (MVC) extension of the MPEG-4 AVC Standard, in accord-
ance with an embodiment of the present principles;

FIG. 19 is a flow diagram for a method for encoding pictures for a plurality of views and depths using the multi-view
video coding (MVC) extension of the MPEG-4 AVC Standard, in accordance with an embodiment of the present
principles;

FIG. 20 is a flow diagram for a method for processing pictures for a plurality of views and depths in preparation for
decoding the pictures using the multi-view video coding (MVC) extension of the MPEG-4 AVC Standard, in accord-
ance with an embodiment of the present principles;

FIG. 21 is a flow diagram for a method for decoding pictures for a plurality of views and depths using the multi-view
video coding (MVC) extension of the MPEG-4 AVC Standard, in accordance with an embodiment of the present
principles;

FIG. 22 is a diagram showing tiling examples at the pixel level, in accordance with an embodiment of the present
principles; and

FIG. 23 shows a block diagram for a video processing device to which the present principles may be applied, in
accordance with an embodiment of the present principles.

DETAILED DESCRIPTION

[0011] Various implementations are directed to methods and apparatus for view tiling in video encoding and decoding.
It will thus be appreciated that those skilled in the art will be able to devise various arrangements that, although not
explicitly described or shown herein, embody the present principles and are included within its spirit and scope.
[0012] All examples and conditional language recited herein are intended for pedagogical purposes to aid the reader
in understanding the present principles and the concepts contributed by the inventor(s) to furthering the art, and are to
be construed as being without limitation to such specifically recited examples and conditions.

[0013] Moreover, all statements herein reciting principles, aspects, and embodiments of the present principles, as well
as specific examples thereof, are intended to encompass both structural and functional equivalents thereof. Additionally,
it is intended that such equivalents include both currently known equivalents as well as equivalents developed in the
future, i.e., any elements developed that perform the same function, regardless of structure.

[0014] Thus, for example, it will be appreciated by those skilled in the art that the block diagrams presented herein
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represent conceptual views of illustrative circuitry embodying the present principles. Similarly, it will be appreciated that
any flow charts, flow diagrams, state transition diagrams, pseudocode, and the like represent various processes which
may be substantially represented in computer readable media and so executed by a computer or processor, whether
or not such computer or processor is explicitly shown.

[0015] The functions of the various elements shown in the figures may be provided through the use of dedicated
hardware as well as hardware capable of executing software in association with appropriate software. When provided
by a processor, the functions may be provided by a single dedicated processor, by a single shared processor, or by a
plurality of individual processors, some of which may be shared. Moreover, explicit use of the term "processor” or
"controller" should not be construed to refer exclusively to hardware capable of executing software, and may implicitly
include, without limitation, digital signal processor ("DSP") hardware, read-only memory ("ROM") for storing software,
random access memory ("RAM"), and non-volatile storage.

[0016] Other hardware, conventional and/or custom, may also be included. Similarly, any switches shown in the figures
are conceptual only. Their function may be carried out through the operation of program logic, through dedicated logic,
through the interaction of program control and dedicated logic, or even manually, the particular technique being selectable
by the implementer as more specifically understood from the context.

[0017] In the claims hereof, any element expressed as a means for performing a specified function is intended to
encompass any way of performing that function including, for example, a) a combination of circuit elements that performs
that function or b) software in any form, including, therefore, firmware, microcode or the like, combined with appropriate
circuitry for executing that software to perform the function. The present principles as defined by such claims reside in
the fact that the functionalities provided by the various recited means are combined and brought together in the manner
which the claims call for. It is thus regarded that any means that can provide those functionalities are equivalent to those
shown herein.

[0018] Reference in the specification to "one embodiment" (or "one implementation") or "an embodiment” (or "an
implementation") of the present principles means that a particular feature, structure, characteristic, and so forth described
in connection with the embodimentis included in atleastone embodiment of the present principles. Thus, the appearances
of the phrase "in one embodiment" or "in an embodiment" appearing in various places throughout the specification are
not necessarily all referring to the same embodiment.

[0019] It is to be appreciated that the use of the terms "and/or" and "at least one of", for example, in the cases of "A
and/or B" and "at least one of A and B", is intended to encompass the selection of the first listed option (A) only, or the
selection of the second listed option (B) only, or the selection of both options (A and B). As a further example, in the
cases of "A, B, and/or C" and "at least one of A, B, and C", such phrasing is intended to encompass the selection of the
first listed option (A) only, or the selection of the second listed option (B) only, or the selection of the third listed option
(C) only, or the selection of the first and the second listed options (A and B) only, or the selection of the first and third
listed options (A and C) only, or the selection of the second and third listed options (B and C) only, or the selection of
all three options (A and B and C). This may be extended, as readily apparent by one of ordinary skill in this and related
arts, for as many items listed.

[0020] Moreover, it is to be appreciated that while one or more embodiments of the present principles are described
herein with respect to the MPEG-4 AVC standard, the present principles are not limited to solely this standard and, thus,
may be utilized with respect to other standards, recommendations, and extensions thereof, particularly video coding
standards, recommendations, and extensions thereof, including extensions of the MPEG-4 AVC standard, while main-
taining the spirit of the present principles.

[0021] Further, itis to be appreciated that while one or more other embodiments of the present principles are described
herein with respect to the multi-view video coding extension of the MPEG-4 AVC standard, the present principles are
not limited to solely this extension and/or this standard and, thus, may be utilized with respect to other video coding
standards, recommendations, and extensions thereof relating to multi-view video coding, while maintaining the spirit of
the present principles. Multi-view video coding (MVC) is the compression framework for the encoding of multi-view
sequences. A Multi-view Video Coding (MVC) sequence is a set of two or more video sequences that capture the same
scene from a different view point.

[0022] Also, it is to be appreciated that while one or more other embodiments of the present principles are described
herein that use depth information with respect to video content, the present principles are not limited to such embodiments
and, thus, other embodiments may be implemented that do not use depth information, while maintaining the spirit of the
present principles.

[0023] Additionally, as used herein, "high level syntax" refers to syntax present in the bitstream that resides hierarchi-
cally above the macroblock layer. For example, high level syntax, as used herein, may refer to, but is not limited to,
syntax at the slice header level, Supplemental Enhancement Information (SEI) level, Picture Parameter Set (PPS) level,
Sequence Parameter Set (SPS) level, View Parameter Set (VPS), and Network Abstraction Layer (NAL) unit header level.
[0024] In the current implementation of multi-video coding (MVC) based on the International Organization for Stand-
ardization/International Electrotechnical Commission (ISO/IEC) Moving Picture Experts Group-4 (MPEG-4) Part 10 Ad-
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vanced Video Coding (AVC) standard/International Telecommunication Union, Telecommunication Sector (ITU-T) H.264
Recommendation (hereinafter the "MPEG-4 AVC Standard"), the reference software achieves multi-view prediction by
encoding each view with a single encoder and taking into consideration the cross-view references. Each view is coded
as a separate bitstream by the encoder in its original resolution and later all the bitstreams are combined to form a single
bitstream which is then decoded. Each view produces a separate YUV decoded output.

[0025] Another approach for multi-view prediction involves grouping a set of views into pseudo views. In one example
of this approach, we can tile the pictures from every N views out of the total M views (sampled at the same time) on a
larger frame or a super frame with possible downsampling or other operations. Turning to FIG. 1, an example of four
views tiled on a single frame is indicated generally by the reference numeral 100. All four views are in their normal
orientation.

[0026] Turning to FIG. 2, an example of four views flipped and tiled on a single frame is indicated generally by the
reference numeral 200. The top-left view is in its normal orientation. The top-right view is flipped horizontally. The bottom-
left view is flipped vertically. The bottom-right view is flipped both horizontally and vertically. Thus, if there are four views,
then a picture from each view is arranged in a super-frame like a tile. This results in a single un-coded input sequence
with a large resolution.

[0027] Alternatively, we can downsample the image to produce a smaller resolution. Thus, we create multiple se-
quences which each include different views that are tiled together. Each such sequence then forms a pseudo view,
where each pseudo view includes N different tiled views. FIG. 1 shows one pseudo-view, and FIG. 2 shows another
pseudo-view. These pseudo views can then be encoded using existing video coding standards such as the ISO/IEC
MPEG-2 Standard and the MPEG-4 AVC Standard.

[0028] Yetanotherapproach for multi-view prediction simply involves encoding the different views independently using
a new standard and, after decoding, tiling the views as required by the player.

[0029] Further, in another approach, the views can also be tiled in a pixel wise way. For example, in a super view that
is composed of four views, pixel (x, y) may be from view 0, while pixel (x+1, y) may be from view 1, pixel (x, y+1) may
be from view 2, and pixel (x+1, y+1) may be from view 3.

[0030] Many displays manufacturers use such a frame work of arranging or tiling different views on a single frame
and then extracting the views from their respective locations and rendering them. In such cases, there is no standard
way to determine if the bitstream has such a property. Thus, if a system uses the method of tiling pictures of different
views in a large frame, then the method of extracting the different views is proprietary.

[0031] However, there is no standard way to determine if the bitstream has such a property. We propose high level
syntax in order to facilitate the renderer or player to extract such information in order to assist in display or other post-
processing. It is also possible the sub-pictures have different resolutions and some upsampling may be needed to
eventually render the view. The user may want to have the method of upsample indicated in the high level syntax as
well. Additionally, parameters to change the depth focus can also be transmitted.

[0032] In an embodiment, we propose a new Supplemental Enhancement Information (SEI) message for signaling
multi-view information in a MPEG-4 AVC Standard compatible bitstream where each picture includes sub-pictures which
belong to a different view. The embodiment is intended, for example, for the easy and convenient display of multi-view
video streams on three-dimensional (3D) monitors which may use such a framework. The concept can be extended to
other video coding standards and recommendations signaling such information using high level syntax.

[0033] Moreover, in an embodiment, we propose a signaling method of how to arrange views before they are sent to
the multi-view video encoder and/or decoder. Advantageously, the embodiment may lead to a simplified implementation
of the multi-view coding, and may benefit the coding efficiency. Certain views can be put together and form a pseudo
view or super view and then the tiled super view is treated as a normal view by a common multi-view video encoder
and/or decoder, for example, as per the current MPEG-4 AVC Standard based implementation of multi-view video coding.
A new flag is proposed in the Sequence Parameter Set (SPS) extension of multi-view video coding to signal the use of
the technique of pseudo views. The embodiment is intended for the easy and convenient display of multi-view video
streams on 3D monitors which may use such a framework.

Encoding/decoding using a single-view video encoding/decoding standard/recommendation

[0034] In the current implementation of multi-video coding (MVC) based on the International Organization for Stand-
ardization/International Electrotechnical Commission (ISO/IEC) Moving Picture Experts Group-4 (MPEG-4) Part 10 Ad-
vanced Video Coding (AVC) standard/International Telecommunication Union, Telecommunication Sector (ITU-T) H.264
Recommendation (hereinafter the "MPEG-4 AVC Standard"), the reference software achieves multi-view prediction by
encoding each view with a single encoder and taking into consideration the cross-view references. Each view is coded
as a separate bitstream by the encoder in its original resolution and later all the bitstreams are combined to form a single
bitstream which is then decoded. Each view produces a separate YUV decoded output.

[0035] Another approach for multi-view prediction involves tiling the pictures from each view (sampled at the same
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time) on a larger frame or a super frame with a possible downsampling operation. Turning to FIG. 1, an example of four
views tiled on a single frame is indicated generally by the reference numeral 100. Turning to FIG. 2, an example of four
views flipped and tiled on a single frame is indicated generally by the reference numeral 200. Thus, if there are four
views, then a picture from each view is arranged in a super-frame like a tile. This results in a single un-coded input
sequence with a large resolution. This signal can then be encoded using existing video coding standards such as the
ISO/IEC MPEG-2 Standard and the MPEG-4 AVC Standard.

[0036] Yetanotherapproach for multi-view prediction simply involves encoding the different views independently using
a new standard and, after decoding, tiling the views as required by the player.

[0037] Many displays manufacturers use such a frame work of arranging or tiling different views on a single frame
and then extracting the views from their respective locations and rendering them. In such cases, there is no standard
way to determine if the bitstream has such a property. Thus, if a system uses the method of tiling pictures of different
views in a large frame, then the method of extracting the different views is proprietary.

[0038] Turning to FIG. 3, a video encoder capable of performing video encoding in accordance with the MPEG-4 AVC
standard is indicated generally by the reference numeral 300.

[0039] The video encoder 300 includes a frame ordering buffer 310 having an output in sighal communication with a
non-inverting input of a combiner 385. An output of the combiner 385 is connected in signal communication with a first
input of a transformer and quantizer 325. An output of the transformer and quantizer 325 is connected in signal com-
munication with a first input of an entropy coder 345 and a first input of an inverse transformer and inverse quantizer
350. An output of the entropy coder 345 is connected in signal communication with a first non-inverting input of a combiner
390. An output of the combiner 390 is connected in signal communication with a first input of an output buffer 335.
[0040] A first output of an encoder controller 305 is connected in signal communication with a second input of the
frame ordering buffer 310, a second input of the inverse transformer and inverse quantizer 350, an input of a picture-
type decision module 315, an input of a macroblock-type (MB-type) decision module 320, a second input of an intra
prediction module 360, a second input of a deblocking filter 365, a first input of a motion compensator 370, a first input
of a motion estimator 375, and a second input of a reference picture buffer 380.

[0041] A second output of the encoder controller 305 is connected in signal communication with a first input of a
Supplemental Enhancement Information (SEI) inserter 330, a second input of the transformer and quantizer 325, a
second input of the entropy coder 345, a second input of the output buffer 335, and an input of the Sequence Parameter
Set (SPS) and Picture Parameter Set (PPS) inserter 340.

[0042] A first output of the picture-type decision module 315 is connected in signal communication with a third input
of a frame ordering buffer 310. A second output of the picture-type decision module 315 is connected in signal commu-
nication with a second input of a macroblock-type decision module 320.

[0043] An output of the Sequence Parameter Set (SPS) and Picture Parameter Set (PPS) inserter 340 is connected
in signal communication with a third non-inverting input of the combiner 390. An output of the SEI Inserter 330 is connected
in signal communication with a second non-inverting input of the combiner 390.

[0044] An output of the inverse quantizer and inverse transformer 350 is connected in signal communication with a
first non-inverting input of a combiner 319. An output of the combiner 319 is connected in signal communication with a
first input of the intra prediction module 360 and a first input of the deblocking filter 365. An output of the deblocking filter
365 is connected in sighal communication with a first input of a reference picture buffer 380. An output of the reference
picture buffer 380 is connected in sighal communication with a second input of the motion estimator 375 and with a first
input of a motion compensator 370. A first output of the motion estimator 375 is connected in signal communication with
a second input of the motion compensator 370. A second output of the motion estimator 375 is connected in signal
communication with a third input of the entropy coder 345.

[0045] An output of the motion compensator 370 is connected in signal communication with a first input of a switch
397. An output of the intra prediction module 360 is connected in signal communication with a second input of the switch
397. An output of the macroblock-type decision module 320 is connected in signal communication with a third input of
the switch 397 in order to provide a control input to the switch 397. The third input of the switch 397 determines whether
or not the "data" input of the switch (as compared to the control input, i.e., the third input) is to be provided by the motion
compensator 370 or the intra prediction module 360. The output of the switch 397 is connected in signal communication
with a second non-inverting input of the combiner 319 and with an inverting input of the combiner 385.

[0046] Inputs of the frame ordering buffer 310 and the encoder controller 105 are available as input of the encoder
300, for receiving an input picture 301. Moreover, an input of the Supplemental Enhancement Information (SEI) inserter
330 is available as an input of the encoder 300, for receiving metadata. An output of the output buffer 335 is available
as an output of the encoder 300, for outputting a bitstream.

[0047] Turning to FIG. 4, a video decoder capable of performing video decoding in accordance with the MPEG-4 AVC
standard is indicated generally by the reference numeral 400.

[0048] The video decoder 400 includes an input buffer 410 having an output connected in signal communication with
a first input of the entropy decoder 445. A first output of the entropy decoder 445 is connected in signal communication
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with a first input of an inverse transformer and inverse quantizer 450. An output of the inverse transformer and inverse
quantizer 450 is connected in signal communication with a second non-inverting input of a combiner 425. An output of
the combiner 425 is connected in signal communication with a second input of a deblocking filter 465 and a first input
of an intra prediction module 460. A second output of the deblocking filter 465 is connected in signal communication
with a first input of a reference picture buffer 480. An output of the reference picture buffer 480 is connected in signal
communication with a second input of a motion compensator 470.

[0049] A second output of the entropy decoder 445 is connected in signal communication with a third input of the
motion compensator 470 and a first input of the deblocking filter 465. A third output of the entropy decoder 445 is
connected in signal communication with an input of a decoder controller 405. A first output of the decoder controller 405
is connected in signal communication with a second input of the entropy decoder 445. A second output of the decoder
controller 405 is connected in signal communication with a second input of the inverse transformer and inverse quantizer
450. A third output of the decoder controller 405 is connected in sighal communication with a third input of the deblocking
filter 465. A fourth output of the decoder controller 405 is connected in signal communication with a second input of the
intra prediction module 460, with a first input of the motion compensator 470, and with a second input of the reference
picture buffer 480.

[0050] An output of the motion compensator 470 is connected in signal communication with a first input of a switch
497. An output of the intra prediction module 460 is connected in signal communication with a second input of the switch
497. An output of the switch 497 is connected in signal communication with a first non-inverting input of the combiner 425.
[0051] An input of the input buffer 410 is available as an input of the decoder 400, for receiving an input bitstream. A
first output of the deblocking filter 465 is available as an output of the decoder 400, for outputting an output picture.
[0052] Turning to FIG. 5, an exemplary method for encoding pictures for a plurality of views using the MPEG-4 AVC
Standard is indicated generally by the reference numeral 500.

[0053] The method 500 includes a start block 502 that passes control to a function block 504. The function block 504
arranges each view at a particular time instance as a sub-picture in tile format, and passes control to a function block
506. The function block 506 sets a syntax element num_coded_views_minus1, and passes control to a function block
508. The function block 508 sets syntax elements org_pic_width_in_mbs_minus1 and org_pic_height_in_mbs_minus1,
and passes control to a function block 510. The function block 510 sets a variable i equal to zero, and passes control
to a decision block 512. The decision block 512 determines whether or not the variable i is less than the number of
views. If so, then control is passed to a function block 514. Otherwise, control is passed to a function block 524.
[0054] Thefunction block 514 sets a syntax element view_id[i], and passes control to a function block 516. The function
block 516 sets a syntax element num_parts[view_id[i]], and passes control to a function block 518. The function block
518 sets a variable j equal to zero, and passes control to a decision block 520. The decision block 520 determines
whether or notthe current value of the variable j is less than the current value of the syntax element num_parts[view_id[i]].
If so, then control.is passed to a function block 522. Otherwise, control is passed to a function block 528.

[0055] The function block 522 sets the following syntax elements, increments the variable j, and then returns control
to the decision block 520:

depth_flag[view_id[i]][j]; flip_dir[view_id[i]][]]; loc_left_offset[view_id[i]I[];
loc_top_offset[view_id[i]][j]; frame_crop_left_offset[view_id[il][]];
frame_crop_right_offset[view_id[i]][j]; frame_crop_top_offset[view_id[il][j]; and
frame_crop_bottom_offset[view_id[i]][j].

[0056] The function block 528 sets a syntax element upsample_view_flag[view_id[i]], and passes control to a decision
block 530. The decision block 530 determines whether or not the current value of the syntax element
upsample_view_flag[view_id[i]] is equal to one. If so, then control is passed to a function block 532. Otherwise, control
is passed to a decision block 534.

[0057] The function block 532 sets a syntax element upsample_filter[view_id[i]], and passes control to the decision
block 534.

[0058] The decision block 534 determines whether or not the current value of the syntax element
upsample_filter[view_id[i]] is equal to three. If so, then control is passed to a function block 536. Otherwise, control is
passed to a function block 540.

[0059] The function block 536 sets the following syntax elements and passes control to a function block 538:
vert_dim[view_id[i]]; hor_dim[view_id[i]]; and quantizer[view_id[i]].

[0060] The function block 538 sets the filter coefficients for each YUV component, and passes control to the function
block 540.

[0061] The function block 540 increments the variable i, and returns control to the decision block 512.

[0062] The function block 524 writes these syntax elements to at least one of the Sequence Parameter Set (SPS),
Picture Parameter Set (PPS), Supplemental Enhancement Information (SEI) message, Network Abstraction Layer (NAL)
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unit header, and slice header, and passes control to a function block 526. The function block 526 encodes each picture
using the MPEG-4 AVC Standard or other single view codec, and passes control to an end block 599.

[0063] Turning to FIG. 6, an exemplary method for decoding pictures for a plurality of views using the MPEG-4 AVC
Standard is indicated generally by the reference numeral 600.

[0064] The method 600 includes a start block 602 that passes control to a function block 604. The function block 604
parses the following syntax elements from at least one of the Sequence Parameter Set (SPS), Picture Parameter Set
(PPS), Supplemental Enhancement Information (SEI) message, Network Abstraction Layer (NAL) unit header, and slice
header, and passes control to a function block 606. The function block 606 parses a syntax element
num_coded_views_minus1, and passes control to a function block 608. The function block 608 parses syntax elements
org_pic_width_in_mbs_minus1 and org_pic_height_in_mbs_minus1, and passes control to a function block 610. The
function block 610 sets a variable i equal to zero, and passes control to a decision block 612. The decision block 612
determines whether or not the variable i is less than the number of views. If so, then control is passed to a function block
614. Otherwise, control is passed to a function block 624.

[0065] The function block 614 parses a syntax element view_id[i], and passes control to a function block 616. The
function block 616 parses a syntax element num_parts_minus1[view_id[i]], and passes control to a function block 618.
The function block 618 sets a variable j equal to zero, and passes control to a decision block 620. The decision block
620 determines whether or not the current value of the variable j is less than the current value of the syntax element
num_parts[view_id[i]]. If so, then control is passed to a function block 622. Otherwise, control is passed to a function
block 628.

[0066] The function block 622 parses the following syntax elements, increments the variable j, and then returns control
to the decision block 620:

depth_flag[view_id[i]][j]; flip_dir[view_id[i]][]]; loc_left_offset[view_id[i]I[];
loc_top_offset[view_id[i]][j]; frame_crop_left_offset[view_id[il][]];
frame_crop_right_offset[view_id[il][j], frame_crop_top_offset[view_id[il][j]; and
frame_crop_bottom_offset[view_id[i]][j].

[0067] The function block 628 parses a syntax element upsample_view_flag[view_id[i]], and passes control to a de-
cision block 630. The decision block 630 determines whether or not the current value of the syntax element
upsample_view_flag[view_id[i]] is equal to one. If so, then control is passed to a function block 632. Otherwise, control
is passed to a decision block 634.

[0068] The function block 632 parses a syntax element upsample_filter[view_id[i]], and passes control to the decision
block 634.

[0069] The decision block 634 determines whether or not the current value of the syntax element
upsample_filter[view_id[i]] is equal to three. If so, then control is passed to a function block 636. Otherwise, control is
passed to a function block 640.

[0070] The function block 636 parses the following syntax elements and passes control to a function block 638:
vert_dim[view_id[i]]; hor_dim[view_id[i]]; and quantizer[view_id[i]].

[0071] Thefunction block 638 parses the filter coefficients for each YUV component, and passes control to the function
block 640.

[0072] The function block 640 increments the variable i, and returns control to the decision block 612.

[0073] The function block 624 decodes each picture using the MPEG-4 AVC Standard or other single view codec,
and passes control to a function block 626. The function block 626 separates each view from the picture using the high
level syntax, and passes control to an end block 699.

[0074] Turning to FIG. 7, an exemplary method for encoding pictures for a plurality of views and depths using the
MPEG-4 AVC Standard is indicated generally by the reference numeral 700.

[0075] The method 700 includes a start block 702 that passes control to a function block 704. The function block 704
arranges each view and corresponding depth at a particular time instance as a sub-picture in tile format, and passes
control to a function block 706. The function block 706 sets a syntax element num_coded_views_minus1, and passes
control to a function block 708. The function block 708 sets syntax elements org_pic_width_in_mbs_minus1 and
org_pic_height_in_mbs_minus1, and passes control to a function block 710. The function block 710 sets a variable i
equal to zero, and passes control to a decision block 712. The decision block 712 determines whether or not the variable
i is less than the number of views. If so, then control is passed to a function block 714. Otherwise, control is passed to
a function block 724.

[0076] Thefunction block 714 sets a syntax element view_id[i], and passes control to a function block 716. The function
block 716 sets a syntax element num_parts[view_id[i]], and passes control to a function block 718. The function block
718 sets a variable j equal to zero, and passes control to a decision block 720. The decision block 720 determines
whether or notthe current value of the variable j is less than the current value of the syntax element num_parts[view_id[i]].
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If so, then control is passed to a function block 722. Otherwise, control is passed to a function block 728.
[0077] The function block 722 sets the following syntax elements, increments the variable j, and then returns control
to the decision block 720:

depth_flag[view_id[i]][j]; flip_dir[view_id[i]][]]; loc_left_offset[view_id[i]I[];
loc_top_offset[view_id[i][j]; frame_crop_left_offset[view_id[il][];
frame_crop_right_offset[view_id[i]][j]; frame_crop_top_offset[view_id[il][j]; and
frame_crop_bottom_offset[view_id[i]][j].

[0078] The function block 728 sets a syntax element upsample_view_flag[view_id[i]], and passes control to a decision
block 730. The decision block 730 determines whether or not the current value of the syntax element
upsample_view_flag[view_id[ij] is equal to one. If so, then control is passed to a function block 732. Otherwise, control
is passed to a decision block 734.

[0079] The function block 732 sets a syntax element upsample_filter[view_id[i]], and passes control to the decision
block 734.

[0080] The decision block 734 determines whether or not the current value of the syntax element
upsample_filter[view_id[i]] is equal to three. If so, then control is passed to a function block 736. Otherwise, control is
passed to a function block 740.

[0081] The function block 736 sets the following syntax elements and passes control to a function block 738:
vert_dim[view_id[i]]; hor_dim[view_id[i]]; and quantizer[view_id[i]].

[0082] The function block 738 sets the filter coefficients for each YUV component, and passes control to the function
block 740.

[0083] The function block 740 increments the variable i, and returns control to the decision block 712.

[0084] The function block 724 writes these syntax elements to at least one of the Sequence Parameter Set (SPS),
Picture Parameter Set (PPS), Supplemental Enhancement Information (SEI) message, Network Abstraction Layer (NAL)
unit header, and slice header, and passes control to a function block 726. The function block 726 encodes each picture
using the MPEG-4 AVC Standard or other single view codec, and passes control to an end block 799.

[0085] Turning to FIG. 8, an exemplary method for decoding pictures for a plurality of views and depths using the
MPEG-4 AVC Standard is indicated generally by the reference numeral 800.

[0086] The method 800 includes a start block 802 that passes control to a function block 804. The function block 804
parses the following syntax elements from at least one of the Sequence Parameter Set (SPS), Picture Parameter Set
(PPS), Supplemental Enhancement Information (SEI) message, Network Abstraction Layer (NAL) unit header, and slice
header, and passes control to a function block 806. The function block 806 parses a syntax element
num_coded_views_minus1, and passes control to a function block 808. The function block 808 parses syntax elements
org_pic_width_in_mbs_minus1 and org_pic_height_in_mbs_minus1, and passes control to a function block 810. The
function block 810 sets a variable i equal to zero, and passes control to a decision block 812. The decision block 812
determines whether or not the variable i is less than the number of views. If so, then control is passed to a function block
814. Otherwise, control is passed to a function block 824.

[0087] The function block 814 parses a syntax element view_id[i], and passes control to a function block 816. The
function block 816 parses a syntax element num_parts_minus1[view_id[i]], and passes control to a function block 818.
The function block 818 sets a variable j equal to zero, and passes control to a decision block 820. The decision block
820 determines whether or not the current value of the variable j is less than the current value of the syntax element
num_parts[view_id[i]]. If so, then control is passed to a function block 822. Otherwise, control is passed to a function
block 828.

[0088] Thefunction block 822 parses the following syntax elements, increments the variable j, and then returns control
to the decision block 820:

depth_flag[view_id[i]][j]; flip_dir[view_id[i]][]]; loc_left_offset[view_id[i]I[];
loc_top_offset[view_id[i]][j]; frame_crop_left_offset[view_id[il][]];
frame_crop_right_offset[view_id[i]][j]; frame_crop_top_offset[view_id[il][j]; and
frame_crop_bottom_offset[view_id[i]][j].

[0089] The function block 828 parses a syntax element upsampte_view_flag[view_id[i]], and passes control to a de-
cision block 830. The decision block 830 determines whether or not the current value of the syntax element
upsample_view_flag[view_id[i]] is equal to one. If so, then control is passed to a function block 832. Otherwise, control
is passed to a decision block 834.

[0090] The function block 832 parses a syntax element upsample_filter[view_id[i]], and passes control to the decision
block 834.
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[0091] The decision block 834 determines whether or not the current value of the syntax element
upsample_filter[view_id[i]] is equal to three. If so, then control is passed to a function block 836. Otherwise, control is
passed to a function block 840.

[0092] The function block 836 parses the following syntax elements and passes control to a function block 838:
vert_dim[view_id[i]]; hor_dim[view_id[i]]; and quantizer[view_id[i]].

[0093] Thefunction block 838 parses the filter coefficients for each YUV component, and passes control to the function
block 840.

[0094] The function block 840 increments the variable i, and returns control to the decision block 812.

[0095] The function block 824 decodes each picture using the MPEG-4 AVC Standard or other single view codec,
and passes control to a function block 826. The function block 826 separates each view and corresponding depth from
the picture using the high level syntax, and passes control to a function block 827. The function block 827 potentially
performs view synthesis using the extracted view and depth signals, and passes control to an end block 899.

[0096] With respect to the depth used in FIGs. 7 and 8, FIG. 9 shows an example of a depth signal 900, where depth
is provided as a pixel value for each corresponding location of an image (not shown). Further, FIG. 10 shows an example
of two depth signals included in a tile 1000. The top-right portion of tile 1000 is a depth signal having depth values
corresponding to the image on the top-left of tile 1000. The bottom-right portion of tile 1000 is a depth signal having
depth values corresponding to the image on the bottom-left of tile 1000.

[0097] Turningto FIG. 11, an example of 5 views tiled on a single frame is indicated generally by the reference numeral
1100. The top four views are in a normal orientation. The fifth view is also in a normal orientation, but is split into two
portions along the bottom of tile 1100. A left-portion of the fifth view shows the "top" of the fifth view, and a right-portion
of the fifth view shows the "bottom" of the fifth view.

Encoding/decoding using a multi-view video encoding/decoding standard/recommendation

[0098] TurningtoFIG. 12, an exemplary Multi-view Video Coding (MVC) encoder is indicated generally by the reference
numeral 1200. The encoder 1200 includes a combiner 1205 having an output connected in signal communication with
an input of a transformer 1210. An output of the transformer 1210 is connected in signal communication with an input
of quantizer 1215. An output of the quantizer 1215 is connected in signal communication with an input of an entropy
coder 1220 and an input of an inverse quantizer 1225. An output of the inverse quantizer 1225 is connected in signal
communication with an input of an inverse transformer 1230. An output of the inverse transformer 1230 is connected in
signal communication with a first non-inverting input of a combiner 1235. An output of the combiner 1235 is connected
in signal communication with an input of an intra predictor 1245 and an input of a deblocking filter 1250. An output of
the deblocking filter 1250 is connected in signal communication with an input of a reference picture store 1255 (for view
i). An output of the reference picture store 1255 is connected in signal communication with a first input of a motion
compensator 1275 and a first input of a motion estimator 1280. An output of the motion estimator 1280 is connected in
sighal communication with a second input of the motion compensator 1275

[0099] An output of a reference picture store 1260 (for other views) is connected in sighal communication with a first
input of a disparity estimator 1270 and a first input of a disparity compensator 1265. An output of the disparity estimator
1270 is connected in signal communication with a second input of the disparity compensator 1265.

[0100] An output of the entropy decoder 1220 is available as an output of the encoder 1200. A non-inverting input of
the combiner 1205 is available as an input of the encoder 1200, and is connected in sighal communication with a second
input of the disparity estimator 1270, and a second input of the motion estimator 1280. An output of a switch 1285 is
connected in signal communication with a second non-inverting input of the combiner 1235 and with an inverting input
of the combiner 1205. The switch 1285 includes a first input connected in signal communication with an output of the
motion compensator 1275, a second input connected in signal communication with an output of the disparity compensator
1265, and a third input connected in sighal communication with an output of the intra predictor 1245.

[0101] A mode decision module 1240 has an output connected to the switch 1285 for controlling which inputis selected
by the switch 1285.

[0102] TurningtoFIG. 13, an exemplary Multi-view Video Coding (MVC) decoder is indicated generally by the reference
numeral 1300. The decoder 1300 includes an entropy decoder 1305 having an output connected in signal communication
with an input of an inverse quantizer 1310. An output of the inverse quantizer is connected in signal communication with
an input of an inverse transformer 1315. An output of the inverse transformer 1315 is connected in signal communication
with a first non-inverting input of a combiner 1320. An output of the combiner 1320 is connected in signal communication
with an input of a deblocking filter 1325 and an input of an intra predictor 1330. An output of the deblocking filter 1325
is connected in signal communication with an input of a reference picture store 1340 (for view i). An output of the reference
picture store 1340 is connected in sighal communication with a first input of a motion compensator 1335.

[0103] An output of a reference picture store 1345 (for other views) is connected in sighal communication with a first
input of a disparity compensator 1350.
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[0104] Aninputof the entropy coder 1305 is available as an input to the decoder 1300, for receiving a residue bitstream.
Moreover, an input of a mode module 1360 is also available as an input to the decoder 1300, for receiving control syntax
to control which input is selected by the switch 1355. Further, a second input of the motion compensator 1335 is available
as an input of the decoder 1300, for receiving motion vectors. Also, a second input of the disparity compensator 1350
is available as an input to the decoder 1300, for receiving disparity vectors.

[0105] An output of a switch 1355 is connected in signal communication with a second non-inverting input of the
combiner 1320. A first input of the switch 1355 is connected in signal communication with an output of the disparity
compensator 1350. A second input of the switch 1355 is connected in signal communication with an output of the motion
compensator 1335. A third input of the switch 1355 is connected in signal communication with an output of the intra
predictor 1330. An output of the mode module 1360 is connected in signal communication with the switch 1355 for
controlling which input is selected by the switch 1355. An output of the deblocking filter 1325 is available as an output
of the decoder 1300.

[0106] Turning to FIG. 14, an exemplary method for processing pictures for a plurality of views in preparation for
encoding the pictures using the multi-view video coding (MVC) extension of the MPEG-4 AVC Standard is indicated
generally by the reference numeral 1400.

[0107] The method 1400 includes a start block 1405 that passes control to a function block 1410. The function block
1410 arranges every N views, among a total of M views, at a particular time instance as a super-picture in tile format,
and passes control to a function block 1415. The function block 1415 sets a syntax element num_coded_views_minus1,
and passes control to a function block 1420. The function block 1420 sets a syntax element view_id[i] for all
(num_coded_views_minus1 + 1) views, and passes control to a function block 1425. The function block 1425 sets the
inter-view reference dependency information for anchor pictures, and passes control to a function block 1430. The
function block 1430 sets the inter-view reference dependency information for non-anchor pictures, and passes control
to a function block 1435. The function block 1435 sets a syntax element pseudo_view_present_flag, and passes control
to a decision block 1440. The decision block 1440 determines whether or not the current value of the syntax element
pseudo_view_present_flag is equal to true. If so, then control is passed to a function block 1445. Otherwise, control is
passed to an end block 1499.

[0108] The function block 1445 sets the following syntax elements, and passes control to a function block 1450:
tiling_mode; org_pic_width_in_mbs_minus1; and org_pic_height_in_mbs_minus1. The function block 1450 calls a syn-
tax element pseudo_view_info(view_id) for each coded view, and passes control to the end block 1499.

[0109] Turning to FIG. 15, an exemplary method for encoding pictures for a plurality of views using the multi-view
video coding (MVC) extension of the MPEG-4 AVC Standard is indicated generally by the reference numeral 1500.
[0110] The method 1500 includes a start block 1502 that has an input parameter pseudo_view_id and passes control
to a function block 1504. The function block 1504 sets a syntax element num_sub_views_minus1, and passes control
to a function block 1506. The function block 1506 sets a variable i equal to zero, and passes control to a decision block
1508. The decision block 1508 determines whether or not the variable i is less than the number of sub_views. If so, then
control is passed to a function block 1510. Otherwise, control is passed to a function block 1520.

[0111] The function block 1510 sets a syntax element sub_view_id[i], and passes control to a function block 1512.
The function block 1512 sets a syntax element num_parts_minus1[sub_view_id[i]], and passes control to a function
block 1514. The function block 1514 sets a variable j equal to zero, and passes control to a decision block 1516. The
decision block 1516 determines whether or not the variable j is less than the syntax element
num_parts_minus1[sub_view_id[ i ]]. If so, then control is passed to a function block 1518. Otherwise, control is passed
to a decision block 1522.

[0112] The function block 1518 sets the following syntax elements, increments the variable j, and returns control to
the decision block 1516:

loc_left_offset[sub_view_id[i]][j]; loc_top_offset[sub_view_id[il][];
frame_crop_left_offset[sub_view_id[i]][j], frame_crop_right_offset[sub_view_id[i]l[j];
frame_crop_top_offset[sub_view_id[il][j]; and
frame_crop_bottom_offset[sub_view_id[i][j].

[0113] The function block 1520 encodes the current picture for the current view using multi-view video coding (MVC),
and passes control to an end block 1599.

[0114] The decision block 1522 determines whether or not a syntax element tiling_mode is equal to zero. If so, then
control is passed to a function block 1524. Otherwise, control is passed to a function block 1538.

[0115] The function block 1524 sets a syntax element flip_dir[sub_view_id[i]] and a syntax element
upsample_view_flag[sub_view_id[i]], and passes control to a decision block 1526. The decision block 1526 determines
whether or not the current value of the syntax element upsample_view_flag[sub_view_id[i]] is equal to one. If so, then
control is passed to a function block 1528. Otherwise, control is passed to a decision block 1530.
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[0116] The function block 1528 sets a syntax element

upsample_filter[sub_view_id][i]], and passes control to the decision block 1530. The decision block 1530 determines
whether or not a value of the syntax element upsample_filter[sub_view_id[i]] is equal to three. If so, the control is passed
to a function block 1532. Otherwise, control is passed to a function block 1536.

[0117] The function block 1532 sets the following syntax elements, and passes control to a function block 1534:
vert_dim[sub_view_id[i]]; hor_dim[sub_view_id[i]]; and quantizer[sub_view_id[i]]. The function block 1534 sets the filter
coefficients for each YUV component, and passes control to the function block 1536.

[0118] The function block 1536 increments the variable i, and returns control to the decision block 1508.

[0119] The function block 1538 sets a syntax element pixel_dist_x[sub_view_id[i]] and the syntax element
flip_dist_y[sub_view_id[i]]. and passes control to a function block 1540. The function block 1540 sets the variable j equal
to zero, and passes control to a decision block 1542. The decision block 1542 determines whether or not the current
value of the variable j is less than the current value of the syntax element num_parts[sub_view_id[i]]. If so, then control
is passed to a function block 1544. Otherwise, control is passed to the function block 1536.

[0120] Thefunctionblock 1544 sets a syntax element num_pixel_tiling_filter_coeffs_minus1[sub_view_id[i]], and pass-
es control to a function block 1546. The function block 1546 sets the coefficients for all the pixel tiling filters, and passes
control to the function block 1536.

[0121] Turning to FIG. 16, an exemplary method for processing pictures for a plurality of views in preparation for
decoding the pictures using the multi-view video coding (MVC) extension of the MPEG-4 AVC Standard is indicated
generally by the reference numeral 1600.

[0122] The method 1600 includes a start block 1605 that passes control to a function block 1615. The function block
1615 parses a syntax element

num_coded_views_minus1, and passes control to a function block 1620. The function block 1620 parses a syntax
element view_id[i] for all

(num_coded_views_minus1 + 1) views, and passes control to a function block 1625. The function block 1625 parses
the inter-view reference dependency information for anchor pictures, and passes control to a function block 1630. The
function block 1630 parses the inter-view reference dependency information for non-anchor pictures, and passes control
to a function block 1635. The function block 1635 parses a syntax element pseudo_view_present_flag, and passes
control to a decision block 1640. The decision block 1640 determines whether or not the current value of the syntax
element pseudo_view_present_flag is equal to true. If so, then control is passed to a function block 1645. Otherwise,
control is passed to an end block 1699.

[0123] The function block 1645 parses the following syntax elements, and passes control to a function block 1650:
tiling_mode; org_pic_width_in_mbs_minus1; and org_pic_height_in_mbs_minus1. The function block 1650 calls a syn-
tax element pseudo_view_info(view_id) for each coded view, and passes control to the end block 1699.

[0124] Turning to FIG. 17, an exemplary method for decoding pictures for a plurality of views using the multi-view
video coding (MVC) extension of the MPEG-4 AVC Standard is indicated generally by the reference numeral 1700.
[0125] The method 1700 includes a start block 1702 that starts with input parameter pseudo_view_id and passes
control to a function block 1704. The function block 1704 parses a syntax element num_sub_views_minus1, and passes
control to a function block 1706. The function block 1706 sets a variable i equal to zero, and passes control to a decision
block 1708. The decision block 1708 determines whether or not the variable i is less than the number of sub_views. If
so, then control is passed to a function block 1710. Otherwise, control is passed to a function block 1720.

[0126] The function block 1710 parses a syntax element sub_view_id[i], and passes control to a function block 1712.
The function block 1712 parses a syntax element num_parts_minus1[sub_view_id[i]], and passes control to a function
block 1714. The function block 1714 sets a variable j equal to zero, and passes control to a decision block 1716. The
decision block 1716 determines whether or not the variable j is less than the syntax element
num_parts_minus1[sub_view_id[ i ]]. If so, then control is passed to a function block 1718. Otherwise, control is passed
to a decision block 1722.

[0127] The function block 1718 sets the following syntax elements, increments the variable j, and returns control to
the decision block 1716:

loc_left_offset[sub_view_id[i]][j]; loc_top_offset[sub_view_id[il][];
frame_crop_left_offset[sub_view_id[i]][j]; frame_crop_right_offset[sub_view_id[i]l[j];
frame_crop_top_offset[sub_view_id[il][j]; and
frame_crop_bottom_offset[sub_view_id[i][j].

[0128] The function block 1720 decodes the current picture for the current view using multi-view video coding (MVC),
and passes control to a function block 1721. The function block 1721 separates each view from the picture using the
high level syntax, and passes control to an end block 1799.

[0129] The separation of each view from the decoded picture is done using the high level syntax indicated in the
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bitstream. This high level syntax may indicate the exact location and possible orientation of the views (and possible
corresponding depth) present in the picture.

[0130] The decision block 1722 determines whether or not a syntax element tiling_mode is equal to zero. If so, then
control is passed to a function block 1724. Otherwise, control is passed to a function block 1738.

[0131] The function block 1724 parses a syntax element flip_dir[sub_view_id[i]] and a syntax element
upsample_view_flag[sub_view_id[i]], and passes control to a decision block 1726. The decision block 1726 determines
whether or not the current value of the syntax element upsample_view_flag[sub_view_id[i]] is equal to one. If so, then
control is passed to a function block 1728. Otherwise, control is passed to a decision block 1730.

[0132] The function block 1728 parses a syntax element

upsample_filter[sub_view_id][i]], and passes control to the decision block 1730. The decision block 1730 determines
whether or not a value of the syntax element upsample_filter[sub_view_id[i]] is equal to three. If so, the control is passed
to a function block 1732. Otherwise, control is passed to a function block 1736.

[0133] The function block 1732 parses the following syntax elements, and passes control to a function block 1734:
vert_dim[sub_view_id[i]]; hor_dim[sub_view_id[i]]; and quantizer[sub_view_id[i]]. The function block 1734 parses the
filter coefficients for each YUV component, and passes control to the function block 1736.

[0134] The function block 1736 increments the variable i, and returns control to the decision block 1708.

[0135] The function block 1738 parses a syntax element pixet_dist_x[sub_view_id[i]] and the syntax element
flip_dist_y[sub_view_id[i]], and passes control to a function block 1740. The function block 1740 sets the variable j equal
to zero, and passes control to a decision block 1742. The decision block 1742 determines whether or not the current
value of the variable j is less than the current value of the syntax element num_parts[sub_view_id[i]]. If so, then control
is passed to a function block 1744. Otherwise, control is passed to the function block 1736.

[0136] The function block 1744 parses a syntax element

num_pixel_tiling_filter_coeffs_minus1[sub_view_id[i]], and passes control to a function block 1746. The function block
1776 parses the coefficients for all the pixel tiling filters, and passes control to the function block 1736.

[0137] Turningto FIG. 18, an exemplary method for processing pictures for a plurality of views and depths in preparation
for encoding the pictures using the multi-view video coding (MVC) extension of the MPEG-4 AVC Standard is indicated
generally by the reference numeral 1800.

[0138] The method 1800 includes a start block 1805 that passes control to a function block 1810. The function block
1810 arranges every N views and depth maps, among a total of M views and depth maps, at a particular time instance
as a super-picture in tile format, and passes control to a function block 1815. The function block 1815 sets a syntax
element num_coded_views_minus1, and passes control to a function block 1820. The function block 1820 sets a syntax
element view_id[i] for all (num_coded_views_minus1 + 1) depths corresponding to view_id[i], and passes control to a
function block 1825. The function block 1825 sets the inter-view reference dependency information for anchor depth
pictures, and passes control to a function block 1830. The function block 1830 sets the inter-view reference dependency
information for non-anchor depth pictures, and passes control to a function block 1835. The function block 1835 sets a
syntax element pseudo_view_present_flag, and passes control to a decision block 1840. The decision block 1840
determines whether or not the current value of the syntax element pseudo_view_present_flag is equal to true. If so, then
control is passed to a function block 1845. Otherwise, control is passed to an end block 1899.

[0139] The function block 1845 sets the following syntax elements, and passes control to a function block 1850:
tiling_mode; org_pic_width_in_mbs_minus1; and org_pic_height_in_mbs_minus1. The function block 1850 calls a syn-
tax element pseudo_view_info(view_id) for each coded view, and passes control to the end block 1899.

[0140] Turning to FIG. 19, an exemplary method for encoding pictures for a plurality of views and depths using the
multi-view video coding (MVC) extension of the MPEG-4 AVC Standard is indicated generally by the reference numeral
1900.

[0141] The method 1900 includes a start block 1902 that passes control to a function block 1904. The function block
1904 sets a syntax element

num_sub_views_minus1, and passes control to a function block 1906. The function block 1906 sets a variable i equal
to zero, and passes control to a decision block 1908. The decision block 1908 determines whether or not the variable i
is less than the number of sub_views. If so, then control is passed to a function block 1910. Otherwise, control is passed
to a function block 1920.

[0142] The function block 1910 sets a syntax element sub_view_id[i], and passes control to a function block 1912.
The function block 1912 sets a syntax element num_parts_minus1[sub_view_id[ i ]], and passes control to a function
block 1914. The function block 1914 sets a variable j equal to zero, and passes control to a decision block 1916. The
decision block 1916 determines whether or not the variable j is less than the syntax element
num_parts_minus1[sub_view_id[ i ]]. If so, then control is passed to a function block 1918. Otherwise, control is passed
to a decision block 1922.

[0143] The function block 1918 sets the following syntax elements, increments the variable j, and returns control to
the decision block 1916:
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loc_left_offset[sub_view_id[i]][j]; loc_top_offset[sub_view_id[il][];
frame_crop_left_offset[sub_view_id[i]][j]; frame_crop_right_offset[sub_view_id[i]l[j];
frame_crop_top_offset[sub_view_id[il][j]; and
frame_crop_bottom_offset[sub_view_id[i][j].

[0144] The function block 1920 encodes the current depth for the current view using multi-view video coding (MVC),
and passes control to an end block 1999. The depth signal may be encoded similar to the way its corresponding video
signal is encoded. For example, the depth signal for a view may be included on a tile that includes only other depth
signals, or only video signals, or both depth and video signals. The tile (pseudo-view) is then treated as a single view
for MVC, and there are also presumably other tiles that are treated as other views for MVC.

[0145] The decision block 1922 determines whether or not a syntax element tiling_mode is equal to zero. If so, then
control is passed to a function block 1924. Otherwise, control is passed to a function block 1938.

[0146] The function block 1924 sets a syntax element flip_dir[sub_view_id[i]] and a syntax element
upsample_view_flag[sub_view_id[i]], and passes control to a decision block 1926. The decision block 1926 determines
whether or not the current value of the syntax element upsample_view_flag[sub_view_id[i]] is equal to one. If so, then
control is passed to a function block 1928. Otherwise, control is passed to a decision block 1930.

[0147] The function block 1928 sets a syntax element

upsample_filter[sub_view_id][i]], and passes control to the decision block 1930. The decision block 1930 determines
whether or not a value of the syntax element upsample_filter[sub_view_id[i]] is equal to three. If so, the control is passed
to a function block 1932. Otherwise, control is passed to a function block 1936.

[0148] The function block 1932 sets the following syntax elements, and passes control to a function block 1934:
vert_dim[sub_view_id[i]]; hor_dim[sub_view_id[i]]; and quantizer[sub_view_id[i]]. The function block 1934 sets the filter
coefficients for each YUV component, and passes control to the function block 1936.

[0149] The function block 1936 increments the variable i, and returns control to the decision block 1908.

[0150] The function block 1938 sets a syntax element pixel_dist_x[sub_view_id[i]] and the syntax element
flip_dist_y[sub_view_id[i]], and passes control to a function block 1940. The function block 1940 sets the variable j equal
to zero, and passes control to a decision block 1942. The decision block 1942 determines whether or not the current
value of the variable j is less than the current value of the syntax element num_parts[sub_view_id[i]]. If so, then control
is passed to a function block 1944. Otherwise, control is passed to the function block 1936.

[0151] The function block 1944 sets a syntax element

num_pixel_tiling_filter_coeffs_minus1[sub_view_id[i]], and passes control to a function block 1946. The function block
1946 sets the coefficients for all the pixel tiling filters, and passes control to the function block 1936.

[0152] Turningto FIG. 20, an exemplary method for processing pictures for a plurality of views and depths in preparation
for decoding the pictures using the multi-view video coding (MVC) extension of the MPEG-4 AVC Standard is indicated
generally by the reference numeral 2000.

[0153] The method 2000 includes a start block 2005 that passes control to a function block 2015. The function block
2015 parses a syntax element

num_coded_views_minus1, and passes control to a function block 2020. The function block 2020 parses a syntax
element view_id[i] for all

(num_coded_views_minus1 + 1) depths corresponding to view_id[i], and passes control to a function block 2025. The
function block 2025 parses the inter-view reference dependency information for anchor depth pictures, and passes
control to a function block 2030. The function block 2030 parses the inter-view reference dependency information for
non-anchor depth pictures, and passes control to a function block 2035. The function block 2035 parses a syntax element
[0154] pseudo_view_present_flag, and passes control to a decision block 2040. The decision block 2040 determines
whether or not the current value of the syntax element pseudo_view_present_flag is equal to true. If so, then control is
passed to a function block 2045. Otherwise, control is passed to an end block 2099.

[0155] The function block 2045 parses the following syntax elements, and passes control to a function block 2050:
tiling_mode; org_pic_width_in_mbs_minus1; and org_pic_height_in_mbs_minus1. The function block 2050 calls a syn-
tax element pseudo_view_info(view_id) for each coded view, and passes control to the end block 2099.

[0156] Turning to FIG. 21, an exemplary method for decoding pictures for a plurality of views and depths using the
multi-view video coding (MVC) extension of the MPEG-4 AVC Standard is indicated generally by the reference numeral
2100.

[0157] The method 2100 includes a start block 2102 that starts with input parameter pseudo_view_id, and passes
control to a function block 2104. The function block 2104 parses a syntax element num_sub_views_minus1, and passes
control to a function block 2106. The function block 2106 sets a variable i equal to zero, and passes control to a decision
block 2108. The decision block 2108 determines whether or not the variable i is less than the number of sub_views. If
so, then control is passed to a function block 2110. Otherwise, control is passed to a function block 2120.

[0158] The function block 2110 parses a syntax element sub_view_id[i], and passes control to a function block 2112.
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The function block 2112 parses a syntax element num_parts_minus1[sub_view_id[ i]], and passes control to a function
block 2114. The function block 2114 sets a variable j equal to zero, and passes control to a decision block 2116. The
decision block 2116 determines whether or not the variable j is less than the syntax element
num_parts_minus1[sub_view_id[ i ]]. If so, then control is passed to a function block 2118. Otherwise, control is passed
to a decision block 2122.

[0159] The function block 2118 sets the following syntax elements, increments the variable j, and returns control to
the decision block 2116:

loc_left_offset[sub_view_id[i]][j]; loc_top_offset[sub_view_id[il][];
frame_crop_left_offset[sub_view_id[i]][j]; frame_crop_right_offset[sub_view_id[i]l[j];
frame_crop_top_offset[sub_yiew_id[il][j]; and
frame_crop_bottom_offset[sub_view_id[i][j].

[0160] The function block 2120 decodes the current picture using multi-view video coding (MVC), and passes control
to a function block 2121. The function block 2121 separates each view from the picture using the high level syntax, and
passes control to an end block 2199. The separation of each view using high level syntax is as previously described.
[0161] The decision block 2122 determines whether or not a syntax element tiling_mode is equal to zero. If so, then
control is passed to a function block 2124. Otherwise, control is passed to a function block 2138.

[0162] The function block 2124 parses a syntax element flip_dir[sub_view_id[i]] and a syntax element
upsample_view_flag[sub_view_id[i]], and passes control to a decision block 2126. The decision block 2126 determines
whether or not the current value of the syntax element upsample_view_flag[sub_view_id[i]] is equal to one. If so, then
control is passed to a function block 2128. Otherwise, control is passed to a decision block 2130.

[0163] The function block 2128 parses a syntax element

upsample_filter[sub_view_id[i]], and passes control to the decision block 2130. The decision block 2130 determines
whether or not a value of the syntax element upsample_filter[sub_view_id[i]] is equal to three. If so, the control is passed
to a function block 2132. Otherwise, control is passed to a function block 2136.

[0164] The function block 2132 parses the following syntax elements, and passes control to a function block 2134:
vert_dim[sub_view_id[i]]; hor_dim[sub_view_id[i]]; and quantizer[sub_view_id[i]]. The function block 2134 parses the
filter coefficients for each YUV component, and passes control to the function block 2136.

[0165] The function block 2136 increments the variable i, and returns control to the decision block 2108.

[0166] The function block 2138 parses a syntax element pixel_dist_x[sub_view_id[i]] and the syntax element
flip_dist_y[sub_view_id[i]], and passes control to a function block 2140. The function block 2140 sets the variable j equal
to zero, and passes control to a decision block 2142. The decision block 2142 determines whether or not the current
value of the variable j is less than the current value of the syntax element num_parts[sub_view_id[i]]. If so, then control
is passed to a function block 2144. Otherwise, control is passed to the function block 2136.

[0167] The function block 2144 parses a syntax element

num_pixel_tiling_filter_coeffs_minus1[sub_view_id[i]], and passes control to a function block 2146. The function block
2146 parses the coefficients for all the pixel tiling filters, and passes control to the function block 2136.

[0168] Turning to FIG. 22, tiling examples at the pixel level are indicated generally by the reference numeral 2200.
FIG. 22 is described further below.

VIEW TILING USING MPEG-4 AVC OR MVC

[0169] An application of multi-view video coding is free view point TV (or FTV). This application requires that the user
can freely move between two or more views. In order to accomplish this, the "virtual" views in between two views need
to be interpolated or synthesized. There are several methods to perform view interpolation. One of the methods uses
depth for view interpolation/synthesis.

[0170] Each view can have an associated depth signal. Thus, the depth can be considered to be another form of video
signal. FIG. 9 shows an example of a depth signal 900. In order to enable applications such as FTV, the depth signal is
transmitted along with the video signal. In the proposed framework of tiling, the depth signal can also be added as one
of the tiles. FIG. 10 shows an example of depth signals added as tiles. The depth signals/tiles are shown on the right
side of FIG. 10.

[0171] Once the depth is encoded as a tile of the whole frame, the high level syntax should indicate which tile is the
depth signal so that the renderer can use the depth signal appropriately.

[0172] Inthe case when the input sequence (such as that shown in FIG. 1) is encoded using a MPEG-4 AVC Standard
encoder (or an encoder corresponding to a different video coding standard and/or recommendation), the proposed high
level syntax may be present in, for example, the Sequence Parameter Set (SPS), the Picture Parameter Set (PPS), a
slice header, and/or a Supplemental Enhancement Information (SEI) message. An embodiment of the proposed method
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is shown in TABLE 1 where the syntax is present in a Supplemental Enhancement Information (SEI) message.

[0173] In the case when the input sequences of the pseudo views (such as that shown in FIG. 1) is encoded using
the multi-view video coding (MVC) extension of the MPEG-4 AVC Standard encoder (or an encoder corresponding to
multi-view video coding standard with respect to a different video coding standard and/or recommendation), the proposed
high level syntax may be presentinthe SPS, the PPS, slice header, an SEl message, or a specified profile. An embodiment
of the proposed method is shown in TABLE 1. TABLE 1 shows syntax elements present in the Sequence Parameter
Set (SPS) structure, including syntax elements proposed in accordance with an embodiment of the present principles.

TABLE 1

seq_parameter_set_mvc_extension() { Cc Descriptor

num_views_minus_1 ue(v)

for(i = 0; i <= num_views_minus_1; i++)

view_id[i] ue(v)

for(i = 0; i <= num_views_minus_1; i++) {

num_anchor_refs_IO[i] ue(v)

for(j = 0;j < num_anchor_refs_IO[i]; j++ )

anchor_ref_I0[i][j] ue(v)

num_anchor_refs_I1]i] ue(v)

for(j = 0; j < num_anchor_refs_I1[i]; j++ )

anchor_ref_I1[i][j] ue(v)

}

for(i = 0; i <= num_views_minus_1; i++) {

num_non_anchor_refs_|0[i] ue(v)

for(j=0;j<num_non_anchor_refs_IO[i]; j++ )

non_anchor_ref_IO[i][j] ue(v)

num_non_anchor_refs_I1[i] ue(v)

for(j=0;j<num_non_anchor_refs_I1[i]; j++ )

non_anchor_ref_I1[i][j] ue(v)

}

pseudo_view_present_flag u(1)

if (pseudo_view_present_flag) {

tiling_mode

org_pic_width_in_mbs_minus1

org_pic_height_in_mbs_minus1

for(i=0;i<num_views_minus_1; i++)

pseudo_view_info(i);

[0174] TABLE 2 shows syntax elements for the pseudo_view_info syntax element of TABLE 1, in accordance with an
embodiment of the present principles.

TABLE 2

pseudo_view_info (pseudo_view_id) { | Cc |Descriptor
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(continued)

num_sub_views_minus_1[pseudo_view_id] 5 ue(v)
if (num_sub_views_minus_1'=0) {
for (i = 0; i < num_sub_views_minus_1[pseudo_view_id]; i**) {
sub_view_id[i] 5 ue(v)
num_parts_minus1[sub_view_id[i ]] 5 ue(v)
for(j = 0; j <= num_parts_minus1[sub_view_id[i 1]; j++ ) {
loc_left_offset[sub_view_id[i]] []] 5 ue(v)
loc_top_offset[sub_view_id[i]] [j] 5 ue(v)
frame_crop_left_offset[sub_view_id[i]1[]] 5 ue(v)
frame_crop_right_offset[sub_view_id[i]] [j ] 5 ue(v)
frame_crop_top_offset[sub_view_id[i]] []] 5 ue(v)
frame_crop_bottom_offset[sub_view_id[i]] [j] 5 ue(v)
}
if (tiling_mode == 0) {
flip_dir[sub_view_id[i ][] ] 5 u(2)
upsample_view_flag[sub_view_id[i]] 5 u(1)
if(lupsample_view_flag[sub_view_id[i ]])
upsample_filter[sub_view_id[ i 1] 5 u(2)
if(lupsample_fiter[sub_view_id[i]] == 3) {
vert_dim[sub_view_id[i]] 5 ue(v)
hor_dim[sub_view_id[i]] 5 ue(v)
quantizer[sub_view_id[i]] 5 ue(v)
for (yuv= 0; yuv< 3; yuv++) {
for (y = 0; y < vert_dim[sub_viewjd[i]] - 1; y ++) {
for (x = 0; x < hor_dim[sub_view_id[i]] - 1; x ++)
filter_coeffs[sub_view_id[i]] [yuv][y][x] 5 | se(v)

}

} /7 if(tiling_mode == 0)

else if (tiling_mode == 1) {

pixel_dist_x[sub_view_id[i]]

pixel_dist_y[sub_view_id[i]]

for(j = 0;j <= num_parts[sub_view_id[ i 1]; j++ ) {

num_pixel_tiling_filter_coeffs_minus1[sub_view_id[i] ][j]

for (coeff_idx = 0; coeff_idx <= num
pixel_tiling_filter_coeffs_minus1[sub_view_id[ i [j]; j+*)

pixel_tiling_filter_coeffs[sub_view_id[il][i]

Y/ for (j = 0; j <= num_arts[sub_view_id[i J]; j++ )
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(continued)

Y11 else if (tiling_mode == 1)

Y/ for (i=0;i<num_sub_views_minus_1; i++)

Y1 if (num_sub_views_minus_1 != 0)

Semantics of the syntax elements presented in TABLE 1 and TABLE 2

[0175] pseudo_view_present_flag equal to true indicates that some view is a super view of multiple sub-views.
[0176] tiling_mode equal to O indicates that the sub-views are tiled at the picture level. A value of 1 indicates that the
tiling is done at the pixel level.

[0177] The new SEl message could use a value for the SEI payload type that has not been used in the MPEG-4 AVC
Standard or an extension of the MPEG-4 AVC Standard. The new SEl message includes several syntax elements with
the following semantics.

num_coded_views_minus1 plus 1 indicates the number of coded views supported by the bitstream. The value of
num_coded_views_minus1 is in the scope of 0 to 1023, inclusive.

org_pic_width_in_mbs_minus1 plus 1 specifies the width of a picture in each view in units of macroblocks.

[0178] The variable for the picture width in units of macroblocks is derived as follows:

PicWidthinMbs = org_pic_width_in_mbs_minus1 + 1

[0179] The variable for picture width for the luma component is derived as follows:

PicWidthInSamplesL = PicWidthInMbs * 16

[0180] The variable for picture width for the chroma components is derived as follows:

PicWidthinSamplesC = PicWidthinMbs * MbWidthC

org_pic_height_in_mbs_minus1 plus 1 specifies the height of a picture in each view in units of macroblocks.
[0181] The variable for the picture height in units of macroblocks is derived as follows:

PicHeightinMbs = org_pic_height_in_mbs_minus1 + 1

[0182] The variable for picture height for the luma component is derived as follows:

PicHeightinSamplesL = PicHeightinMbs * 16

[0183] The variable for picture height for the chroma components is derived as follows:

PicHeightinSamplesC = PicHeightinMbs * MbHeightC

num_sub_views_minus1 plus 1 indicates the number of coded sub-views included in the current view. The value of
num_coded_views_minus1 is in the scope of 0 to 1023, inclusive.

sub_view_id[i] specifies the sub_view_id of the sub-view with decoding order indicated by i.

num_parts[sub_view_id[i]] specifies the number of parts that the picture of sub_view_id[i] is split up into.
loc_left_offset[sub_view_id[i]][j] and loc_top_offset[sub_view_id[i]][j] specify the locations in left and top pixels offsets,
respectively, where the current part j is located in the final reconstructed picture of the view with sub_view_id equal to
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sub_view_id[i].

view_id[i] specifies the view_id of the view with coding order indicate by i.

frame_crop_left_offset[view_id[i]][j]l, frame_crop_right_offset[view_id[i]l[]], frame_crop_top_offset[view_id[i]l[j], and
frame_crop_bottom_offset[view_id][i]][j] specify the samples of the pictures in the coded video sequence that are part of
num_part j and view_id i, in terms of a rectangular region specified in frame coordinates for output.

[0184] The variables CropUnitX and CropUnitY are derived as follows:

If chroma_format_idc is equal to 0, CropUnitX and CropUnitY are derived as follows:

CropUnitX = 1

CropUnitY = 2 — frame_mbs_only_flag

Otherwise (chroma_format_idc is equal to 1, 2, or 3), CropUnitX and CropUnitY are derived as follows:

CropUnitX = SubWidthC

CropUnitY = SubHeightC * (2 — frame_mbs_only_flag)

[0185] The frame cropping rectangle includes luma samples with horizontal frame coordinates from the following:

CropUnitX * frame_crop_left_offset to PicWidthInSamplesL - (CropUnitX * frame_crop_right_offset + 1) and vertical
frame coordinates from CropUnitY * frame_crop_top_offset to (16 * FrameHeightinMbs) - (CropUnitY *
frame_crop_bottom_offset + 1), inclusive. The value of frame_crop_left_offset shall be in the range of 0 to
(PicWidthinSamplesL / CropUnitX) - (frame_crop_right_offset + 1), inclusive; and the value of frame_crop_top_offset
shall be in the range of 0 to (16 * FrameHeightinMbs / CropUnitY) - (frame_crop_bottom_offset + 1), inclusive.

[0186] When chroma_format_idc is not equal to 0, the corresponding specified samples of the two chroma arrays are
the samples having frame coordinates (x / SubWidthC, y / SubHeightC), where (x, y) are the frame coordinates of the
specified luma samples.

[0187] For decoded fields, the specified samples of the decoded field are the samples that fall within the rectangle
specified in frame coordinates.

num_parts[view_id[i]] specifies the number of parts that the picture of view_id[i] is split up into.

depth_flag[view_id[i]] specifies whether or not the current part is a depth signal. If depth_flag is equal to 0, then the
current part is not a depth signal. If depth_flag is equal to 1, then the current part is a depth signal associated with the
view identified by view_id[i].

flip_dir[sub_view_id[il][j] specifies the flipping direction for the current part. flip_dir equal to 0 indicates no flipping, flip_dir
equal to 1 indicates flipping in a horizontal direction, flip_dir equal to 2 indicates flipping in a vertical direction, and flip_dir
equal to 3 indicates flipping in horizontal and vertical directions.

flip_dir[view_id[i]][j] specifies the flipping direction for the current part. flip_dir equal to 0 indicates no flipping, flip_dir
equal to 1 indicates flipping in a horizontal direction, flip_dir equal to 2 indicates flipping in vertical direction, and flip_dir
equal to 3 indicates flipping in horizontal and vertical directions.

loc_left_offset[view_id[i]][j], loc_top_offset[view_id[i]][j] specifies the location in pixels offsets, where the current part j is
located in the final reconstructed picture of the view with view_id equals to view_id[i]

upsample_view_flag[view_id[i]] indicates whether the picture belonging to the view specified by view_id[i] needs to be
upsampled. upsample_view_flag[view_id[i]] equal to 0 specifies that the picture with view_id equal to view_id[i] will not
be upsampled. upsample_view_flag[view_id[i]] equal to 1 specifies that the picture with view_id equal to view_id[i] will
be upsampled.

upsample_filter[view_id[i]] indicates the type of filter that is to be used for upsampling. upsample_filter[view_id[i]] equals
to O indicates that the 6-tap AVC filter should be used, upsample_filter[view_id[i]] equals to 1 indicates that the 4-tap
SVC filter should be used, upsample_filter[view_id[i]] 2 indicates that the bilinear filter should be used,
upsample_filter[view_id[i]] equals to 3 indicates that custom filter coefficients are transmitted. When
upsample_fiter[view_id[i]] is not present it is set to 0. In this embodiment, we use 2D customized filter. It can be easily
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extended to 1 D filter, and some other nonlinear filter.

vert_dim[view_id[i]] specifies the vertical dimension of the custom 2D filter.

hor_dim[view_id[i]] specifies the horizontal dimension of the custom 2D filter.

quantizer[view_id[i]] specifies the quantization factor for each filter coefficient.

filter_coeffs[view_id[i]] [yuvllyl[x] specifies the quantized filter coefficients. yuv signals the component for which the filter
coefficients apply. yuv equal to 0 specifies the Y component, yuv equal to 1 specifies the U component, and yuv equal
to 2 specifies the V component.

pixel_dist_x[sub_view_id[i]] and pixel_dist_y[sub_view_id[i]] respectively specify the distance in the horizontal direction
and the vertical direction in the final reconstructed pseudo view between neighboring pixels in the view with sub_view_id
equal to sub_view_id[i].

num_pixel_tiling_filter_coeffs_minus1[sub_view_id[i][j] plus one indicates the number of the filter coefficients when the
tiling mode is set equal to 1.

pixel_tiling_filter_coeffs[sub_view_id[i][j] signals the filter coefficients that are required to represent a filter that may be
used to filter the tiled picture.

Tiling examples at pixel level
[0188] Turning to FIG. 22, two examples showing the composing of a pseudo view by tiling pixels from four views are
respectively indicated by the reference numerals 2210 and 2220, respectively. The four views are collectively indicated

by the reference numeral 2250. The syntax values for the first example in FIG. 22 are provided in TABLE 3 below.

TABLE 3

pseudo_view_info (pseudo_view_id) { Value

num_sub_views_minus_1 [pseudo_view_id]

sub_view_id[0]

num_parts_minus1[0]
loc_left_offset[0][0]
loc_top_offset[0][0]
pixel_dist_x[0][0]
pixel_dist_y[0][0]

sub_view_id[1]

oO|lo|o|l|OoO|]OoO|O|]O|O|Ww

num_parts_minus1[1]
loc_left_offset[1][0]
loc_top_offset[1][0]
pixel_dist_x[1][0]
pixel_dist_y[1][0]

—

sub_view_id[2]

num_parts_minus1[2]
loc_left_offset[2][0]
loc_top_offset[2][0]
pixel_dist_x[2][0]
pixel_dist_y[2][0]

Ol O|O|lO| O] O

—

sub_view_id[3]

Ol O| O] O

num_parts_minus1[3]
loc_left_offset[3][0] 1
loc_top_offset[3][0] 1
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(continued)

pixel_dist_x[3][0] 0
pixel_dist_y[3][0] 0

[0189] The syntax values for the second example in FIG. 22 are all the same except the following two syntax elements:
loc_left_offset[3][0] equal to 5 and loc_top_offset[3][0] equal to 3.

[0190] The offset indicates that the pixels corresponding to a view should begin at a certain offset location. This is
shown in FIG. 22 (2220). This may be done, for example, when two views produce images in which common objects
appear shifted from one view to the other. For example, if first and second cameras (representing first and second views)
take pictures of an object, the object may appear to be shifted five pixels to the right in the second view as compared
to the first view. This means that pixel(i-5, j) in the first view corresponds to pixel(i, j) in the second view. If the pixels of
the two views are simply tiled pixel-by-pixel, then there may not be much correlation between neighboring pixels in the
tile, and spatial coding gains may be small. Conversely, by shifting the tiling so that pixel(i-5, j) from view one is placed
next to pixel(i, j) from view two, spatial correlation may be increased and spatial coding gain may also be increased.
This follows because, for example, the corresponding pixels for the object in the first and second views are being tiled
next to each other.

[0191] Thus,the presence of loc_left_offsetand loc_top_offset may benefitthe coding efficiency. The offset information
may be obtained by external means. For example, the position information of the cameras or the global disparity vectors
between the views may be used to determine such offset information.

[0192] As aresultof offsetting, some pixels in the pseudo view are not assigned pixel values from any view. Continuing
the example above, when tiling pixel(i-5, j) from view one alongside pixel(i, j) from view two, for values of i=0 ... 4 there
is no pixel(i-5, j) from view one to tile, so those pixels are empty in the tile. For those pixels in the pseudo-view (tile) that
are not assigned pixel values from any view, at least one implementation uses an interpolation procedure similar to the
sub-pixel interpolation procedure in motion compensation in AVC. That is, the empty tile pixels may be interpolated from
neighboring pixels. Such interpolation may result in greater spatial correlation in the tile and greater coding gain for the tile.
[0193] Invideo coding, we can choose a different coding type for each picture, such as |, P, and B pictures. For multi-
view video coding, in addition, we define anchor and non-anchor pictures. In an embodiment, we propose that the
decision of grouping can be made based on picture type. This information of grouping is signaled in high level syntax.
[0194] Turningto FIG. 11, an example of 5 views tiled on a single frame is indicated generally by the reference numeral
1100. In particular, the ballroom sequence is shown with 5 views tiled on a single frame. Additionally, it can be seen that
the fifth view is split into two parts so that it can be arranged on a rectangular frame. Here, each view is of QVGA size
so the total frame dimension is 640x600. Since 600 is not a multiple of 16 it should be extended to 608.

[0195] For this example, the possible SEI message could be as shown in TABLE 4.

TABLE 4
multiview_display_info( payloadSize ) { Value
num_coded_views_minus 5
org_pic_width_in_mbs_minus1 40
org_pic_height_in_mbs_minus1 30
view_id[ 0] 0
num_parts[view_id[ 0 ]] 1

depth_flag[view_id[ 0 J][ 0 ]
flip_dir[view-id[ 0 ]][ O ]
loc_left_offset[view_id[0]]1[ 0]
loc_top_offset[view_id[0]][0]

oO|lO|O|O| O

frame_crop_left_offset[view_id[0]] [0 ]

frame_crop_right_offset[view_id[0]]1 [0 ] 320
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(continued)

frame_crop_top_offset[view_id[0]]1[ 0] 0
frame_crop_bottom_offset[view_id[0]][0] 240
upsample_view_flag[view_id[ 0 1] 1
if(upsample_view_flag[view_id[ 0 1]) {
vert_dim[view_id[0]] 6
hor_dim[view_id[0]] 6
quantizer[view_id[0]] 32
for (yuv= 0; yuv< 3; yuvt++) {
for (y = 0; y < vert_dim[view_id[i] - 1; y ++) {
for (x=0;x <hor_dim[view_id[i]] - 1; x ++)
filter_coeffs[view_id[i]] [yuv]ly][x] XX
view_id[ 1] 1
num_parts[view_id[ 1 ]] 1
depth_flag[view_id[ 0 J][ 0 ] 0
flip_dir[view_id[ 1 ][ 0 ] 0
loc_left_offset[view_id[ 111 [ 0] 0
loc_top_offset[view_id[ 1]][0] 0
frame_crop_left_offset[view_id[1]] [0 ] 320
frame_crop_right_offset[view_id[1]]1 [0 ] 640
frame_crop_top_offset[view_id[1]]1[ 0] 0
frame_crop_bottom_offset[view_id[ 1 ]][ 0] 320
upsample_view_flag[view_id[ 1 1] 1
if(upsample_view_flag[view_id[ 1 1]) {
vert_dim[view_id[1]] 6
hor_dim[view_id[1]) 6
quantizer[view_id[1]] 32
for (yuv= 0; yuv< 3; yuvt++) {
for (y = 0; y < vert_dim[view_id[i]] - 1; y ++) {
for (x = 0; x < hor-dim[view-id[i]] - 1; x ++)
filter_coeffs[view_id[i]] [yuv]ly][x] XX

(similarly for view 2,3)
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(continued)

view_id[ 4 ] 4
num_parts[view_id[ 4 ]] 2
depth_flag[view_id[ 0 J][ 0 ] 0
flip_div[view_id[4 ]][ 0] 0
loc_left_offset[view_id[4 11 [ 0] 0
loc_top_offset[view_id[4 ]][ 0] 0
frame_crop_left_offset[view_id[4 ]] [0 ] 0
frame_crop_right_offset[view_id[4 ]]1 [0 ] 320
frame_crop_top_offset[view_id[4 11 [ 0] 480
frame_crop_bottom_offset[view_id[ 4 ]][ 0] 600
flip_dir[view_id[ 4 ]][ 1 ] 0
loc_left_offset[view_id[4 11 [ 1] 0
loc_top_offset[view_id[4 ]]1[ 1] 120
frame_crop_left_offset[view_id[4 ]] [ 1] 320
frame_crop_right_offset[view_id[4 ]]1[ 1] 640
frame_crop_top_offset[view_id[4]] [ 1] 480
frame_crop_bottom_offset[view_id[4 ]]1[ 1] 600
upsample_view_flag[view_id[ 4 1] 1
if(upsample_view_flag[view_id[ 4 1]) {
vert_dim[view_id[4]] 6
hor_dim[view_id[4]] 6
quantizer[view_id[4]] 32
for (yuv= 0; yuv< 3; yuvt++) {
for (y = 0; y < vert_dim[view_id[i]] - 1; y ++) {
for (x=0; x <hor_dim[view_id[i]] - 1; x ++)
filter_coeffs[view_id[i]] [yuv]ly][x] XX

[0196] TABLE 5 shows the general syntax structure for transmitting multi-view information for the example shown in

TABLE 4.

TABLE 5
multiview_display_info( payloadSize) { C Descriptor
num_coded_views_minus 5 ue(v)
org_pic_width_in_mbs_minus1 5 ue(v)
org_pic_height_in_mbs_minus1 5 ue(v)
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(continued)

multiview_display_info( payloadSize) { C Descriptor
for(i=0;i<=num_coded_views_minus1; i++) {
view_id[i] 5 ue(v)
num_parts[view_id[ i ]] 5 ue(v)
for(j = 0; j <= num_parts[i]; j++) {
depth_flag[view_id[ i ]][j]
flip_dir[view_id[ i ]I[j ] 5 | u(2)
loc_left_offset[view_id[i]1[]] 5 ue(v)
loc_top_offset[view_id[i]] [J] 5 ue(v)
frame_crop_left_offset[view_id[i]] [}] 5 ue(v)
frame_crop_right_offset[view_id[i]] [] ] 5 ue(v)
frame_crop_top_offset[view_id[i 1] [j] 5 ue(v)
frame_crop_bottom_offset[view_id[i]] [] ] 5 ue(v)
}
upsample_view_flag[view_id[i]] 5 u(1)
if(lupsample_view_flag[view_id[ i ]])
upsample_filter[view_id[ i ]] 5 u(2)
if(lupsample_fiter[view_id[i]] == 3) {
vert_dim[view_id[i]] 5 ue(v)
hor_dim[view_id[i]] 5 ue(v)
quantizer[view_id[i]] 5 ue(v)
for (yuv= 0; yuv< 3; yuv++) {
for (y = 0; y < vert_dim[view_id[i] - 1; y ++) {
for (x =0; x <hor_dim[view_id[i]]-1; x ++)
filter_coeffs[view_id[i]] [yuvllyl[x] 5 | se(v)
}
}
}
}
}

[0197] Referring to FIG. 23, a video processing device 2300 is shown. The video processing device 2300 may be, for
example, a set top box or other device that receives encoded video and provides, for example, decoded video for display
to a user or for storage. Thus, the device 2300 may provide its output to a television, computer monitor, or a computer
or other processing device.

[0198] The device 2300 includes a decoder 2310 that receive a data signal 2320. The data signal 2320 may include,
for example, an AVC or an MVC compatible stream. The decoder 2310 decodes all or part of the received signal 2320
and provides as output a decoded video signal 2330 and tiling information 2340. The decoded video 2330 and the tiling
information 2340 are provided to a selector 2350. The device 2300 also includes a user interface 2360 that receives a
user input 2370. The user interface 2360 provides a picture selection signal 2380, based on the user input 2370, to the
selector 2350. The picture selection signal 2380 and the user input 2370 indicate which of multiple pictures a user desires
to have displayed. The selector 2350 provides the selected picture(s) as an output 2390. The selector 2350 uses the
picture selection information 2380 to select which of the pictures in the decoded video 2330 to provide as the output

24



10

15

20

25

30

35

40

45

50

55

EP 2 512 136 B1

2390. The selector 2350 uses the tiling information 2340 to locate the selected picture(s) in the decoded video 2330.
[0199] In various implementations, the selector 2350 includes the user interface 2360, and in other implementations
no user interface 2360 is needed because the selector 2350 receives the user input 2370 directly without a separate
interface function being performed. The selector 2350 may be implemented in software or as an integrated circuit, for
example. The selector 2350 may also incorporate the decoder 2310.

[0200] More generally, the decoders of various implementations described in this application may provide a decoded
output that includes an entire tile. Additionally or alternatively, the decoders may provide a decoded output that includes
only one or more selected pictures (images or depth signals, for example) from the tile.

[0201] Asnotedabove, highlevel syntax may be used to perform signaling in accordance with one or more embodiments
of the present principles. The high level syntax may be used, for example, but is not limited to, signaling any of the
following: the number of coded views present in the larger frame; the original width and height of all the views; for each
coded view, the view identifier corresponding to the view; for each coded view ,the number of parts the frame of a view
is split into; for each part of the view, the flipping direction (which can be, for example, no flipping, horizontal flipping
only, vertical flipping only or horizontal and vertical flipping); for each part of the view, the left position in pixels or number
of macroblocks where the current part belongs in the final frame for the view; for each part of the view, the top position
of the part in pixels or number of macroblocks where the current part belongs in the final frame for the view; for each
part of the view, the left position, in the current large decoded/encoded frame, of the cropping window in pixels or number
of macroblocks; for each part of the view, the right position, in the current large decoded/encoded frame, of the cropping
window in pixels or number of macroblocks; for each part of the view, the top position, in the current large decoded/encoded
frame, of the cropping window in pixels or number of macroblocks; and, for each part of the view, the bottom position,
in the current large decoded/encoded frame, of the cropping window in pixels or number of macroblocks; for each coded
view whether the view needs to be upsampled before output (where if the upsampling needs to be performed, a high
level syntax may be used to indicate the method for upsampling (including, but not limited to, AVC 6-tap filter, SVC 4-
tap filter, bilinear filter or a custom 1D, 2D linear or non-linear filter).

[0202] It is to be noted that the terms "encoder" and "decoder" connote general structures and are not limited to any
particular functions or features. For example, a decoder may receive a modulated carrier that carries an encoded
bitstream, and demodulate the encoded bitstream, as well as decode the bitstream.

[0203] Various methods have been described. Many of these methods are detailed to provide ample disclosure. It is
noted, however, that variations are contemplated that may vary one or many of the specific features described for these
methods. Further, many of the features that are recited are known in the art and are, accordingly, not described in great
detail.

[0204] Further, reference has been made to the use of high level syntax for sending certain information in several
implementations. It is to be understood, however, that other implementations use lower level syntax, or indeed other
mechanisms altogether (such as, for example, sending information as part of encoded data) to provide the same infor-
mation (or variations of that information).

[0205] Various implementations provide tiling and appropriate signaling to allow multiple views (pictures, more gen-
erally) to be tiled into a single picture, encoded as a single picture, and sent as a single picture. The signaling information
may allow a post-processor to pull the views/pictures apart. Also, the multiple pictures that are tiled could be views, but
at least one of the pictures could be depth information. These implementations may provide one or more advantages.
For example, users may want to display multiple views in a tiled manner, and these various implementations provide
an efficient way to encode and transmit or store such views by tiling them prior to encoding and transmitting/storing them
in a tiled manner.

[0206] Implementations that tile multiple views in the context of AVC and/or MVC also provide additional advantages.
AVC is ostensibly only used for a single view, so no additional view is expected. However, such AVC-based implemen-
tations can provide multiple views in an AVC environment because the tiled views can be arranged so that, for example,
a decoder knows that that the tiled pictures belong to different views (for example, top left picture in the pseudo-view is
view 1, top right picture is view 2, etc).

[0207] Additionally, MVC already includes multiple views, so multiple views are not expected to be included in a single
pseudo-view. Further, MVC has a limit on the number of views that can be supported, and such MVC-based implemen-
tations effectively increase the number of views that can be supported by allowing (as in the AVC-based implementations)
additional views to be tiled. For example, each pseudo-view may correspond to one of the supported views of MVC,
and the decoder may know that each "supported view" actually includes four views in a prearranged tiled order. Thus,
in such an implementation, the number of possible views is four times the number of "supported views".

[0208] Theimplementations described herein may be implemented in, for example, a method or process, an apparatus,
or a software program. Even if only discussed in the context of a single form of implementation (for example, discussed
only as a method), the implementation of features discussed may also be implemented in other forms (for example, an
apparatus or program). An apparatus may be implemented in, forexample, appropriate hardware, software, and firmware.
The methods may be implemented in, for example, an apparatus such as, for example, a processor, which refers to
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processing devices in general, including, for example, a computer, a microprocessor, an integrated circuit, or a program-
mable logic device. Processing devices also include communication devices, such as, for example, computers, cell
phones, portable/personal digital assistants ("PDAs"), and other devices that facilitate communication of information
between end-users.

[0209] Implementations of the various processes and features described herein may be embodied in a variety of
different equipment or applications, particularly, for example, equipment or applications associated with data encoding
and decoding. Examples of equipment include video coders, video decoders, video codecs, web servers, set-top boxes,
laptops, personal computers, cell phones, PDAs, and other communication devices. As should be clear, the equipment
may be mobile and even installed in a mobile vehicle.

[0210] Additionally, the methods may be implemented by instructions being performed by a processor, and such
instructions may be stored on a processor-readable medium such as, for example, an integrated circuit, a software
carrier or other storage device such as, for example, a hard disk, a compact diskette, a random access memory ("RAM"),
or a read-only memory ("ROM"). The instructions may form an application program tangibly embodied on a processor-
readable medium. As should be clear, a processor may include a processor-readable medium having, for example,
instructions for carrying out a process. Such application programs may be uploaded to, and executed by, a machine
comprising any suitable architecture. Preferably, the machine is implemented on a computer platform having hardware
such as one or more central processing units ("CPU"), a random access memory ("RAM"), and input/output ("I/O")
interfaces. The computer platform may also include an operating system and microinstruction code. The various proc-
esses and functions described herein may be either part of the microinstruction code or part of the application program,
orany combination thereof, which may be executed by a CPU. In addition, various other peripheral units may be connected
to the computer platform such as an additional data storage unit and a printing unit.

[0211] As should be evident to one of skill in the art, implementations may also produce a signal formatted to carry
information that may be, for example, stored or transmitted. The information may include, for example, instructions for
performing a method, or data produced by one of the described implementations. Such a signal may be formatted, for
example, as an electromagnetic wave (for example, using a radio frequency portion of spectrum) or as a baseband
signal. The formatting may include, for example, encoding a data stream, producing syntax, and modulating a carrier
with the encoded data stream and the syntax. The information that the signal carries may be, for example, analog or
digital information. The signal may be transmitted over a variety of different wired or wireless links, as is known.
[0212] Itis to be further understood that, because some of the constituent system components and methods depicted
in the accompanying drawings are preferably implemented in software, the actual connections between the system
components or the process function blocks may differ depending upon the manner in which the present principles are
programmed. Given the teachings herein, one of ordinary skill in the pertinent art will be able to contemplate these and
similar implementations or configurations of the present principles.

[0213] Anumberofimplementations have been described. Nevertheless, itwill be understood that various modifications
may be made. For example, elements of different implementations may be combined, supplemented, modified, or
removed to produce other implementations. Additionally, one of ordinary skill will understand that other structures and
processes may be substituted for those disclosed and the resulting implementations will perform at least substantially
the same function(s), in at least substantially the same way(s), to achieve at least substantially the same result(s) as
the implementations disclosed.

Claims
1. A method comprising:

arranging a first picture and a second picture to form a single picture, the first picture corresponding to a first
view of a multi-view video and the second picture corresponding to a second view of the multi-view video;
generating information indicating how the first picture and the second picture are combined into the single
picture, wherein the generated information indicates that at least one of the first picture and the second picture
is individually flipped in one or more of a horizontal direction and a vertical direction,

- the first picture being not flipped horizontally and the second picture being flipped horizontally, the first
picture and the second picture being arranged side-by-side, or
- the first picture being not flipped vertically and the second picture being flipped vertically, the first picture

and the second picture being arranged top-bottom;

and
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encoding the single picture and the generated information to form a bitstream, wherein the bitstream also
includes upsampling information indicating whether at least one of the first picture and the second picture is to
be upsampled.

The method as defined in claim 1, wherein the upsampling information further indicates that neither the first picture
nor the second picture requires upsampling.

The method as defined in claim 1, wherein the upsampling indication information indicates that at least the first
picture requires upsampling; and
wherein the arranging further comprises downsampling the first view to produce the first picture.

The method as defined in claim 3, wherein the upsampling indication information indicates that the first picture and
the second picture require upsampling; and

wherein the arranging further comprises downsampling the first view to produce the first picture, downsampling the
second view to produce the second picture, and arranging the first picture and the second picture into the single
picture.

A method comprising:

determining from a received bitstream a single picture and upsampling information, wherein the single picture
includes a first picture and a second picture arranged as the single picture, the first picture corresponding to a
first view of a multi-view video and the second picture corresponding to a second view of the multi-view video,
wherein the upsampling information indicates whether at least one of the first picture and the second picture is
to be upsampled;

accessing information indicating how the first picture and the second picture are combined into the single picture,
wherein the accessed information indicates that at least one of the first picture and the second picture is indi-
vidually flipped in one or more of a horizontal direction and a vertical direction:

- the first picture being not flipped horizontally and the second picture being flipped horizontally, the first
picture and the second picture being arranged side-by-side, or

- the first picture being not flipped vertically and the second picture being flipped vertically, the first picture
and the second picture being arranged top-bottom;

and
decoding the single picture into the first picture and the second picture.

The method as defined in claim 5, wherein the upsampling information indicates that neither the first picture nor the
second picture requires upsampling.

The method as defined in claim 5, wherein the upsampling information indicates that at least the first picture requires
upsampling; and

wherein the decoding further comprises disassembling the first picture and the second picture, both from the single
picture.

The method as defined in any of claims 1 to 7, wherein the upsampling information includes an indication of a filter
type for use in upsampling.

The method as defined in claim 8, wherein the upsampling information further includes a set of filter coefficients,
wherein each filter coefficient defines a value for a particular coefficient of a filter specified by the filter type.

The method as defined in claim 9, wherein the upsampling information indicates that the first picture and the second
picture require upsampling; and

wherein the decoding further comprises upsampling the first picture to produce a first view, and upsampling the
second picture to produce a second view.

The method as defined in any of claims 1 to 10, wherein said upsampling information is formatted in a message in
accordance with a high level syntax, wherein the message includes the upsampling information.
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12. Apparatus configured for performing a method according to one or more of claims 1 to 11.
13. A video signal formatted to include information, the video signal comprising:

an encoded picture section including an encoding of a single picture, the single picture including a first picture
and a second picture arranged into the single picture, the first picture corresponding to a first view of a multi-
view video and the second picture corresponding to a second view of the multi-view video; and

a signaling section including an encoding of information indicating how the first picture and the second picture
are combined into the single picture, wherein the information indicates that at least one of the multiple pictures
is individually flipped in one or more of a horizontal direction and a vertical direction,

- the first picture being not flipped horizontally and the second picture being flipped horizontally, the first
picture and the second picture being arranged side-by-side, or

- the first picture being not flipped vertically and the second picture being flipped vertically, the first picture
and the second picture being arranged top-bottom,

wherein the signaling section also indicates whether at least one of the first picture and the second picture is to be
upsampled.

14. A processor readable medium having stored thereon a video signal structure, the video signal structure comprising:

an encoded picture section including an encoding of a single picture, the single picture including a first picture
and a second picture arranged into the single picture, the first picture corresponding to a first view of a multi-
view video and the second picture corresponding to a second view of the multi-view video; and

a signaling section including an encoding of information indicating how the first picture and the second picture
are combined into the single picture, wherein the information indicates that at least one of the multiple pictures
is individually flipped in one or more of a horizontal direction and a vertical direction,

- the first picture being not flipped horizontally and the second picture being flipped horizontally, the first
picture and the second picture being arranged side-by-side, or

- the first picture being not flipped vertically and the second picture being flipped vertically, the first picture
and the second picture being arranged top-bottom,

wherein the signaling section also indicates whether at least one of the first picture and the second picture is to be
upsampled.

15. Amachinereadable medium having stored thereon machine executable instructions that, when executed, implement
a method according to one or more of claims 1 to 11.

Patentanspriiche
1. Verfahren, das umfasst:

Anordnen eines ersten Bilds und eines zweiten Bilds zum Bilden eines einzigen Bilds, wobei das erste Bild
einer ersten Ansicht eines Mehrfachansichtsvideos entspricht und das zweite Bild einer zweiten Ansicht des
Mehrfachansichtsvideos entspricht;

Erzeugen von Informationen, die angeben, wie das erste Bild und das zweite Bild in dem einzigen Bild kombiniert
sind, wobei die erzeugten Informationen angeben, dass das erste Bild und/oder das zweite Bild einzeln in einer
horizontalen Richtung und/oder in einer vertikalen Richtung gekippt sind,

- wobei das erste Bild nicht horizontal gekippt ist und das zweite Bild horizontal gekippt ist, wobei das erste
Bild und das zweite Bild nebeneinander angeordnet sind, oder

- wobei das erste Bild nicht vertikal gekippt ist und das zweite Bild vertikal gekippt ist, wobei das erste Bild
und das zweite Bild Ubereinander angeordnet sind; und

Codieren des einzigen Bilds und der erzeugten Informationen, um einen Bitstrom zu bilden, wobei der Bitstrom
aulerdem Aufwartsabtastungsinformationen enthalt, die angeben, ob das erste Bild und/oder das zweite Bild
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aufwartsabgetastet werden sollen.

Verfahren nach Anspruch 1, wobei die Aufwartsabtastungsinformationen ferner angeben, dass weder das erste
Bild noch das zweite Bild eine Aufwartsabtastung erfordert.

Verfahren nach Anspruch 1, wobei die Aufwartsabtastungsangabeinformationen angeben, dass mindestens das
erste Bild eine Aufwartsabtastung erfordert; und
wobei das Anordnen ferner das Abwartsabtasten der ersten Ansicht zum Erzeugen des ersten Bilds umfasst.

Verfahren nach Anspruch 3, wobei die Aufwartsabtastungsangabeinformationen angeben, dass das erste Bild und
das zweite Bild eine Aufwartsabtastung erfordern; und

wobei das Anordnen ferner das Abwartsabtasten der ersten Ansicht, um das erste Bild zu erzeugen, das Abwarts-
abtasten der zweiten Ansicht, um das zweite Bild zu erzeugen, und das Anordnen des ersten Bilds und des zweiten
Bilds in einem einzigen Bild umfasst.

Verfahren, das umfasst:

Bestimmen eines einzigen Bilds und von Aufwéartsabtastungsinformationen aus einem empfangenen Bitstrom,
wobei das einzige Bild ein erstes Bild und ein zweites Bild, die als das einzige Bild angeordnet sind, enthalt,
wobei das erste Bild einer ersten Ansicht eines Mehrfachansichtsvideos entspricht und das zweite Bild einer
zweiten Ansicht des Mehrfachansichtsvideos entspricht, wobei die Aufwartsabtastungsinformationen angeben,
ob das erste Bild und/oder das zweite Bild aufwartsabgetastet werden sollen;

Zugreifen auf Informationen, die angeben, wie das erste Bild und das zweite Bild in dem einzigen Bild kombiniert
sind, wobei die Informationen, auf die zugegriffen wird, angeben, dass das erste Bild und/oder das zweite Bild
in einer horizontalen Richtung und/oder in einer vertikalen Richtung einzeln gekippt sind:

- wobei das erste Bild nicht horizontal gekippt ist und das zweite Bild horizontal gekippt ist, wobei das erste
Bild und das zweite Bild nebeneinander angeordnet sind, oder

- wobei das erste Bild nicht vertikal gekippt ist und das zweite Bild vertikal gekippt ist, wobei das erste Bild
und das zweite Bild Ubereinander angeordnet sind; und

Decodieren des einzigen Bilds zu dem ersten Bild und zu dem zweiten Bild.

Verfahren nach Anspruch 5, wobei die Aufwartsabtastungsinformationen angeben, dass weder das erste Bild noch
das zweite Bild eine Aufwartsabtastung erfordert.

Verfahren nach Anspruch 5, wobei die Aufwartsabtastungsinformationen angeben, dass mindestens das erste Bild
eine Aufwartsabtastung erfordert; und

wobei die Decodierung ferner das Zerlegen des ersten Bilds und des zweiten Bilds, beide aus dem einzigen Bild,
umfasst.

Verfahren nach einem der Anspriiche 1 bis 7, wobei die Aufwartsabtastungsinformationen eine Angabe eines Fil-
tertyps zur Verwendung bei der Aufwartsabtastung enthalten.

Verfahren nach Anspruch 8, wobei die Aufwartsabtastungsinformationen ferner einen Satz von Filterkoeffizienten
enthalten, wobei jeder Filterkoeffizient einen Wert fiir einen bestimmten Koeffizienten eines durch den Filtertyp
spezifizierten Filters definiert.

Verfahren nach Anspruch 9, wobei die Aufwartsabtastungsinformationen angeben, dass das erste Bild und das
zweite Bild eine Aufwartsabtastung erfordern; und

wobei die Decodierung ferner die Aufwartsabtastung des ersten Bilds, um eine erste Ansicht zu erzeugen, und die
Aufwartsabtastung des zweiten Bilds, um eine zweite Ansicht zu erzeugen, umfasst.

Verfahren nach einem der Anspriiche 1 bis 10, wobei die Aufwartsabtastungsinformationen in einer Nachricht in
Ubereinstimmung mit einer héheren Syntax formatiert werden, wobei die Nachricht die Aufwartsabtastungsinfor-

mationen enthalt.

Vorrichtung, die dafiir konfiguriert ist, ein Verfahren nach einem oder mehreren der Anspriiche 1 bis 11 auszufihren.
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13. Videosignal, das so formatiert ist, dass es Informationen enthalt, wobei das Videosignal umfasst:

einen Abschnitt eines codierten Bilds, der eine Codierung eines einzigen Bilds enthalt, wobei das einzige Bild
ein erstes Bild und ein zweites Bild enthalt, die in dem einzigen Bild angeordnet sind, wobei das erste Bild einer
ersten Ansicht eines Mehrfachansichtsvideos entspricht und das zweite Bild einer zweiten Ansicht des Mehr-
fachansichtsvideos entspricht; und

einen Signalisierungsabschnitt, der eine Codierung von Informationen enthalt, die angeben, wie das erste Bild
und das zweite Bild in dem einzigen Bild kombiniert sind, wobei die Informationen angeben, dass mindestens
einesder mehreren Bilder in einer horizontalen Richtung und/oderin einer vertikalen Richtung einzeln gekipptist,

- wobei das erste Bild nicht horizontal gekippt ist und das zweite Bild horizontal gekippt ist, wobei das erste
Bild und das zweite Bild nebeneinander angeordnet sind, oder

- wobei das erste Bild nicht vertikal gekippt ist und das zweite Bild vertikal gekippt ist, wobei das erste Bild
und das zweite Bild Ubereinander angeordnet sind,

wobei der Signalisierungsabschnitt aulRerdem angibt, ob das erste Bild und/oder das zweite Bild aufwartsab-
getastet werden sollen.

14. Durch einen Prozessor lesbares Medium, auf dem eine Videosignalstruktur gespeichert ist, wobei die Videosignal-
struktur umfasst:

einen Abschnitt eines codierten Bilds, der eine Codierung eines einzigen Bilds enthalt, wobei das einzige Bild
ein erstes Bild und ein zweites Bild enthalt, die in dem einzigen Bild angeordnet sind, wobei das erste Bild einer
ersten Ansicht eines Mehrfachansichtsvideos entspricht und das zweite Bild einer zweiten Ansicht des Mehr-
fachansichtsvideos entspricht; und

einen Signalisierungsabschnitt, der eine Codierung von Informationen enthalt, die angeben, wie das erste Bild
und das zweite Bild in dem einzigen Bild kombiniert sind, wobei die Informationen angeben, dass mindestens
einesder mehreren Bilder in einer horizontalen Richtung und/oderin einer vertikalen Richtung einzeln gekipptist,

- wobei das erste Bild nicht horizontal gekippt ist und das zweite Bild horizontal gekippt ist, wobei das erste
Bild und das zweite Bild nebeneinander angeordnet sind, oder

- wobei das erste Bild nicht vertikal gekippt ist und das zweite Bild vertikal gekippt ist, wobei das erste Bild
und das zweite Bild Ubereinander angeordnet sind,

wobei der Signalisierungsabschnitt aulRerdem angibt, ob das erste Bild und/oder das zweite Bild aufwartsab-
getastet werden sollen.

15. Maschinenlesbares Medium, auf dem durch eine Maschine ausfiihrbare Anweisungen gespeichert sind, die, wenn
sie ausgefiihrt werden, ein Verfahren nach einem oder mehreren der Anspriiche 1 bis 11 implementieren.

Revendications

1. Procédé comprenant:

45

50

55

un agencement d’une premiére image et d’'une deuxiéme image pour former une image unique, la premiére
image correspondant a une premiére vue d’'une vidéo multi-vues et la deuxieme image correspondant a une
deuxiéme vue de la vidéo multi-vues ;

une génération d’informations indiquant comment la premiére image et la deuxiéme image sont combinées
dans l'image unique, ou les informations générées indiquent qu’au moins 'une de la premiére et de la deuxiéme
image estinversée individuellementdans au moins une direction parmi une direction horizontale et une direction
verticale,

- la premiére image n’étant pas inversée horizontalement et la deuxi€éme image étant inversée horizonta-
lement, la premiere image et la deuxiéme image étant positionnées cbte a cote, ou

- la premiére image n’étant pas inversée verticalement et la deuxiéme image étant inversée verticalement,
la premiére image et la deuxi€me image étant positionnées 'une au-dessus de l'autre ;
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et

un codage de 'image unique et des informations générées pour former un train de bits, selon lequel le train de
bits comprend également des informations de suréchantillonnage indiquant si au moins I'une de la premiére et
de la deuxiéme image doit &tre suréchantillonnée.

Procédé selon la revendication 1, selon lequel les informations de suréchantillonnage indiquent en outre que ni la
premiere image, ni la deuxiéme image ne doivent étre suréchantillonnées.

Procédé selon la revendication 1, selon lequel les informations de suréchantillonnage indiquent que la premiére
image au moins doit étre suréchantillonnée ; et

selon lequel l'agencement comprend en outre le sous-échantillonnage de la premiére vue pour produire la premiere
image.

Procédé selon la revendication 3, selon lequel les informations de suréchantillonnage indiquent que la premiére
image et la deuxieme image doivent étre suréchantillonnées ; et

selon lequel 'agencement comprend en outre un sous-échantillonnage de la premiére vue pour produire la premiere
image, un sous-échantillonnage de la deuxiéme vue pour produire la deuxiéme image, et un agencement de la
premiere image et de la deuxi€me image pour produire I'image unique.

Procédé comprenant :

une détermination d’une image unique et d’informations de suréchantillonnage a partir d’'un train de bits recu,
ou 'image unique comprend une premiére image et une deuxiéme image agencées pour former 'image unique,
lapremiere image correspondantaune premierevue d’une vidéo multi-vues et la deuxieme image correspondant
a une deuxiéme vue de la vidéo multi-vues, ou les informations de suréchantillonnage indiquent si au moins
'une de la premiére image et de la deuxieme image doit étre suréchantillonnée ;

un accés a des informations indiquant comment la premiére image et la deuxiéme image sont combinées dans
limage unique, ou les informations obtenues indiquent qu’au moins 'une de la premiére et de la deuxiéme
image estinversée individuellement dans au moins une direction parmi une direction horizontale et une direction
verticale :

- la premiére image n’étant pas inversée horizontalement et la deuxi€éme image étant inversée horizonta-
lement, la premiere image et la deuxiéme image étant positionnées cote

a cote, ou

- la premiére image n’étant pas inversée verticalement et la deuxiéme image étant inversée verticalement,
la premiére image et la deuxi€me image étant positionnées 'une au-dessus de l'autre ;

et
un décodage de 'image unique en la premiére image et la deuxiéme image.

Procédé selon la revendication 5, selon lequel les informations de suréchantillonnage indiquent que ni la premiére
image, ni la deuxiéme image ne doivent étre suréchantillonnées.

Procédé selon la revendication 5, selon lequel les informations de suréchantillonnage indiquent que la premiére
image au moins requiert un suréchantillonnage ; et

selon lequel le décodage comprend en outre un désassemblage de la premiére image et de la deuxi€éme image a
partir de 'image unique .

Procédé selon 'une des revendications 1 a 7, selon lequel les informations de suréchantillonnage comprennent
une indication sur un type de filtre a utiliser dans un suréchantillonnage.

Procédé selon la revendication 8, selon lequel les informations de suréchantillonnage comprennent en outre un
ensemble de coefficients de filtre, selon lequel chaque coefficient de filtre définit une valeur pour un coefficient
particulier d’un filtre spécifié par le type de filtre.

10. Procédé selon la revendication 9, selon lequel les informations de suréchantillonnage indiquent que la premiére
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image et la deuxieme image requiérent un suréchantillonage ; et

selon lequel le décodage comprend en outre un suréchantillonnage de la premiére image pour produire une premiere

vue et un suréchantillonnage de la deuxiéme image pour produire une deuxiéme vue.

11. Procédé selon l'une des revendications 1 a 10, selon lequel lesdites informations de suréchantillonnage sont for-
matées en un message conformément a une syntaxe de haut niveau, le message comprenant les informations de

suréchantillonnage.

12. Appareil configuré pour mettre en oeuvre un procédé selon l'une ou plusieurs des revendications 1 a 11.

13. Signal vidéo formaté pour inclure des informations, le signal vidéo comprenant :

une section d’image codée comprenant un codage d’une image unique, 'image unique comprenantune premiére
image et une deuxieme image combinées dans I'image unique, la premiére image correspondanta une premiére
vue d’une vidéo multi-vues et la deuxieme image correspondant a une deuxiéme vue de la vidéo multi-vues ; et
une section de signalisation comprenant un codage d’informations indiquant comment la premiére image et la
deuxiéme image sont combinées dans I'image unique, ol les informations indiquent qu’au moins 'une des
images multiples est inversée individuellement dans au moins une direction parmi une direction horizontale et
une direction verticale :

- la premiére image n’étant pas inversée horizontalement et la deuxi€éme image étant inversée horizonta-
lement, la premiere image et la deuxiéme image étant positionnées cbte a cote, ou

- la premiére image n’étant pas inversée verticalement et la deuxiéme image étant inversée verticalement,
la premiére image et la deuxi€me image étant positionnées 'une au-dessus de l'autre,

ol la section de signalisation indique également si au moins 'une de la premiére image et de la deuxiéme image
doit étre suréchantillonnée.

14. Support lisible par un processeur sur lequel est stockée une structure de signal vidéo, la structure de signal vidéo

comprenant :

une section d’image codée comprenant un codage d’une image unique, 'image unique comprenantune premiére
image et une deuxieme image combinées dans I'image unique, la premiére image correspondanta une premiére
vue d’une vidéo multi-vues et la deuxieme image correspondant a une deuxiéme vue de la vidéo multi-vues ; et
une section de signalisation comprenant un codage d’informations indiquant comment la premiére image et la
deuxiéme image sont combinées dans I'image unique, ol les informations indiquent qu’au moins 'une des
images multiples est inversée individuellement dans au moins une direction parmi une direction horizontale et
une direction verticale :

- la premiére image n’étant pas inversée horizontalement et la deuxi€éme image étant inversée horizonta-
lement, la premiere image et la deuxiéme image étant positionnées cbte a cote, ou

- la premiére image n’étant pas inversée verticalement et la deuxiéme image étant inversée verticalement,
la premiére image et la deuxi€me image étant positionnées 'une au-dessus de l'autre,

ol la section de signalisation indique également si au moins 'une de la premiére image et de la deuxiéme image
doit étre suréchantillonnée.

15. Support lisible par une machine sur lequel sont stockées des instructions de machine exécutables qui, lorsqu’elles

sont exécutées, implémentent un procédé selon 'une ou plusieurs des revendications 1 a 11.
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CSEMPEZES VIDEO KODOLASBAN £S BERODULASEAN

Szabadalmi igeuvpontok

o Bhiarky, amely o kSvetkeadkal tndmaasy

alsd kép és midsodik kép slrendendse dnallo kép kinlakitdadra, ax 2is0 kép megle-

3

leol egy Wbbadzetas & mydeadik kip pedig megistel o {6hbng-

sotes video miscdik nézetének;

83

g, amely jeldd, hogyan kombinalish egy nalid képle ae

M E

obvan pdomidcid «188

elsd kepet v o masedik keépet, ahod ae oldllitott inforandeld feled, hogy av elsd

<

Kephdd s p mdvodik képbd! lvpalabb sgy tnalldan tiladafet ogy vagy ©bb vig-

w3 ¢
szuvies irfnyban de egy Miggdleges iranyban,

~ g eled kép nines vizsrintessy tikrdave, & mésodik kdp pedig vizerintesen

o

fikedrve van, aw elsdt Kép &8 & masodik kép egyinds wellett van elhelveave,

vagy
~ az elsd ke nines Bigplepesen Wkrdeve, 8 masodik kép padig Ngedlsgosen

RASEAN

Hkrdeve van, az olsd kép de a mdsodik kép egymds slatt van elhelyeave;

s

az Smalle kip s gz olbdliiion informdald kddoldse adatiolyam kialakitdsdra, ahal

& S .

az adatfolvam felfeld irdnyd kapesolath mintavétell infonmdeld v wartalwae, anely

jeled, hogy o elsd Képhdl de a masodik képbal kellve logaldbb spyot felfeld drduyd

3
LS

Rapeaoiathan mintavéislesni.

2 Az 1, lgdnypont arerintt olfdrds, dhol a felfeld oyt kaposolati mintavdtell informactd
wovabba felzl, hogy s az elsd kép, sem padip & mdsodik dép nem genvel folfele -

U kapesolaty mintavdielezsdst.



511
b

3

> 1L igdavpont szevintl eljards, ahol g felfedd rdnyd kaposolali jeledst informinis jelsd,

hogy logalibb ap eled keép Helield mdnyd kaposolati mintaviteleedst fgdnyel

<

shol a2 elrendesds tovdbhd tartalmases ao olsd néret lefold ndnyh kapesolatt mintavites

ford

set a2 eled kép ltrehozisdns

A3 rgenvpont sserintl elidrds, abol a folfeld iranyd kapeosolat mintavdtedt jebad nfor

praeds jelsy, hogy axelsd Kép &8 amasodik kép folfele irdnyt Kapesolsti muntavdiclesdst

iggnvel

z

shol az elrendesds tovibba ttalmazes a7 elsd ndret lefeld vl kaposelath mintaviie

fenesdl uz elsd kép eldaliidedra, o mdsodik ndset lofel Indnyd kapesolatl wintavetelons.

3ot & masedib kép Wtrehordsdra, & av olsd képnek ¢ & mdsodik bépoek oz shendendsét

ey Gnille kepbe,

¢

Fhideds, amely g kSvetkeziker tarlalmasens

.

veit adatindyambdl Sndlld kép & e

fold frdnyd kapeselatl nontavdiell informacid

weghatdronisa, abol ar dpdlld kép tralmaz egy olsd képet Sxepy misadik képet,
amsbyek Sudlld kiphdnt vannak elrenderve, av oled kép meglelol egy dhimdestos
video elsd ndzetdnek, & mdsodik Kép podip meglelel egy 16bbnérates video maso-

dik ndzeidnek, shol o foledd ivdoyd Raposolatl nformdad jelzd, hogy ae olsd kip-

y.-t,

s

B s & mdsodik képbo! kelbee lopaldhh a2 egyiliat fellvlé Intnyvt kapesolatt min-

favételeat

olyan informackt slérdae, amely fulei, hogy miként van egy Snalld kepbe kombi-

A S

1

nalva aw olad Eép & 1 mdsadik §\:§> ahal gz eldet informadio jela, hogy ax olgd

{hb vizezintes itdyhan &8 egy Rlgpllegss ir;iarsyi}an:

- ar ehad kdp wines viapintesen Wkeleve, @ masodik kep pedig vizssintesen

tikrdzve van, sz olsd kép &5 a migodik kép egyms

-« az elsd kép nings Mppdlogesen ikebeve, & masodik kdp pedip figedleogesen

; by fy a mdcodik kép egymds slatt van elhelyeave

HikrOxveva, ag ¢

&



&.

¥

&

18

i1,

12

5 kdpbe &€ o misodik kdpbe

A Foigdavpont szerintt olifrds, shol o feild znz kaposolall mintgvatell nformand

’)‘J(

el hogy sem ar oled kép, sem podig 8 midse

csolatl minlavétolesdst,

Az & igduypont sperinti elianas, shol a felfelé rdayd kaprachar mftrmacdd olsl, howy

syvatabiby s et § St ameaaind mlatsv s asdor fadaosls
fogaldbb gz ¢lsd kep leld intnyvd Raposolast mingvdtclondst fgdnyel

43

ahol 8 dekddolds tovabbd eyl pereidst,

v elsd kép & 4 mdsodik Kép oseg

mindketioy az Sndlls Iphil

53

Az 1~ T igdnypontok egyike szevintt elidras, ahol o felfold rdnyd kapesolat mintavite-

Fe

H informacid tantalmazzs egy salind tipus jelededt follbld winvd kaposolati nuintaveteles

zédshes.

A B igdoypont szerintl shideds, abol a felipld rduyd kaposolaty wintavéish nformaeid
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