wO 2005/036350 A2 || 0000 000 0 000 OO A

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property
Organization
International Bureau

(43) International Publication Date

21 April 2005 (21.04.2005)

AT OO0

(10) International Publication Number

WO 2005/036350 A2

(51) International Patent Classification’: GO6F
(21) International Application Number:
PCT/US2004/033082

(22) International Filing Date: 6 October 2004 (06.10.2004)

(25) Filing Language: English

(26) Publication Language: English
(30) Priority Data:
10/682,755 9 October 2003 (09.10.2003) US
(71) Applicant (for all designated States except US):
HEWLETT-PACKARD DEVELOPMENT COM-
PANY, L.P. [US/US]; 20555 S. H. 249, Houston, Texas

77070 (US).

(72) Inventors; and

(75) Inventors/Applicants (for US only): WEE, Susie J,
[US/US]; 1008 Paradise Way, Palo Alto, California 94306
(US). BAKER, Henry H, [CA/US]; 414 Paco Drive, Los
Altos, California 94024 (US). BHATTI, Nina T, [US/US];
940 Rich Place, Mountain View, California 94040 (US).
COVELL, Michele [US/US]; 2150 Dartmouth, Palo
Alto, California 94306 (US). HARVILLE, Michael
[US/US]; P O Box 60181, Palo Alto, California 94306
(US). GELB, Daniel G, [US/US]; 1774 Hempstead Place,
Redwood City, California 94061 (US). TANGUAY, Don-
ald [US/US]; 628 Colorado Avenue, Palo Alto, California
94306 (US).

(74) Agent: LEE, Denise A,; Hewlett-Packard Company, In-
tellectual Property Administration, P O Box 272400, Fort
Collins, Colorado 80527-2400 (US).

(81) Designated States (unless otherwise indicated, for every
kind of national protection available): AE, AG, AL, AM,
AT, AU, AZ, BA, BB, BG, BR, BW, BY, BZ, CA, CH, CN,
CO, CR, CU, CZ, DE, DK, DM, DZ, EC, EE, EG, ES, FI,
GB, GD, GE, GH, GM, HR, HU, ID, IL, IN, IS, JP, KE,
KG, KP, KR, KZ, LC, LK, LR, LS, LT, LU, LV, MA, MD,
MG, MK, MN, MW, MX, MZ, NA, NI, NO, NZ, OM, PG,
PH, PL, PT, RO, RU, SC, SD, SE, SG, SK, SL, SY, TJ, TM,
TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, YU, ZA, ZM,
ZW.

(84) Designated States (unless otherwise indicated, for every
kind of regional protection available): ARTPO (BW, GH,
GM, KE, LS, MW, MZ, NA, SD, SL, SZ, TZ, UG, ZM,
ZW), Burasian (AM, AZ, BY, KG, KZ, MD, RU, TJ, TM),
European (AT, BE, BG, CH, CY, CZ, DE, DK, EE, ES, FI,
FR, GB, GR, HU, IE, IT, LU, MC, NL, PL, PT, RO, SE, SI,
SK, TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN, GQ,
GW, ML, MR, NE, SN, TD, TG).

Published:
without international search report and to be republished
upon receipt of that report

For two-letter codes and other abbreviations, refer to the "Guid-
ance Notes on Codes and Abbreviations” appearing at the begin-
ning of each regular issue of the PCT Gagzette.

(54) Title: MANAGEMENT SYSTEM FOR RICH MEDIA ENVIRONMENTS

(57) Abstract: A management system

Rich Media
Environment .
13

Rich Media
Environment
12

Environment

for a rich media environment that enables
relatively large numbers of sensing and
rendering components to be marshaled
.1_4. for a variety of tasks and services.

Rich Media

A
10
Y

7y A management system according

to the present teachings includes a
service manager 400 that provides a
communication service pertaining to the

\j

 § 3

Y Yy

rich media environment by coordinating a
set of tasks in the rich media environment
and further includes a task manager 402

Interest Thread
Detector
16

Provider
18

Communication

that manages each task by allocating
a set of processing resources and
communication resources to each task
and performing each task in response to

a request for each task from the service
manager 400.



WO 2005/036350

10

15

20

25

30

PCT/US2004/033082

- 1 -

BACKGROUND

A video conferencing system may be used to
provide communication among conference participants
who are distributed among multiple meeting sites.
Each meeting site in a video conferencing system may
be equipped with video/audio sensing devices and
video/audio rendering devices. The video/audio
sensing devices may be used to hold communication
sessions and to obtain a video/audio recording of a
meeting. An obtained video/audio recording may be
transferred to a remote meeting site and rendered on
the video/audio rendering devices in the remote

meeting site.

It may be common for conference participants to
split off into side groups for private or focused
discussions. Unfortunately, prior video conferencing
systems may not facilitate side group communication
among participants at different conference sites. For
example, the interconnections of the gensing and
rendering devices in prior video conferencing systems

may permit only one discussion group at a time.

In addition, prior video conferencing system may
not enable conference participants located at
different meeting sites to collaborate on document
creation. A prior video conferencing system may be
augmented with a computer-based document sharing
system. Unfortunately, document sharing systems may

not integrate well into a video conferencing system.
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SUMMARY OF THE INVENTION

A management system for a rich media environment

is disclosed that enables relatively large numbers of

5 sensing and rendering components to be marshaled for
a variety of tasks and services. A management system
according to the present teachings includes a service
manager that provides a communication service
pertaining to the rich media environment by

10 coordinating a set of tasks in the rich media
environment and further includes a task manager that
manages each task by allocating a set of processing
resources and communication resources to each task
and performing each task in response to a request for

15 each task from the service manager.
Other features and advantages of the present

invention will be apparent from the detailed

description that follows.
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BRIEF DESCRIPTION OF THE DRAWINGS

The present invention is described with respect
to particular exemplary embodiments thereof and
reference is accordingly made to the drawings in

which:

Figure 1 shows a system according to the present

teachings;

Figure 2 shows a method for communication using

rich media environments;

Figure 3 shows an example of a main conversation
and a side conversation between individuals in rich

media environments;

Figure 4 shows one embodiment of a communication

provider;

Figure 5 shows an embodiment of the present
system that includes a pair of example rich media

environments;

Figure 6 shows a rich media environment

according to the present teachings;

Figure 7 shows a service manager and a task
manager in a management system according to the

present teachings;

Figure 8 shows a user manager and a component

manager in a management system according to the

Attorney Docket No.: 200315122
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present teachings;

Figure 9 shows an interest area manager and an
interest thread manager in a management system

5 according to the present teachings;
Figure 10 shows a performance monitor, a system

controller, and a session manger in a management

system according to the present teachings.
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DETAILED DESCRIPTION

Figure 1 shows a system 10 according to the
present teachings. The system 10 includes a set of
5 rich media environments 12-14, an interest thread
detector 16 and a communication provider 18. The
functions of the interest thread detector 16 and/or
the communication provider 18 may be centralized as
shown or may be distributed among the rich media

10 environments 12-14.

Each rich media environment 12-14 includes an
arrangement of sensing and rendering components . The
sensing components in the rich media environments 12-

15 14 may include any assortment of microphones,
cameras, motion detectors, etc. Input devices such as
keyboards, mice, keypads, touch-screens, etc., may be
treated as sensing components. The rendering
components in the rich media environments 12-14 may

20 include any assortment of visual displays and audio
speakers. The rich media environments 12-14 may be
embodied in any contiguous space. Examples include
conference rooms, meeting rooms, outdoor venues, €.9.
sporting events, etc. Each rich media environment 12-

25 14 preferably includes a relatively large number of
sensing and rendering components, thereby enabling
flexible deployment of sensing and rendering
components onto multiple communication interactions.
Hence the term - rich media environment.

30

The interest thread detector 16 uses the sensing
components in the rich media environments 12-14 to

detect formation of communication interactions among
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the individuals in the rich media environments 12-14.
The interest thread detector 16 creates an interest
thread for each detected communication interaction.
The communication provider 18 selects a subset of the
sensing and rendering components in the rich media
environments 12-14 for use in communicating with the
individuals involved in each interest thread and
communicates media data among the selected sensing
and rendering components in support of each interest

thread.

Figure 2 shows a method for method for
communication using the rich media environments. At
step 30, the formation of communication interactions
among a set of individuals is detected. At step 32,
an interest thread is created for each detected

communication interaction.

Figure 3 shows an example of a main conversation
and a side conversation between individuals in the
rich media environments 12 and 14. The interest
thread 1 is created for the main conversation and the
interest thread 2 is created for the side

conversation.

Steps 34-38 are performed for each interest
thread. At step 34, a set of media data pertaining to
the corresponding interest thread is captured from
the sensing components and at step 36 the captured
media data is combined in response to the activities
of the participating and non-participating
individuals in the interest thread. At step 38, the

combined media data is communicated to the rendering

Attorney Docket No.: 200315122
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components for the interest thread.

A communication interaction, i.e. interest
thread, may involve individuals in one of the rich
5 media environments 12-14. For example, the interest
thread detector 16 may detect a communication
interaction between two or more individuals in the

rich media environment 12.

10 A communication interaction may involve
individuals in two or more of the rich media
environments 12-14. For example, the interest thread
detector 16 may detect a communication interaction
between an individual in the rich media environment

15 12 and an individual in the rich media environment

13.

A communication interaction may pertain to an

artifact in one of the rich media environments 12-14.

20 An artifact may be defined as anything, e.9.
inanimate objects, animals, robotic objects, etc.,
apart from individuals. For example, the interest
thread detector 16 may detect a communication
interaction involving a sheet of paper, a white

25 board, or other item of interest in the rich media
environment 12. An artifact may be an electronic
document that is rendered on a display and that

includes a computer-maintained document history.

30 The interest thread detector 16 may detect
formation of a communication interaction by detecting
a visual cue, e.g. a gesture, a movement, etc., by

one of one or more individuals in the rich media
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environments 12-14. A visual cue may pertain to
another individual in the same rich media environment
or may pertain to an individual in another rich media
environment . For example, an individual in the rich
media environment 12 may point to or approach another
individual in the rich media environment 12 and the
interest thread detector 16 in response creates an
interest thread between those two individuals in the
rich media environment 12. In another example, an
individual in the rich media environment 12 may point
to a visual display in the rich media environment 12
while an individual located in the rich media
environment 13 is being rendered on the visual
display and the interest thread detector 16 in
response creates an interest thread between the
individual the rich media environment 12 and the

individual in the rich media environment 13.

The interest thread detector 16 may detect a
visual cue using machine vision techniques. For
example, the sensing components in the rich media
environments 12-14 may include digital cameras and
the interest thread detector 16 may employ a variety
of known machine vision techniques to detect
movements, gestures, etc., of individuals. In
addition, the sensing components in the rich media
environments 12-14 may include microphones and the
interest thread detector 16 may employ a variety of
known audio processing techniques to detect
individuals and movements of the individuals in the

rich media environments 12-14.

The interest thread detector 16 may detect

Attorney Docket No.: 200315122



WO 2005/036350 PCT/US2004/033082

10

15

20

25

30

- 9 -

formation of a communication interaction by detecting
an audio cue, e.g. spoken speech. The interest thread
detector 16 may create an interest thread in response

to user input via a graphical user interface.

For each interest thread, the communication
provider 18 captures a set of media data from a
corresponding subset of the sensing components. For
each interest thread, the communication provider 18
combines the captured media data in response to the
activities of the corresponding individuals and
communicates the combined media data to a
corresponding subset of the rendering components. The
activities that may cause media data to be combined
may include the speech levels of the individuals,
gestures by the individuals, or movements by the
individuals to name a few examples. The communication
provider 18 refines the media data obtained from the
sensor components in response to the activities. In
addition, the communication provider 18 may store the
combined media data to provide a history of the

corresponding communication interaction.

The communication provider 18 selects a subset
of the sensing and rendering components of the rich
media environments 12-14 for an interest thread in
response to a location of each individual involved in
the interest thread and a set of characteristics
pertaining to the sensing and rendering component in
the rich media environments 12-14. For example, the
characteristics of a digital camera may specify its
coverage area in a rich media environment, i.e. the

areas of the rich media environment that the digital

Attorney Docket No.: 200315122
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camera is capable of sampling. gimilarly, the
characteristics of a microphone may specify the areas
of a rich media environment that the microphone is
capable of sampling and the characteristics of a

5 visual display may specify the areas of a rich media
environment that the visual display is capable of
reaching. The communication provider 18 may employ
machine vision or audio processing techniques to
locate the individuals involved in an interest thread

10 and then select sensing and rendering components for
that interest thread based on the locations of the
individuals involved in the interest thread and the
coverage areas of the senging and rendering
components in the rich media environments of those

15 individuals.

The system 10 may include one or more databases
for holding records of the characteristics of the
sensing and rendering component in the rich media

20 environments 12-14. The communication provider 18 may
access the databases when selecting sensing and

rendering components for an interest thread.

The communication provider 18 monitors each

25 interest thread and re-selects the sensing and
rendering components as needed. For example, the
communication provider 18 may detect when one or more
of the individuals involved in an interest thread
moves out of the coverage areas of the currently

30 selected sensing and rendering components. The
communication provider 18 may employ machine vision
or audio processing techniques to detect movements of

the individual involved in an interest thread. In
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response, the communication provider 18 selects a new
set of sensing and rendering components for‘the
interest thread based on the new locations of the
individuals involved in the interest thread and the
specified coverage areas of the available sensing and

rendering components.

The selection and re-selection of sensing and
rendering components for an interest thread may be
based on the positions and movements of the
individuals that participate in the interest thread
and the positions and movements of the individuals
that do not participate in the interest thread. For
example, adaptive nulling technigques may be used to
select rendering components that will exclude non-
participating individuals from a private side-

conversation.

Figure 4 shows one embodiment of the
communication provider 18. The communication provider
18 in this embodiment includes a sensing task 20, a
data combiner 21, a rendering task 22, and a
communication task 24. Any one or more of the sensing
task 20, that data combiner 21, the rendering task
22, and the communication task 24 may be centralized
as shown or be distributed among the rich media

environments 12-14.

The sensing task 20 captures sensor data from
the sensing components in the rich media environments
12-14 that have been selected for a particular
interest thread and extracts a set of data pertaining

to the particular interest thread from the captured
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sensor data. For example, the sensing task 20 may
capture sensor data from a selected microphone and
then use audio processing techniques to extract the
voices of individuals involved in the particular
interest thread. In another example, the sensing task
20 may capture sensor data from a selected digital
camera and use machine vision techniques to extract
images of individuals involved in the particular
interest thread. The sensing task 20 wmay employ pan
and zoom functions of digital cameras to capture

visual data of the relevant individuals.

The data combiner 21 obtains sensor data from

'sensing task 20, analyzes the video content and

combines the captured video in order to select the
best view or views of the individuals or artifacts or
areas of interest. Any of a variety of known methods
for tiling, overlapping, compositing, or otherwise
combining videos, may be used to combine multiple
simultaneous videos sources that are to be rendered
on a single display. The data combiner 21 selects
which video streams to combine at any given moment by
audio analysis, motion analysis, gaze analysis, or

gesture analysis.

For example, the best camera view or views may
be selected according to any of the following
techniques. If the audio level measured by a
microphone is higher than that of all others, then
the camera view that covers the visible region around
that microphone may be selected. When a speech/noise
discriminator classifies an audio input as speech,

then the view of the individual nearest that
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microphone whose mouth and jaw are moving may be
selected. When the measurement of motion level (e.g.
via frame differencing) within the content being
captured by a camera is high, the view containing
that motion may be selected. When an individual who
is believed to be speaking is pointing at another
part of a rich media environment, then the view that
best aligns with the direction of their gesture may
be selected. When multiple individuals are all gazing
in the same direction, then the view that best
contains the intersection of those gaze directions

may be selected.

The data combiner 21 may automatically refine
the views captured by cameras in the rich media
environments 12-14 to display the individuals or
artifacts or areas of interest more clearly. For
example, video-based face detection, motion
detection, and skin-color detection methods may be
used to digitally zoom, center, and/or crop the view
to better focus the camera on the individuals with
which it is associated. The zooming, centering, and
cropping parameters may be allowed to vary
dynamically during the course of the meeting if
tracking methods are used to monitor the position of

the individuals in the camera field-of-view.

Similarly, the data combiner 21 analyzes and
combines the audio captured by the wmicrophones in
order to select the best audio representation. When
multiple simultaneous microphone recordings are
combined into a single one, any of the known methods

for beam forming, adaptive nulling, or audio mixing,
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may be used. The selection of which audio streams to
combine at any given moment may be performed by audio
il

analysis or motion analysis or stereo analysis.

For example, the best audio source location may
be selected according any of the above listed
techniques. This may result in the selection of any
one of (1) a single microphone, e.g. a microphone
that is closest to the determined region of interest,
or (2) the audio resulting from any of the known
methods from adaptive beam-forming/null-steering

using microphone arrays.

The cowbined media data generated by the data
combiner 21 is a condensed, indexed version of the
media data for a communication interaction. The
combined media data may be recorded on a persistent
storage device, e.g. disk. The stored, i.e. archived
data enables subsequent browsing of the events that
took place in the communication interaction. The
system 10 may store a single video stream showing
what was selected as the "best" views, consisting of
spliced-together "best" video feeds at each moment of
the communication interaction. The system 10 may
store a single audio stream replaying what was
selected as the "best" audio, consisting of spliced-
together “best” audio data from each woment of the
meeting. The system 10 may store a timeline index
indicating who spoke when. This information may be
derived from position and from known audio-based
speaker identification methods. The system 10 may
gstore a transcript of what was said during the

communication interaction. This may be obtained by
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applying speech recognition software to the single
archived audio record (described above) of the
communication interaction. The system 10 may store a
set of meeting highlights, each of which may contain
audio, video, and other data, that compresses the
events of the communication interaction into a
shorter time while preserving the most important
content. Many known methods for automatic video
and/or audio summarization may be applied to the
single archived video and/or audio streams described

above.

The communication task 24 obtains the data
pertaining to a particular interest thread from the
sensing task 20 and transfers it to the rendering
task 22 in a media data stream. In some embodiments,
the communication task 24 employs network
communication protocols, e.g. TCP/IP/UDP, HTTP, SOAP-
XML, for communicating the media data stream as well
as control data between the sensing task 20 and the

rendering task 22.

The rendering task 22 obtains the media data
stream for a particular interest thread via the
communication task 24 and uses the selected rendering
components for the particular interest thread to
render the obtained media data stream. For example,
the rendering task 22 may obtain visual data captured
by a selected digital camera and then render the
obtained visual data onto a selected visual display.
similarly, the rendering task 22 may obtain audio
data captured by a selected microphone and then

render the obtained audio data using a selected audio
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In one embodiment, the interest thread detector
16 detects and keeps track of activities in the rich
media environments 12-14 by creating and monitoring
interest areas within the rich media environments 12-
14. An interest area may be associated with an
individual in one of the rich media environments 12-
14. An interest area may be associated with an
artifact in one of the rich media environments 12-14.
An interest area may be associated with an area in
one of the rich media environments 12-14. For
example, the interest thread detector 16 may detect
an artifact, e.g. using machine vision techniques,
and the create an interest area for the detected
artifact. In another example, the interest thread
detector 16 may detect one or more individuals, e.g.
using machine vision and/or audio processing
techniques, and then create an interest area for the

detected individuals.

The interest thread detector 16 may assoclate
one or more of the interest areas with an interest
thread. For example, the interest thread detector 16
may detect a set of individuals in an area of the
rich media environment 12 and a set of individuals in
an area of the rich media environment 13, create an
interest area for each area, and then associate both
interest areas with an interest thread for a
communication interaction between the individuals

detected in those area.
The system 10 in one embodiment includes an
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interest area tracker that tracks changes for the
interest threads by tracking changes in the
corresponding interest areas. For example,
individuals may enter, leave, or changes positions in
an interest area. The interest area tracker reports
the interest area changes to the communication
provider 18 so that the communication provider 18 can
re-select sensing and rendering components for the

corresponding interest thread as appropriate.

Figure 5 shows an embodiment of the system 10
that includes a pair of example rich media
environments 250-252. The arrangements shown for the
rich media environments 250-252 are only examples and

numerous other arrangements are possible.

The rich media environment 250 has an
arrangement of sensing and rendering components that
includes a set of digital cameras 140-145, a set of
microphones 160-165, a video display 200, and a pair
of speakers 180-181. A set of individuals 120-126 are
shown gathered around a conference table 222. An
artifact 220, e.g. a sheet of paper, is shown on top
of the conference table 222. The individual 123 has a
handheld device 328, e.g. PDA, handheld computer,

cell phone etc.

The rich media environment 252 has an
arrangement of sensing and rendering components that
includes a set of digital cameras 150-159, a set of
microphones 170-174, a microphone array 175, a pair
of video displays 210-212, and a set of speakers 190-
194. A set of individuals 130-136 are shown along

Attorney Docket No.: 200315122
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with a conference table 226. The individual 132 has a
handheld device 224, the individual 130 has a
handheld device 326 and the individual 135 has a
handheld device 324. The rich media environment 252

includes a white board 228.

The rich media environment 250 is associated
with a set of network resources 230, a set of
processing resources 232, and a set of tasks 234.
Similarly, the rich media environment 252 is
associated with a set of network resources 240, a set

of processing resources 242, and a set of tasks 244.

The network resources 230 and 240 and the
processing resources 232 and 242 provide a platform
for the interest thread detector 16 and the
communication provider 18. The functions of the
interest thread detector 16 and the communication
provider 18 may be distributed among the network
resources 230 and 240 and the processing resources

232 and 242 in any manner.

The network resources 230 and 240 may include
one or more network signal paths, network interfaces,
client and server hardware and software, etc. The
network resources 230 and 240 may be embodied as
client systems that communicate with an external
server (not shown) or may be embodied as

clients/servers with respect to one another.
The processing resources 232 and 242 may include

processors, memory, database storage, etc. The

processing resources 232 and 242 may include
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specialized hardware/software for performing machine
vision functions, audio processing, audio/video data
compression/decompression, etc. The processing
resources 232 and 242 may be distributed among a set
of hardware devices including the sensing and
rendering components of the rich media environments
250-252. For example, the digital cameras 140-145,
150-159 may include on-board procéssing resources for
generating a media stream by performing mpeg
enceding. Similarly, the video displays 200, 210-212
may include processing resources for rerforming mpeg

decoding.

The processing resources 232 and 242 may include
personal computers, laptops, handheld computers,
etc., located in the rich media environments 250-252
and having the appropriate network communication
capability. For example, the handheld device 224 may

be included in the processing resources 242.

In addition, the handheld devices located in the
rich media environments 250-252 and having the
appropriate network communication capability may be
used as sensing and/or rendering components. For
example, the handheld device 224 may include sensing
and rendering components that may be included with
the sensing and rendering components of the rich

media environment 252.

The tasks 234 and 244 provide a set of tasks
that may be employed by the interest thread detector
16 and the communication provider 18. Examples of

tasks include tasks for detecting artifacts and
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individuals using machine vision, tasks for detecting
individuals using audio processing, tasks for
detecting movements of individuals using machine
vision and/or audio processing, tasks for obtaining
stereoscopic visual information using camera arrays
to name a few examples. The system 10 may include
management components for deploying tasks onto the

processing resources 232 and 242 as needed.

The tasks 234 may depend on the components and
the processing resources of the rich media
environment 250 and the tasks 244 may depend on the
components and the processing resources of the rich
media environment 250. For example, some audio
processing tasks may require a microphone array which
is available in the rich media environment 252 but

not in the rich media environment 250.

The interest thread detector 16 may use the
sensing components in the rich media environments
250-252 to detect formation of communication
interactions among the individuals 120-126 and 130-
136 and. create an interest thread for a main
interaction between the rich media environments 250-
252. The main interaction may be initiated via user
input to a graphical user interface to the interest
thread detector 16. The rich media environments 250-
252 may include user interface hardware, e.g.
keypads, displays, handheld devices, etc., for that
purpose. The communication provider 18 selects a
subset of the sensing and rendering components in the
rich media environments 250-252 for use the main

interaction based on the coverage areas of those
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components and the positions of the individuals 120-
126 and 130-136 within the rich media environments
250-252. For example, the communication provider 18
may select the digital cameras 143-144, the
microphones 160-165, the speakers 180-181 and the
video display 200 in the rich media environment 250
and the digital cameras 152, 157, the microphone 170,
the speakers 190-191, and the video displays 210-212
in the rich media environment 252 for the main

interaction.

The interest thread detector 16 may detect a
side conversation from a gesture by one of the
individuals 120-126 and 130-136. For example, the
interest thread detector 16 may detect a gesture,
e.g. leaning over or pointing to, by the individual
132 toward the individual 135 and create an interest
thread for that side conversation. The communication
provider 18 may select the handheld device 224 and
the handheld device 324 for use with that interest
thread. The handheld device 324, e.g. a PDA, cell
phone, laptop, etc., may provide any combination of
audio rendering, video rendering, audio sensing, and
video sensing capabilities. For example, the handheld
device 324 may be a device that is capable of sending
a media stream in a phone call to the sensing task 20
and/or capable of receiving a media stream in a phone

call from the rendering task 22.

In another example, the interest thread detector
16 may detect a gesture by the individual 130 who
points and area of the video display 212 that has an

image of the individual 123 and create an interest
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thread for a side conversation between the
individuals 130 and 123. The communication provider
18 may select the digital camera 150, the microphone
172, the handheld device 326, the digital camera 144,
the microphone 165, and the handheld device 328 for

use with that interest thread.

If a sensing device, e.g. the microphone 165 is
shared by the main interaction and a side
conversation then the communication provider 18
employs audio processing techniques to extract the
data pertaining to each interest thread and then
routes the extracted data appropriately. For example,
data extracted from the microphone 165 that pertains
to the main conversation is routed to the speakers
190-191 and data extracted from the microphone 165
that pertains to the side conversation is routed to

the handheld device 326.

The communication provider 18 re-selects of the
gensing and rendering components for the interest
threads for the main and side conversations in
response to movements of the individuals involved.
For example, the communication provider 18 may, for
the interest thread of the side conversation
involving the individuals 130 and 123, select the
digital camera 151 and release the digital camera 150
if a movement causes the individual 130 to be no
longer in the coverage area of the digital camera
150. In another example, the communication provider
18, for the interest thread of the main conversation,
may select the digital camera 140 if the speaker

involved in the main conversation moves out of the
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coverage areas of the digital cameras 143 and 144.

The interest thread detector 16 may detect the

paper 220 as an artifact using machine vision

5 techniques. For example, the rich media environment
250 may include a digital camera that has a top view
of the table 222 that enables a pattern recognition
of the paper 220. The interest thread detector 16 may
create an interest area pertaining to the paper 220

10 and track that interest area over time. The interest
area associated with the paper 220 may be associated

with an interest thread.

The interest thread detector 16 may use machine
15 vision techniques to detect a drawing, i.e. an
artifact, imparted by the individual 136 onto the
white board 228. For example, the digital cameras
155-156 may be capable of sampling the image content
on the white board 228. The interest thread detector
20 16 may create an interest area pertaining to the
white board 228 and track that interest area over
time. The interest area associlated with the white
board 228 may be associated with an interest thread.
For example, the contents of the white board 228 may
25 Dbe sampled and then rendered onto the video display

200 as part of an interest thread.

The interest thread detector 16 may detect the
paper 220 as an artifact using machine vision
30 techniques. For example, the rich media environment
250 may include a digital camera that has a top view
of the table 222 that enables a pattern recognition

of the paper 220. The interest thread detector 16 may
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create an interest area pertaining to the paper 220
and track that interest area over time. The interest
area associated with the paper 220 may be associated

with an interest thread.

The interest thread detector 16 may use machine
vision techniques to detect a drawing area, i.e. a
shared artifact. For example, the digital cameras
155-156 may be capable of sampling the image content
on the white board 228. The interest thread detector
16 may create an interest area pertaining to the
white board 228 and track that interest area over
time. The interest area associated with the white
board 228 may be associated with an interest thread.
For example, the contents of the white board 228 may
be sampled and then rendered onto the video display

200 as part of an interest thread.

The system 10 enables a communication
interaction among multiple individuals that
collaborate on a shared artifact the view of which
may change over time. One example of such a shared
artifact is a shared virtual writing surface, e.g. &
virtual whiteboard or a virtual notepad. For example,
individuals may use items such as a pad of paper and
a writing instrument and the system 10 uses computer
vision methods to sense the writing surfaces. The
obtained data from sensing writing surfaces are then
rendered for the appropriate Individual's to view via
one or more display surfaces. The data from each
individual and the resulting composite virtual

whiteboard may be recorded.
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A communication interaction involving a virtual
white board may include individuals located in the
same rich media environment or in different rich
media environments. Two or more writing surfaces may
be used As input to the shared virtual whiteboard.
All of the writings of all individuals are discovered
by cameras in the rich media environment and are
rendered to the appropriate rendering devices for
viewing by the individuals. These displays are
preferably overlaid upon and aligned with one or more
of the original input writing surfaces, via use of
digital projectors. Other types of display surfaces,
such as plasma, laptop, computer, or tablet computer

displays may also be used.

The system 10 may store the current shared
whiteboard contents along with a history of the
changes made to the shared whiteboard contents over
time. This history may be stored as a series of time-
stamped or time-ordered images showing the state of
the shared whiteboard contents at different times
during the collaboration session. The history enables
an undoing the most recent one or more changes made
to a whiteboard. The history also enables the
replacing the contents of a currently displayed
whiteboard with an image of the whiteboard at an
earlier time. The history also enables the displaying
of which marks were made by which individuals. The
history also enables a replaying of a collaboration
session. The history enables users to interactively

seek to a specific time-point in the past.

Figure 6 shows a rich media environment 300
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according to the present teachings. The rich media
environment 300 includes an arrangement of sensing
and rendering components including a set of digital
cameras 310-318, a set of audio speakers 320-323, a
set of microphones 340-345, and a set of video
displays 330-332. The rich media environment also
includes a set of portable devices 350-352, e.g. cell
phone, PDA, laptop, etc., any one or more of which
may include sensing and or rendering components. For
example, a portable device may include any
combination of a digital camera, a microphone, a

speaker, a video display, etc.

The rich media environment 300 is used by a set
of individuals 360-363. The rich media environment
300 may be embodied as a conference room, e.g. a
conference table 370, a meeting room, a laboratory,
etc., or any type of venue. The rich media
environment 300 preferably includes a relatively
large number of sensing and rendering components,
thereby enabling flexible deployment of sensing and
rendering components for performing tasks and

services.

The rich media environment 300 is associated
with a set of processing resources and a set of
networking resources. Examples of processing
resources include computational devices, e.g.
computers, specialized processing devices, as well as
memory and storage devices. Examples of networking
resources include servers, network communication
devices, networking lines, client devices, etc. Some

of the processing and networking resources may be
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included with the sensing and rendering components.
For example, the digital cameras 310-318 may include
on-board network cards and/or onboard mpeg encoders.
gimilarly, the video displays 330-332 include on-
board network cards and/or onboard mpeg decoders. In
addition, the portable devices 350-352 may provide:
processing resources and/or networking resources for

use with the rich wmedia environment 300.

Figure 7 shows a service manager 400 and a task
manager 402 in a management system 420 according to
the present teachings. The service manager 400
provides a set of communication services 440-442
pertaining to the rich media environment 300 and the
task manager 402 performs a set of tasks 450-452 that

support the communication services 440-442.

The tagk manager 402 maintains a list of the
tasks 450-452 that may be performed in the rich media
environment 300. The list may be based on the
arrangement of sensing and rendering components in
the rich media environment 300 and the available
processing and communication resources and the
installed software. The list of available tasks may
be generated during a setup/configuration procedure

for the rich media environment 300.

One example of a task that may be performed by
the task manager 402 is a task for finding an
individual in the rich media environment 300. The
task of finding an individual may be performed by
recognizing the individual using machine vision. The

availability of the task of visual recognition may
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depend on the availability of digital cameras and
processing and networking resources and software for
obtaining an image of an individual from a digital
camera and comparing the obtained image to stored
images of known individuals. The task of finding an
individual may be performed by voice recognition. The
availability of a voice recognition task may depend
on the availability of microphones and processing and
networking resources and software for obtaining a
speech sample of an individual and comparing the
obtained speech sample to stored speech samples of

known individuals.

Another example of a task that may be performed
by the task manager 402 is a task for tracking the
movements of an individual. The task of tracking an
individual may be performed using machine vision or

audio processing techniques.

Another example of a task that may be performed
by the task manager 402 is a task for detecting a
gesture of an individual. The task of detecting a
gesture may be performed using machine vision

techniques.

Another example of a task that may be performed
by the task manager 402 ie a task for performing
voice recognition. Yet another example of a task that
may be performed by the task manager 402 is a task

for performing speech recognition.

Another example of a task that may be performed

by the task manager 402 is a task for obtaining a set
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of sensor data from a location in the rich media
environment 300. The sensor data may be audio data
from the microphones 340-345 and/or video data from
the digital cameras 310-318 and/or audio and/or video
data from the portable devices 350-352.

Yet another example of a task that may be
performed by the task manager 402 is a task for
rendering a set of data to a location in the rich
media environment 300. The data may be audio data to
be rendered using the audio speakers 320-323 and/or
video data to be rendered using the video displays
330-332 and/or the portable devices 350-352.

Another example of a task that may be performed
by the task manager 402 is a task for generating a 3D
model of the rich media environment 300. The
availability of this task may depend on the
availability of a properly arranged array of digital
cameras and processing and networking resources and
software for obtaining stereoscopic images and
constructing a 3D representation of the obtained

images.

The service manager 400 uses the task manager
402 to perform the appropriate tasks required by each
communication service 440-442. The service manager
400 sends a reguest to the task manager 402 to
perform a desired task and task manager 402 allocates
a set of processing resources and communication
resources to the requested task and performs the

requested task.
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One example of a communication service provided
by the service manager 400 is a service for tracking
the movement of each of a set of individuals in the
rich media environment 300. For example, the service
manager 400 may provide a service to track movements
of the individuals 360-361 by requesting from the
task manager 402 a task to locate the individual 360
and a task to track the movements of the individual
360 and a task to locate the individual 361 and a
task to track the movements of the individual 361.
The outputs of the two locate tasks may serve as

inputs to the two tracking tasks.

Another example of a communication service
provided by the service manager 400 is a service for
providing a communication channel to a set of
individuals in the rich media environment 300. For
example, the service managexr 400 may provide a
service for a communication channel between the
individuals 360-361 by requesting from the task
manager 402 a task to locate the individual 360 and a
task to obtain sensor data from the individual 360
and a task to render data to the individual 360 and a
task to locate the individual 361 and a task to
obtain sensor data from the individual 361 and a task
to render data to the individual 361. The sensor data
obtained from the individual 360 may be used as data
to be rendered to the individual 361 and vice versa.
The sensing and rendering components to be used by
these tasks may be selected in response to a current
location of each of the individuals 360-361 and the
coverage areas and other duties of the sensing and

rendering components. The service manager 400 may
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also request tasks for tracking movements of the
individuals 360-361 so the sensing and rendering
components for the communication channel may be

updated as the need arises.

Figure 8 shows a user manager 404 and a
component manager 406 in the management system 420.
The user manager 404 manages communication and
collaboration among the individuals 360-363 in the
rich media environment 300 and the component manager
406 manages the comﬁonents of the rich media
environment 300 including its sensing and rendering
components, processing resources, storage resources,

network resources, as well as its portable devices.

The user manager 404 maintains a set of user
profiles 460-463 for the respective individuals 360-
363. For example, the profile 460 for the individual
360 may include the current location of the
individual 360 within the rich media environment 300.
The profile 460 may include a set of attributes
pertaining to the individual 360. A set of attributes
of an individual may have meaning in the context of a
meeting underway involving the rich media environment
300. For example, the attributes may specify a
qualification or area of expertise of the individual.
The attributes may be used in forming communication
interactions among the individuals 360-363 and
individuals in other rich media environments or
remote sites, e.g. remote users having handheld
devices, cell phones, etc.. For example,
communication interactions may be formed among

individuals on the basis of their expertise, rank,
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organizational factors, etc.

The user manager 404 provides a graphical user
interface view of the profiles 460-463 of the
individuals 360-363. The user manager 404 may also
provide a graphical user interface view of the
individuals associated with other rich media
environments that have communication interactions
underway with the individuals 360-363 in the rich

media environment 300.

The user manager 404 identifies the individuals
360-363 as they enter the rich media environment 300.
For example, the rich media environment 300 may
include a graphical user interface, e.g. '
keyboard/keypad, display, etc., that enables an
individual provide identification information upon
entry to the rich media environment 300. The user
manager 404 may employ the sensing and rendering
components in the rich media environment 300 for a
graphical user interface. The rich media environment
300 may include a barcode detector, magnetic code
detector, etc., that obtains identification
information pertaining an individual upon entry to
the rich media environment 300. The identification
information for an individual may be stored in the

user profile of the individual.

The user manager 404 may identify the
individuals 360-363 using the services provided by
the service manager 400, e.g. image or voice
recognition. The user manager 404 tracks the

locations of the individuals 360-363 within the rich
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media environment 300 over time using the services
provided by the service manager 400. The locations of
the individuals 360-363 may be used in forming
communication interactions among the individuals 360-
363 and individuals in other rich media environments
or remote sites and in selecting sensing and
rendering components for use with the communication

interactions.

The user manager 404 keeps track of the portable
devices 350-352 within the rich media environment
300. For example, each portable device 350-352 may be
associated with an individuals and be registered in

the user profiles of the individuals.

The component manager 406 maintains a set of
component records 470-472. The component records 470-
472 include a record for each sensing and rendering
component of the rich wedia environment 300. A
component record for a sensing or rendering component
may specify its location in the rich media
environment 300 and a coverage area, as well as any
other pertinent information, e.g. part of an array or
an array of components. A component record for a
sensing or rendering component may specify any
interest threads and/or interest areas to which the

sensing component is currently allocated.

The component records 470-472 include a
component record for each processing resource,
storage resource, and network resource associated
with the rich media environment 300. A component

record for a processing resource, a storage resource,
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or a network resource may specify its availability or
available capacity based on the tasks it is currently

performingl

5 The component records 470-472 include a
component record for each component of the portable
devices 350-352 that may be employed in the rich
media environment 300. A component record for a
portable device may specify an individual to which it

10 is associated and/or processing capability that it
may possess and that may be used by the management

system 420.

Figure 9 shows an interest area manager 408 and
15 an interest thread manager 410 in the management
system 420. The interest area manager 408 manages a
set of interest areas in the rich media environment
300 and the interest thread manager 410 manages a set
of interest threads that pertain to the rich media

20 environment 300.

The interest area manager 408 identifies
interest areas in the rich media environment 300. An
interest area may be associated with an individual in

25 the rich media environment 300 or an artifact in the
rich media environment 300 or a sub-area within the
rich media environment 300. The interest area manager
408 may identify an interest area by identifying one
or more individuals or an artifact in the rich media

)30 environment 300, e.g. using the services 440-442. The
interest area manager 408 may identify a set of
interest areas by subdividing the rich media

environment 300 into a set of sub-areas and creating
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an interest area for each sub-area.

The interest area manager 408 creates a set of
interest area records 480-482 each for an identified
interest area. Each interest area record 480-482
includes an identification and the locations of the
individuals included in the corresponding interest
area. The interest area manager 408 selects the
sensing and rendering components of the rich media
environment 300 that are to be used for each interest
area and identifies the selected components in the

interest area records 480-482.

The interest area manager 408 tracks each
interest area over time and detects the movements of
the individuals or artifacts associated with the
interest areas using the services 440-442. The
interest area manager 408 records the movements in
the interest area records 480-482 and the information
may be used to re-select sensing and rendering
components to provide proper coverage for the

interest areas.

The interest area manager 408 may obtain a list
of desired target rendering requests from the
interest thread manager 410 and then determine the
sensing and rendering components needed to capture an
interest area for target viewers. For example, a
target rendering request may request video or audio
of a particular individual or of an artifact or may
request a particular perspective view of an

individual or artifact in one of the interest areas.
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The interest thread manager 410 uses the sensing
components in the rich media environment 300 to
detect formation of communication interactions among
the individuals 360-363 and individuals in othexr rich
media environments or remotely located individuals.
The interest thread manager 410 creates a set of
interest thread records 490-492 each for detected
communication interaction. The interest thread
manager 410 may detect formation of a communication
interaction by using the services 440-442 to detect a
visual cue, e.g. a gesture, a movement, etc., by one
of one or more individuals 360-363. The interest
thread manager 410 may detect formation of a
communication interaction by using the services 440-
442 to detect spoken spéech cues by the individuals
360-363. The interest thread manager 410 may create
an interest thread in response to user input via a

graphical user interface.

The interest thread manager 410 may track
changes in an interest thread via the interest area
manager 408 and record the changes in the interest
thread records 490-492. For example, interest thread
manager 410 may associate an interest thread with one
or more interest areas that are tracked by the
interest area manager 408 so that changes in an
interest thread depend on changes in its undexlying

interest areas.

The interest thread manager 410 manages ongoing
interest threads associated with the rich media
environment 300. For example, the interest thread

manager 410 obtains information pertaining to the
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movements of the individuals involved in the ongoing
interest threads. The interest thread manager 410 may
use this information to detect new individuals
involved in an ongoing interest thread and
individuals that leave an ongoing interest thread.
The interest thread manager 410 may use this
information to detect merging of ongoing interest
threads and splitting of ongoing interest threads.
For example, movements of the individuals involved in
a first interest thread toward the individuals
involved in a second interest thread may indicate
merging of the first and second interest threads.
Similarly, movements of the individuals involved in
the first interest thread away from the individuals
involved in the second interest thread may indicate
splitting of the first and second interest threads.
The interest thread manager 410 may close an interest
thread if it is inactive for a predetermined period
of time or if all of the individuals involved

physically or virtually move away from one another.

Figure 10 shows a performance monitor 412, a
system controller 414, and a session manger 416 in
the management system 420. The performance monitor
412 provides a graphical user interface for
monitoring system performance. The performance
monitor 412 generates a set of views of the system
including a user view of the system, an interest area
view of the system, an interest thread view of the
system, a component view of the system, a task
manager view of the system, and a service view of the

gsystem.
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The system controller 414 enables operator
control over portions of the system. The system
controller 414 generates a graphical user interface
that shows system performance and system status. The
system controller 414 enables an operator to manually
specify interest areas in the rich media environment
300 and to adapt interest areas and interest threads.
The system controller 414 enables an operator to
manually control the components of the rich media
environment 300 that are used in interest areas and

interest threads.

The session manager 416 creates sessions between
the management system 420 and a management gystem for

another rich media environment.

The tasks for tracking movements of individuals
may be implemented as vision-based person tracking
systems. A person tracking system may detect and
track individuals based on passive observation of an
area. A person tracking system may detect and track
individuals based upon plan-view imagery that is
derived at least in part from video streams of depth
images representative of the visual scene in the
area. A person tracking system may generate a three-
dimensional mesh or point cloud. The three-
dimensional point cloud has members with one or more
associated attributes obtained from the video streams
and represents selected depth image pixels in a
three-dimensional coordinate system spanned by a
ground plane and a vertical axis orthogonal to the
ground plane. The three-dimensional point cloud is

partitioned into a set of vertically-oriented bins.
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The partitioned three-dimensional point cloud is
mapped into a plan-view image containing for each
vertically-oriented bin a corresponding pixel having
one or more values computed based upon one or more
attributes or a count of the three-dimensional point
cloud members occupying the corresponding vertically-
oriented bin. The object is tracked based at least in
part upon the plan-view image. A three-dimensional
mesh is a three-dimensional point cloud with explicit

continuity.

An interest thread is a dynamic entity that may
be viewed as having lifetime from creation of the
interest thread to possibly one or more medificatioms
to the interest thread to destruction of the interest
thread. A modifications to an interest thread may
occur as objects/individuals leave the corresponding
communication interaction. For example if an
individual leaves a group conversation then the
corresponding interest thread continues as modified.
The remaining individuals involved in a modified
interest thread may be notified of thread

modification events.

Interest threads may merge and branch. A merge
is the combination of two or more pre-existing
interest threads into one interest thread. A
branching is the splitting of one interest thread
into two or more interest threads. Interest threads

may also move among rich media environments:

The user profiles may also include permission

profiles. A permission profile may pertain to an
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interest thread or to an object or an individual. A
thread permission may be used to make a thread
private, public or restricted for subscriptions to a
group. Thread permission may control whether or not
any individual in the rich media environment is
notified of the existence and activity pertaining to
the interest thread. At the start of an interest
thread it may be designated as an exclusive thread
and that no one has permissions to tune in. The
speaker at a conference may start an interest thread

and allow everyone to tune in.

User permissions enable a user to keep their
actions and presence from being detected. An interest
thread detector cannot monitor the attributes or

actions of such individual.

The foregoing detailed description of the
present invention is provided for the purposes of
illustration and is not intended to be exhaustive or
to limit the invention to the precise embodiment
disclosed. Accordingly, the scope of the present

invention is defined by the appended claims.
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CLAIMS

What is claimed is:

5 1. A management system for a rich media
environment, comprising:
service manager (400) that provides a
communication service pertaining to the rich media
environment by coordinating a set of tasks in the
10 rich media environment;
task manager (402) that manages each task by
allocating a set of processing resources and
communication resources to each task and performing
each task in response to a request for each task from

15 the service manager (400).

2. The management system of claim 1, wherein the
communication service is a service for tracking a
movement of each of a set of individuals in the rich

20 media environment.

3. The management system of claim 1, wherein the
communication service is a service for providing a
communication channel among a set of imdividuals in

25 the rich media environment.

4. The management system of claim 1, wherein the
communication service is a service for tracking an

artifact in the rich media environment .

30
5. The management system of claim 1, further
comprising a user manager (404) that maintains a user
profile for each of a set of individuals associated
with the rich media environment.

35

6. The management system of claim 1, further
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comprising a component manager (406) that maintains a
component record for each of a set of sensing and
rendering components associated with the rich media

environment.

7. The management system of claim 1, further
comprising an interest area manager (408) that
manages a set of interest areas in the rich media

environment.

8. The management system of claim 1, further
comprising an interest thread manager (410) that
manages a set of interest threads that pertain to the

rich media environment.

9. The management system of claim 1, further
comprising a system controller (414) that enables
operator control over portions of the management

system.

10. A method for managing a rich media environment,
comprising the steps of:

providing a communication service pertaining to
the rich media environment by coordinating a set of
tasks in the rich media environment;

managing each task by allocating a set of
processing resources and communication resources to
each task and performing each task in response to a

request for each task.
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