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CONVERSATIONAL COMPUTING VIA
CONVERSATIONAL VIRTUAL MACHINE

This application is based on provisional applications U.S. Serial Number

60/102,957, filed on October 2, 1998, and U.S. Serial No. 60/117,595 filed on January 27, 1999.

BACKGROUND

1. Technical Field:

The present application relates generally to systems and methods for
conversational computing. More particularly, the present invention is directed to a CVM
(conversational virtual machine) that may be implemented as either a stand-alone OS (operating
system) or as a platform or kernel that runs on top of a conventional OS or RTOS (real-time
operating system) possibly providing backward compatibility for conventional platforms and
applications. A CVM as described herein exposes conversational APIs (application program
interface), conversational protocols and conversational foundation classes to application
developers and provides a kernel layer that is responsible for implementing conversational
computing by managing dialog and context, conversational engines and resources, and
conversational protocols/communication across platforms and devices having different

conversational capabilities to provide a universal CUI (conversational user interface).

2. Description of Related Art:

Currently, GUI (graphical user interface) based OSs (operating systems) are dominant in
the world of PCS (personal computers) and Workstations as the leading architectures, platforms
and OS are fundamentally GUI based or built around GUI kernels. Indeed, with the exception
of telephony applications such as IVR (interactive voice response) where the Ul is primarily
voice and DTMF (dual tone multifrequency) I/O (input/output), the most common information
access and management applications are built around the GUI paradigm. In addition, other
non-GUI based Uls are utilized in connection with older architectures such as mainframes or
very specialized systems. In general, with the GUI paradigm, the UI between the user and
machine is graphic (e.g., Microsoft Windows or Unix-X Windows) and multi-tasking is

provided by displaying each process as a separate window, whereby input to each window can
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be via a keyboard, a mouse, and/or other pointing devices such as a pen (although some
processes can be hidden when they are not directly “interacting/interfacing” with the user).

GUISs have fueled and motivated the paradigm shift from time-shared mainframes
to individual machines and other tiers such as servers and backend services and architectures.
GUI based OSs have been widely implemented in the conventional PC client/server model to
access and manage information. The information that is accessed can be local on the device,
remote over the Internet or private intranets, personal and located on multiple personal PCS,
devices and servers. Such information includes content material, transaction management and
productivity tools. However, we are witnessing a new trend departing from the conventional PC
client/server model for accessing and managing information towards billions of pervasive
computing clients (PvC clients) that are interconnected with each other thereby allowing users
to access and manage information from anywhere, at anytime and through any device. And this
access to information is such that the interface to it is the same independently of the device or
application that is used. This trends goes in pair with miniaturization of the devices and
dramatic increase of their capabilities and complexity. Simultaneously, because the telephone is
still the most ubiquitous communication device for accessing information, the same expectation
of ubiquitous access and management to information through the telephone becomes even
stronger.

Unfortunately, access to such information is limited by the available devices or the
interface, and the underlying logic is completely different depending on the device. Indeed, the
variety and constraints met in the embedded world have no comparison with what is met in the
other tiers, i.e. desktop, workstations and backend servers and, thus, the embedded world poses
a real challenge to Uls. Moreover, the increasing complexity of PvC clients coupled with
increasingly constrained input and output interface significantly reduces the effectiveness of
GUI. Indeed, PvC clients are more often deployed in mobile environment where user desire
hand-free or eye-free interactions. Even with embedded devices which provide some
constrained display capabilities, GUIs overload tiny displays and hog scant power and the CPU
resources. In addition, such GUIs overwhelm and distract the user fighting the constrained
interface. Furthermore, the more recently formulated need for ubiquitous interfaces to access
and manage information anytime from anywhere through any device reveals the GUI

limitations.
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Recently, voice command and control (voice C&C) Uls are emerging everywhere
computers are used. Indeed, the recent success of speech recognition as shrink wrap retail
products and its progressive introduction as part of the telephony IVR (interactive voice
response) interface has revealed that speech recognition will become a key user interface
element. For instance, telephone companies, call centers and IVR have implemented speech
interfaces to automate certain tésks, reduce their operator requirements and operating costs and
speed-up call processing. At this stage, however, IVR application developers offer their own
proprietary speech engines and APIs (application program interface). The dialog development
requires complex scripting and expert programmers and these proprietary applications are
typically not portable from vendor to vendor (i.e., each application is painstakingly crafted and
designed for specific business logic).

In addition, speech interfaces for GUI based OSs have been implemented using
commercially available continuous speech recognition applications for dictation and command
and control. These speech applications, however, are essentially add-ons to the GUI based OSs
in the sense that such applications allow for the replacement of keyboard and mouse and allows
a user to change the focus, launch new tasks, and give voice commands to the task in focus.
Indeed, all of the current vendors and technology developers that provide such speech interfaces
rely on incorporating speech or NLU (natural language understanding) as command line input to
directly replace keyboards or pointing devices to focus on and select from GUI menus. In such
applications, speech is considered as a new additional I/O modality rather than the vector of a
fundamental change in the human/machine interaction.

The implementation of speech, NLU or any other input/output interfaces as a
conversational system should not be limited to superficial integration into the operating system.
Nor should it be limited to a ubiquitous look and feel across embedded devices. Instead it
should fundamentally modify the design of the underlying operating system and computing
functions. Furthermore, flexibility on the input and output media imposes that the most
fundamental changes in the operating system do not require speech input/output but can also be
implemented with more conventional keyboard, mouse or pen input and display output.

Accordingly, a system that provides conversational computing across multiple platforms,
devices and application through a universal conversational user interface, which goes far beyond

adding speech 1/0 or conversational capabilities to existing applications, building conventional
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conversational applications or superficially integrating “speech” in conventional operating

systems, is highly desirable.

SUMMARY OF THE INVENTION

The present invention is directed to a system and method based on a conversational
computing paradigm that provides conversational computing through a universal conversational
user interface (CUI). The conversational computing paradigm prescribes that systems dialog
with a user to complete, disambiguate, summarize or correct queries and the result of their
executions. They abstract and handle queries, contexts, and manipulated information based on
contexts, applications, history and user preferences and biometrics. These core principles do not
require speech enabled 1/O interfaces, they rather deeply permeate the underlying computing
cores. Indeed, the conversational computing paradigm according to the present invention
applies even in the absence of speech and describes the essence of computing built around
dialogs and conversations, even if such dialogs are carried over, €.g2., a keyboard. It is the
conversational computing paradigm that allows a user to seamlessly control multiple Windows
applications, for example, running in parallel, even through a dummy terminal display such as
VT 100 or a Palm Pilot screen.

In one aspect of the present invention, a system for providing conversational computing
based on the conversational paradigm is a CVM (conversational virtual machine) that is
implemented either as a stand-alone OS (operating system) or as a platform or kernel that runs
on top of a conventional OS or RTOS (real-time operating system) possibly providing backward
compatibility for conventional platforms and applications. The CVM exposes conversational
APIs (application program interface), conversational protocols and conversational foundation
classes to application developers and provides a kernel that is responsible for implementing
conversational computing by managing dialog and context, conversational engines and
resources, and conversational protocols/communication across platforms and devices having
different conversational capabilities to provide a universal CUI (conversational user interface).
The CVM kernel is the core layer that controls the dialog across applications and devices on the
basis of their registered conversational capabilities and requirements. It also provides a unified
conversational user interface that goes far beyond adding speech as /O modality to provide
conversational system behaviors. The CVM is capable of managing tasks in a manner similar to

conversations with the power of discourses, contexts, mixed initiatives and abstraction.
4-
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In one aspect of the present invention, the CVM utilizes conversational subsystems
(which may be local or distributed) including speech recognition, speaker recognition,
text-to-speech, natural language understanding and natural dialog generation engines to
understand and generate dialog between and user and machine. These subsystem are accessed
through the CVM. The engines are hidden to the application through the conversational
application APIs. The CVM may control such engines through the conversational engine APIs.
In addition, the conversational application APIs may include the conversational engine APIs.
Typically, CVM includes direct exposure of these engine APIs to the application developer.
This may be done by having the conversational engine APIs included in the conversation
application APIs or by emulating similar calls and functionalities at the level of the
conversational application APIs.

In another aspect, a CVM kernel layer (or CVM controller) comprises a meta-
information manager, a resource manager, a context stack, a global history, a dialog manager
and a task dispatcher, for managing the dialog and selecting the active dialog, context, and
application. The context stack accumulates the context (full query arguments and state/mode -
i.e. query arguments already introduced, any 1/O event, and event produced by an application) of
each active process with an activated discourse along with any data needed for input
understanding (e.g. active FSG, topic, vocabulary or possible queries for a speech input). The
CVM kernel coordinates the different tasks and processes that are spawned on local and
networked conventional and conversational resources, The CVM kernel layer keeps track of
these resources, transmit input to the appropriate conversational subsystems and arbitrate
between devices, state and applications. The CVM kernel layer also coordinates the output
generation and prioritization according to the active conversation and conversation history,
delayed returns, delegation across network resources and task delegation and memorization.

In another aspect of the invention, the CVM system provides a high level of abstraction
and abstract categories via meta-information that is associated with elements such as objects,
data stream handles, networks, peripherals, hardware and local and networked file system. An
abstract meta-information system according to one aspect of the invention includes multiple
categories defined by the owner/developer of the resources or past user/application of the
resource. Such elements are accessible through abstract shortcuts and mixed initiative requests.
A registration protocol is provided to automatically create new categories associated with new

objects upon connection or via a meta-information server (analogous to a DNS server or name
-5-
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space manager) which updates the list of abstract categories associated to an object or its
content, and acts like a table of abstractions to which each resource registers its capabilities.
Objects that are downloaded or forwarded can register locally using the same protocol. The
abstract meta-information can be used to either shortcut, automatically extract, or process
elements of the network.

In another aspect, the CVM provides the capability to have natural dialog with NLU,
NLG, contexts and mixed-initiatives sorted across multiple tasks, processes and discourses (with
multiple domains). A conversational input interface is provided whereby a set of multi-mode
input streams are each transcribed into an ASCII command or query (i.e., lists of attribute-value
pairs or n-uples). Each input entity (command, NLU query field or argument unit (isolated
letter, word, etc.) is associated with time-marks and appended accordingly to a compounded
input stream. Two or more stream having the same time-marks are prioritized based on when
each input stream contributed previously or the priority that each application/input stream
received on the basis of the context history. Compounded inputs are checked against possible
FSG and dictionaries and optionally fed back to the user. Each resource exchanges their
conversational capabilities and the input stream is tailored to only exchange relevant
information.

In still another aspect, conversational output dispatches and interface protocols are
provided whereby the output of multiple tasks are queued to mono-channel output based the
context stack and the task dispatcher. A mechanism is provided to redirect or modify the
resource assigned to each input streams, even in multiplexed cases. Each resource exchanges its
conversational capabilities and the output stream is tailored to only exchange relevant
information, including selection of the oufput Voice fonts and formatting of conversational
presentations.

In another aspect, programming/script languages are utilized that allow the use of any
available resources as input or output stream. Using the conversational sub-systems, each input
is converted into a binary or ASCII input (lists of attribute-value pairs or n- uples), which can be
directly processed by the programming language as built-in objects. Calls, flags and tags are
automatically included to transmit between object and processes the conversational
meta-information required to correctly interface with the different objects. Indeed, any input in
any modality is captured by the dialog manager of the CVM kernel layer as an event that is

added to the associated context or context stack. For example, a mouse click or pointer/stylus
-6-
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pointing action followed by the command “I would like to open this” is disambiguated into a set
of attribute value pairs: Command: open, Object: Windows or task selected by the last mouse
click. Output can be specially formatted according to the needs of the application or user.
Multi-modal discourse processing can now be easily built using the new programming tools. In
addition, such programming languages and scripts encompasses conversational API between
conversational enabled applications and the CVM, as well as CML (conversational markup
language).

In yet another aspect, conventional logic statement status and operators are expanded to
handle the richness of conversational queries that can be compared on the bases of their
ASCll/binary content or on the basis of their NLU-converted query/list of attribute value
n-uples. Logic operators are implemented to test or modify such systems.

In another aspect, conversational network connection protocols are provided which allow
multiple conversational devjces or applications to register their conversational capabilities,
including silent partners that are only conversationally aware.

Conversational protocols are provided to coordinate a conversation with multiple CVMs and
silent partners, such that when multiple CVM devices are conversationally connected and
coordinated, it becomes possible to simultaneously control them through one single interface
(e.g., through a single microphone). After discovering each other and registering their
identification, each system or device exchanges information about their conversational
capabilities to limit data transfer to relevant information. Silent conversational partners behave
similarly and can interact through a conversational proxy server or as conversational client of a
CVM.. The coordination between multiple CVM may involve dynamic master-slave and
peer-to-peer interactions to provide a coordinated uniform conversational interface presented by
multiple conversationally connected devices/objects. In addition, other topologies may be
considered, including multiple local masters (optimized or decided upon to reduce the overall
network traffic and dialog flow delays) interacting among each other on a peer-to-peer basis.
The collection of objects present a single coordinated interface to the user through centralized or
distributed context stacks.

In yet another aspect, development tools are provided for developer to build, simulate
and debug conversational aware application for CVM. The development tools offer direct
implementation of the API calls, protocol calls, application using these API’s and protocols, and

linking associated libraries, applications exploiting the services and behaviors offered by CVM.
-7-
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These development tools allow advanced conversational interfaces to be constructed with
multiple personalities, such as Voice fonts, which allows the user to select the type of voice
providing the output. Conversational formatting languages are provided which builds
conversational presentations such as Postcript and AFL (audio formatting languages). The code
implementing these applications can be declarative or procedural. This comprises interpreted
and compiled scripts and programs, with library links, conversational logic, engine calls, and
conversational foundation classes. Conversational foundation classes are the elementary
components or conversational gestures that characterize any dialog, independently of the
modality or combination of modalities. '

In still another aspect, conversational security is provided using meta-information about
the author and/or modifier of local or remote files, especially executables, for preventing
unauthorized access. CVM provides automatic authentication of the user whenever a query to a
restricted resource is made, based on security meta-information associated to the resource. The
authentication is performed directly on the request or non-expired information acquired shortly
before the query.

In another aspect, the CVM provides conversational customization. A user is
automatically identified whenever a query to a resource is made. The authentication is
performed directly on the request or non-expired information acquired shortly before the query.
Each task or resource access can be individually customized to the requester preferences. Tasks
and contexts are prioritized according to the sequence of active users and re-prioritized at each
user changes. Environment variables can be modified on the fly based on changes of the user
identity without requiring to reset the whole environment. Ambiguity is resolved at the level of
each context or the context stack using the user identity.

In still another aspect, conversational search capability is provided based not only on the
name, modification or ASCII content of files but also on abstract categories defined by the
operating system, the application or the user and topics extracted on-line or off-line by the
operating system, or obtained via conversational protocols when the object was accessed. In
addition, contextual search capabilities are provided to complete active query or to extract
similar queries/context.

In another aspect, conversational selection capabilities are provided at the resource
manager level or within any application relying on meta-information, abstraction and

conversational queries/mixed initiative/correction. Such conversational selection capabilities
-8-

SUBSTITUTE SHEET (RULEZ26)



10

I5

20

25

30

WO 00/20962 PCT/US99/22927

avoid long sequences of elementary selections and provide natural shortcuts and correction of
the selection. In addition, mechanisms are provided to access and present immediately the
skeleton of objects with hierarchical structures.

In yet another aspect, conversational help, manuals and support is provided through a
ubiquitous coordinated conversational interface, using local and remote resources, usage history
of a user and agents to complete request, guide through procedure, search for information and
upgrade/install new applications. In addition, help information can be accessed using NLU
queries to access the help information or on the basis of the meta-information associated to the
current user (history) and on the basis of the arguments that are missing or modified using
mixed initiative. The dialog provided by each application is tuned to the preferences or level of
expertise of the user.

Other features provided by a CVM according to the present invention include
simple, intuitive and natural interfaces with minimum learning curves, compelling
conversational applications where the use of speech greatly improve productivity or new
functions or uses, clever machines/devices able to understand natural queries, possibilities to
conduct efficiently task in hand-free and/or eye-free mode, compelling multi-mode productive
user interfaces complementing conventional user I/O and replacing them when needed (no
display or small display, no keyboard, pen or pointing device, remote computing, etc.), universal
user interface independently of the device (PC, PDA, phone, etc.) used to access and
independently of the transaction/service/application, and a coordinated interface across multiple
conversational devices allowing one device to control multiple other devices, backward
compatibility with existing OSs, applications, devices and services.

These and other aspects, features and advantages of the present invention will be
described and become apparent from the following detailed description of preferred

embodiments, which is to be read in connection with the accompanying drawings

BRIEF DESCRIPTION OF THE DRAWINGS

Fig. 1 is a block diagram of a conversational computing system according to an
embodiment of the present invention;
Fig. 2 is a diagram illustrating abstract layers of a conversational computing system

according to an embodiment of the present invention;

-9-
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Fig. 3 is a block diagram illustrating conversational protocols that are implemented in a
conversational computing system according to one aspect of the present invention;
Fig. 4 is a block diagram of components of a conversational computing system
according to an embodiment of the present invention; }
5 Fig. 5 is a diagram illustrating task dispatching process according to one aspect of the
present invention;
Fig. 6 is a diagram illustrating a general conversational user interface and input/output
process according to one aspect of the present invention;
Fig. 7 is a diagram illustrating a distributed conversational computing system according
10 to one aspect of the present invention;
Fig. 8 is a diagram of a universal conversational appliance according to an embodiment
of the present invention;
Fig. 9 is a diagram illustrating a dialog management process according to one aspect of
the present invention;
15 Fig. 10 is a diagram of a dialog management process according to another aspect of the
present invention,
Fig. 11 is a diagram of a dialog management process according to another aspect of the
present invention; and
Fig. 12 is a diagram illustrating conversational networking according to the present

20 invention.

DETAILED DESCRIPTION OF PREFERRED EMBODIMENTS

The present invention is directed to system and method for conversational computing
which incorporates all aspects of conversational systems and multi-modal interfaces. A key
component for providing conversational computing according to a conversational computing

25 paradigm described herein is a CVM (conversational virtual machine). In one embodiment, the

CVM is a conversational platform or kernel running on top of a conventional OS or RTOS. A
CVM platform can also be implemented with PvC (pervasive computing) clients as well as
servers. In general, the CVM provides conversational APIs and protocols between
conversational subsystems (e.g. speech recognition engine, text-to speech etc.) and

30 conversational and/or conventional applications. The CVM may also provide backward
-10-
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compatibility to existing applications, with a more limited interface. As discussed in detail
below, the CVM provides conversational services and behaviors as well as conversational
protocols for interaction with multiple applications and devices also equipped with a CVM
layer, or at least, conversationally aware.

It is to be understood that the different elements and protocol/ APIs described herein are
defined on the basis of the function that they perform or the information that they exchange.
Their actual organization or implementation can vary, e.g., implemented by a same or different
entity, being implemented a component of a larger component or as an independently
instantiated object or a family of such objects or classes

A CVM (or operating system) based on the conversational computing paradigm
described herein according to the present invention allows a computer or any other interactive
device to converse with a user. The CVM further allows the user to run multiple tasks on a
machine regardless if the machine has no display or GUI capabilities, nor any keyboard, pen or
pointing device. Indeed, the user can manage these tasks like a conversation and bring a task or
multiple simultaneous tasks, to closure. To manage tasks like a conversation, the CVM in
accordance with the present invention affords the capability of relying on mixed initiatives,
contexts and advanced levels of abstraction, to perform its various functions. Mixed initiative
allows a user to naturally complete, modify, or correct a request via dialog with the system.
Mixed initiative also implies that the CVM can actively help (take the initiative to help) and
coach a user through a task, especially in speech-enable applications, wherein the mixed
initiative capability is a natural way of compensating for a display less system or system with
limited display capabilities. In general, the CVM complements conventional interfaces and
user input/output rather than replacing them. This is the notion of “multi-modality” whereby
speech is used in parallel with mouse, keyboard, and other input devices such as a pen.
Conventional interfaces can be replaced when device limitations constrain the implementation
of certain interfaces. In addition, the ubiquity and uniformity of the resulting interface across
devices, tiers and services is an additional mandatory characteristic. It is to be understood that
CVM system can to a large extent function with conventional input and/or output media.
Indeed, a computer with classical keyboard inputs and pointing devices coupled with traditional
monitor display can profit significantly by utilizing the CVM according to the present invention.
One example is described in provisional application U.S. Serial No 60/128,081, filed on April 7,

1999, entitled “Multi-Modal Shell” which is commonly assigned and incorporated herein by
-11-
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reference (which describes a method for constructing a true multi-modal application with tight
synchronization between a GUI modality and a speech modality). In other words, even users
who do not want to talk to their computer can also realize a dramatic positive change to their
interaction with the CVM enabled machine.

Referring now to Fig. 1, a block diagram illustrates a conversational computing system
(or CVM system) according to an embodiment of the present invention, which may be
implemented on a client device or a server. In general, the CVM provides a universal
coordinated multi-modal conversational user interface (CUI) 10. The “multi- modality” aspect
of the CUI implies that various I/O resources such as voice, keyboard, pen, and pointing device
(mouse), keypads, touch screens, etc can be used in conjunction with the CVM platform. The
“universality” aspect of the CUI 10 implies that the CVM system provides the same Ul to a user
whether the CVM is implemented in connection with a desktop computer, a PDA with limited
display capabilities, or with a phone where no display is provided. In other words, universality
implies that the CVM system can appropriately handle the UI of devices with capabilities
ranging from speech only to speech to rhulti-modal, i.e., speech + GUI, to purely GUI.
Therefore, the universal CUI provides the same Ul for all user interactions, regardless of the
access modality.

Moreover, the concept of universal CUI extends to the concept of a coordinated CUIL In
particular, assuming a plurality of devices (within or across multiple computer tiers) offer the
same CUI, they can be managed through a single discourse - i.e., a coordinated interface. That
1s, when multiple devices are conversationally connected (i.e., aware of each other), it is
possible to simultaneously control them through one interface (e.g., single microphone) of one
of the devices. For example, voice can automatically control via a universal coordinated CUI a
smart phone, a pager, a PDA, networked computers and IVR and a car embedded computer that
are conversationally connected. These CUI concepts will be explained in greater detail below.

The CVM system further comprises a plurality of applications including
conversationally aware applications 11 (i.e., applications that “speak” conversational protocols)
and conventional applications 12. The conversationally aware applications 11 are applications
that are specifically programmed for operating with a CVM core layer (or kernel) 14 via
conversational application APIs 13. In general, the CVM kernel 14 controls the dialog across
applications and devices on the basis of their registered conversational capabilities and

requirements and provides a unified conversational user interface which goes far beyond adding
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speech as 1/0 modality to provide conversational system behaviors. The CVM system may be
built on top of a conventional OS and APIs 15 and conventional device hardware 16 and located
on a server or any client device (PC, PDA, PvC). The conventional applications 12 are managed
by the CVM kernel layer 14 which is responsible for accessing, via the OS APIs, GUI menus
and commands of the conventional applications as well as the underlying OS commands. The
CVM automatically handles all the input/output issues, including the conversational subsystems
18 (i.e., conversational engines) and conventional subsystems (e.g., file system and conventional
drivers) of the conventional OS 15. In general, conversational sub-systems 18 are responsible
for converting voice requests into queries and converting outputs and results into spoken
messages using the appropriate data files 17 (e.g., contexts, finite state grammars, vocabularies,
language models, symbolic query maps etc.) The conversational application API 13 conveys all
the information for the CVM 14 to transform queries into application calls and conversely
converts output into speech, appropriately sorted before being provided to the user.

Referring now to Fig. 2, a diagram illustrates abstract programming layers of a
conversational computing system (or CVM) according to an embodiment of the present
invention. The abstract layers of the CVM comprise conversationally aware applications 200
and conventional applications 201. As discussed above, the conversationally aware
applications 200 interact with a CVM kernel layer 202 via a conversational application API
layer 203. The conversational application API layer 203 encompasses conversational
programming languages/scripts and libraries (conversational foundation classes) to provide the
various features (discussed below) offered the CVM kernel 202. For example, the
conversational programming languages/scripts provide the conversational APIs that allow an
application developer to hook (or develop) conversationally aware applications 200. They also
provide the conversational API layer 203, conversational protocols 204 and system calls that
allows a developer to build the conversational features into an application to make it

9

“conversationally aware.” The code implementing the applications, API calls and protocol
calls includes interpreted and compiled scripts and programs, with library links, conversational
logic (as described below) engine call and conversational foundation classes. }

More specifically, the conversational application API layer 203 comprises a plurality of
conversational foundation classes 205 (or fundamental dialog components) which are provided
to the application developer through library functions that may be used to build a CUI or

conversationally aware applications 200 according to the present invention. The conversational
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- foundation classes 205 are the elementary components or conversational gestures (as described

by T.V. Raman, in “Auditory User Interfaces, Toward The Speaking Computer,” Kluwer
Academic Publishers, Boston 1997) that characterize any dialog, independently of the modality
or combination of modalities (which can be implemented procedurally or declaratively). The
conversational foundation classes 205 comprise CUI building blocks and conversational
platform libraries, dialog modules and components, and dialog scripts and beans. The
conversational foundation classes 205 may be compiled locally into conversational objects 206.
More specifically, the conversational objects 205 (or dialog components) are compiled from the
conversational foundation classes 205 (fundamental dialog components) by combining the
different individual classes in a code calling these libraries through a programming language
such as Java or C++. As noted above, coding comprises embedding such fundamental dialog
components into declarative code or liking them to procedural code. Nesting and embedding of
the conversational foundation classes 205 allows the conversational object 206 (either reusable
or not) to be constructed (either declaratively or via compilation/interpretation) for performing
specific dialog tasks or applications. For example, the conversational objects 206 may be
implemented declaratively such as pages of CML (conversational markup language) (nested or
not) which are processed or loaded by a conversational browser (or viewer) (200a) as disclosed
in the patent application IBM Docket No. Y09998-392P, filed concurrently herewith, entitled
“Conversational Browser and Conversational Systems”, which is commonly assigned and
incorporated herein by reference. The dialog objects comprise applets or objects that may be
loaded through CML (conversational markup language) pages (via a conversational browser),
procedural objects on top of CVM (possible distributed on top of CVM), script tags in CML,
and servlet components.

Some example of conversational gestures that may be implemented in accordance with
the present invention are as follows. A conversational gesture message is used by a machine to
convey informational messages to the user. The gesture messages will typically be rendered as
a displayed string or spoken prompt. Portions of the message to be spoken can be a function of
the current state of the various applications/dialogs running on top of the CVM. A
conversational gesture “select from set” is used to encapsulate dialogues where the user is
expected to pick from a set of discrete choices. It encapsulates the prompt, the default selection,
as well as the set of legal choices. Conversational gesture message “select from range”

encapsulates dialogs where the user is allowed to pick a value from a continuous range of
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values. The gesture encapsulates the valid range, the current selection, and an informational
prompt. In addition, conversational gesture input is used to obtain user input when the input
constraints are more complex (or perhaps non-existent). The gesture encapsulates the user
prompt, application-level semantics about the item of information being requested (TBD) and
possibly a predicate to test the validity of the input. As described above, however, the
conversational foundation classes include , yet surpass, the concept of conversational gestures
(i.e., they extend to the level of fundamental behavior and services as well as rules to perform
conversational tasks).

As discussed below, a programming model allows the connection between a master
dialog manager and engines through conversational APIs. Data files of the foundation classes
are present on CVM (loadable for embedded platforms). Data files of objects can be expanded
and loaded. Different objects act as simultaneous dialog managers. Examples of some
conversational foundation classes are as follows:

Low-level dialog conversational foundation classes:

(multi-modal feature available where appropriate)
(with CVM handle when distributed)

Select_an_item_from _list
Field filing with grammar
Acoustic_Enroll_speaker_
Acoustic_Identify speaker
Acoustic_Verify speaker
Verify utterance
Add_to_list

Enroll utterance
Get_input_from NL
Disambiguate

W 0 oW

._.
e

etc

Low-level specialized dialog conversational foundation classes

(multi-modal feature available where appropriate)
(with CVM handle when distributed)

1. Get_Yes/No

2 Get_a_date

3. Get_a_time

4 Get_a_natural number

-15-
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Get_a_currency
Get_a_telephone_number US or international, rules can be specified or any possibility

5
6
7. Get_digitstring
8 Get _alphanumeric
9

Get_spelling
10.  Speech_biometrics_identify

11.  Open NL
12.  Close NL
13.  Delete NL
14. Save NL
15.  Select NL
16. Mark NL
etc.

Intermediate-level dialog conversational foundation classes

(multi-modal feature available where appropriate)
(with CVM handle when distributed)

1. Form_filling

2. Request_confirmation

3. Identify_user by dialog

4. Enrol_user by dialog

5. Speech_biometrics_identify
6. Verify user by dialog

7. Correct_input

8. Speech_biometrics_identify
9. Speech_biometrics_verify
10.  Speech biometrics_enrol
11.  Manage table

12. Fill free field

13, Listen to TTS

14.  Listen_to_playback

15.  Simulltaneous form_filling
16.  Simultaneous_classes_dialog
17. Summarize dialog

etc.

High-level application specific foundation classes
(multi-modal feature available where appropriate)

(with CVM handle when distributed)

-16-
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Manage bank_account
Manage portfolio
Request_travel reservation
Manage_e-mail

Manage calendar
Manage_addressbook/director

Communication Conversational Classes

00NN WN -

—
—_— O

._.
N

etc.

Get_list of CVM_devices
Get_capability of CVM_device
Send_capability_to CVM_device

~ Request_device_with_given_capability

Get_handle_from CVM_device
Mark _as Master CVM
Mark_as_active CVM
Get_context

Send_context

Get_result

Send_result

Save_on_context

Services and behavior conversational foundation classes

(again 1t can be with CVM handle when distributed)

W XN R WD

etc.

Get_meta-information

Set_meta-information

Register category

Get_list_of categories

Conversational_search (dialog or abstraction-based)
Conversational_selection (dialog or abstraction-based)
Accept_result

Reject_result

Arbitrate_result

Other services

(with multiple classes)
Conversational security
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Conversational customization
Conversational Help

Conversation prioritization
Resource management

Output formatting and presentation
I/O abstraction

Engine abstractions

Etc.

Rules
How complete get a name from a first name
How to get a phone number
How to get an address
How to undo a query
How to correct a query
etc.
The development environment offered by the CVM is referred to herein as SPOKEN

AGE™. Spoken Age allows a developer to build, simulate and debug conversational aware
application for CVM. Besides offering direct implementation of the API calls, it offers also
tools to build advanced conversational interfaces with multiple personalities, Voice fonts which
allows the user to select the type of voice providing the output and conversational formatting |
languages which builds conversational presentations like Postcript and AFL (audio formatting
languages).

As described above, the conversational application API layer 203 €ncompasses
conversational programming languages and scripts to provide universal conversational input and
output, conversational logic and conversational meta-information exchange protocols. The
conversational programming language/scripts allow to use any available resources as input or
output stream. As explained in greater detail below, using the conversational engines 208 and
conversational data files 209 (accessed by CVM 202 via conversation engine APIs 207), each
input is converted into a binary or ASCII input, which can be directly processed by the
programming language as built-in objects. Calls, flags and tags can be automatically included to
transmit between object and processes the conversational meta-information required to correctly
interface with the different objects. Moreover, output streams can be specially formatted
according to the needs of the application or user. These programming tools allow multi-modal
discourse processing to be readily built. Moreover, logic statement status and operators are
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expanded to handle the richness of conversational queries that can be compared on the bases of
their ASCII/binary content or on the basis of their NLU-converted query (input/output of
conventional and conversational sub-systems) or FSG-based queries (where the system used
restricted commands). Logic operators can be implemented to test or modify such systems.
Conversational logic values/operators expand to include: true, false, incomplete, ambiguous,
different/equivalent for an ASCII point of view, diffefent/cquivalent from a NLU point of view
different/equivalent from a active query field point of view, unknown, incompatible, and
incomparable.

Further more, the conversational application API layer 203 comprises code for providing
extensions of the underlying OS features and behavior. Such extensions include, for example,
high level of abstraction and abstract categories associated with any object, self-registration
mechanisms of abstract categories, memorization, summarization, conversational search,
selection, redirection, user customization, train ability, help, multi- user and security
capabilities, as well as the foundation class libraries, each of which is discussed in greater detail
below.

The conversational computing system of Fig. 2 further comprises a conversational
engine API layer 207 which provides an interface between core engines conversational engines
208 (e.g., speech recognition, NL parsing, NLU, TTS and speech compression/decompression
engines) and the applications using them. The engine API layer 207 also provides the protocols
to communicate with core engines whether they be local or remote. An I/O API layer 210
provides an interface with conventional I/O resources 211 such as a keyboard, mouse, touch
screen, keypad, etc. (for providing a multi-modal conversational UI) and an audio subsystem for
capturing speech I/O (audio in/audio out). The I/O API layer 210 provides device abstractions,
I/O abstractions and Ul abstractions. The I/O resources 211 will register with the CVM kernel
layer 202 via the I/O API layer 210.

The core CVM kernel layer 202 comprises programming layers such as a conversational
application & behavior/service manager layer 215, a conversational dialog manager (arbitrator)
layer 219, a conversational resource manager layer 220, a task/dispatcher manager 221 and a
meta information manager 220, which provide the core functions of the CVM layer 202. The
conversational application and behavior/service manager layer 215 comprises functions for
managing the conventional and conversationally aware applications 200 and 201. Such

management functions include, for example, keeping track of which applications are registered
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(both local and network-distributed), what are the dialog interfaces (if any) of the applications,
and what is the state of each application. In addition, the conversational application and
services/behavior manager 20 initiates all the tasks associated with any specific service or
behavior provided by the CVM system. . The conversational services and behaviors are all the
behaviors and features of a conversational Ul that the user may expect to find in the applications
and interactions, as well as the features that an application developer may expect to be able to
access via APIs (without having to implement with the development of the application).
Examples of the conversational services and behavior provided by the CVM kernel 202 include,
but are not limited to, conversational categorization and meta- information, conversational
object, resource and file management, conversational search, conversational selection,
conversational customization, conversational security, conversational help, conversational
prioritization, conversational resource management, output formatting and presentation,
summarization, conversational delayed actions/agents/memorization, conversational logic, and
coordinated interfaces and devices (each of which is explained in detail herein). Such services
are provided through API calls via the conversational application API Layer 203. The
conversational application and behavior/services manager 215 is responsible for executing all
the different functions needed to adapt the Ul to the capabilities and constraints of the device,
application and/or user preferences.

The conversational dialog manager 219 comprises functions for managing the dialog
(conversational dialog comprising speech and multi modal 1/0 such as GUI keyboard, pointer,
mouse, video input etc) across all registered applications. In particular, the conversational
dialog manager 219 determines what information the user has, which inputs the user presents,
and which application(s) should handle the user inputs.

The conversational resource manager 220 determines what conversational engines 208
are registered (either local conversational 208 and/or network-distributed resources), the
capabilities of each registered resource, and the state of each registered resource. In addition,
the conversational resource manager 220 prioritizes the allocation of CPU cycles or input/output
priorities to maintain a flowing dialog with the active application (e.g., the engines engaged for
recognizing or processing a current input or output have priorities). Similarly, for distributed
applications, it routes and selects the engine and network path to be used to minimize any

network delay for the active foreground process.
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The task dispatcher/manager 221 dispatches and coordinates different tasks and
processes that are spawned (by the user and machine) on local and networked conventional and
conversational resources (explained in further detail below). The meta information manager
222 manages the meta-information associated with the system via a meta-information repository
218. The meta information manager 218 and repository 218 collect all the information typically
assumed known in a conversational interaction but not available at the level of the current
conversation. Examples are: a-priori knowledge: cultural, educational assumptions and
persistent information: past request, references, information about the user, the application,
news, etc. It is typically the information that needs to be preserved and persist beyond the
length/life of the conversational history/context and the information that is expected to be
common knowledge for the conversation and therefore, has never been defined during the
current and possible past conversational interactions. Also, as described below, shortcuts to
commands, resources and macros, etc. are managed by the meta-information manager 222 and
stored in the meta information repository 218. In addition, the meta-information repository 21
includes a user-usage log based on user identity. It is to be appreciated that services such as
conversational help and assistance, as well as some dialog prompts (introduction, questions,
feedback etc) provided by the CVM system can be tailored based on the usage history of the
user as stored in the meta-information repository 218 and associated with the application. If a
user has been previously interacting with a given application, an explanation can be reduced
assuming that it is familiar to the user. Similarly, if a user commits many errors, the
explanations can be more complex, as multiple errors is interpreted as user uncertainty,
unfamiliarity, or incomprehension/misunderstanding of the application or function.

A context stack 217 is managed by the dialog manager 219. The context stack 217
comprises all the information associated with an application. Such information includes all the
variable, states, input, output and queries to the backend that are performed in the context of the
dialog and any extraneous event that occurs during the dialog. As explained in further detail
below, the context stack is associated with the organized/sorted context corresponding to each
active dialog (or deferred dialog- agents/memorization). A global history 216 is included in the
CVM system includes information that is stored beyond the context of each application. The
global history stores, for example, the information that is associated with all the applications
and actions taking during a conversational session (i.e., the history of the dialog between user

and machine for a current session (or from when the machine was activated).
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The CVM kernel layer 202 further comprises a backend abstraction layer 223 which
allows access to backend business logic 213 via the dialog manager 219 (rather than bypassing
the dialog manager 219). This allows such accesses to be added to the context stack 217 and
global history 216. For instance, the backend abstraction layer 223 can translate input and
output to and from the dialog manager 219 to database queries. This layer 223 will convert
standardized attribute value n-uples into database queries and translate the result of such queries
into tables or sets of attribute value n-uples back to the dialog manager 219. In addition, a
conversational transcoding layer 224 is provided to adapt the behavior, UI and dialog presented
to the user based on the I/O and engine capabilities of the device which executes the CVM
system.

The CVM system further comprises a communication stack 214 (or communication
engines) as part of the underlying system services provided by the OS 212 . The CVM system
utilizes the communication stack to transmit information via conversational protocols 204 which
extend the conventional communication services to provide conversational communication. It is
to be understood that the communication stack 214 may be implemented in connection with the
well-known OSI (open system interconnection) protocol layers according to one embodiment of
the present invention for providing conversational communication exchange between
conversational devices. As is known in the art, OSI comprises seven layers with each layer”
performing a respective function to provide communication between network distributed
conversational applications of network-connected devices. Such layers (whose functions are
well- understood) comprise an application layer, a presentation layer, a session layer, a transport
layer, a network layer , a data link layer and a physical layer. The application layer is extended
to allow conversational communication via the conversational protocols 204.

The conversational protocols 204 allow, in general, remote applications and resources
register their conversational capabilities and proxies. These conversational protocols 204 are
further disclosed in the patent application IBM Docket No. YO999- 113P, filed concurrently
herewith, entitled “System and Method For Providing Network Coordinated Conversational
Services,” which is commonly assigned and incorporated herein by reference (wherein the
conversational protocols are utilized in a system that does not utilize a CVM system). In
particular, referring additionally to Fig. 3, the conversational protocols 204 (or methods) include
distributed conversational protocols 300, discovery, registration, and negotiation protocols 301

and speech transmission protocols 302. The distributed conversational protocols 300 allow
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network conversational applications 200, 200a and network-connected devices (local client and
other networked devices such as a server) to exchange information register their current
conversational state, arguments (data files 209) and context with each other. The distributed
conversational protocols 300 allow the sharing of local and distributed conversational engines
208, 208a between network connected devices (e.g., client/server). The distributed
conversational protocols 300 also include Dialog Manager (DM) protocols (discussed below).
The distributed conversational protocols allow the exchange of information to coordinate the
conversation involving multiple devices or applications including master/salve conversational
network, peer conversational network, silent partners. The information that may be exchanged
between networked devices using the distributed conversational protocols comprise, pointer to
data files (arguments), transfer (if needed) of data files and other conversational arguments,
notification for input, output events and recognition results, conversational engine API calls and
results, notification of state and context changes and other system events, registration updates:
handshake for registration, negotiation updates: handshake for negotiation, and discovery
updates when a requested resources is lost.

In addition, the distributed conversational protocols 300 also allow the applications and
devices to exchange other information such as applets, ActiveX components, and other
executable code that allows the devices or associated applications to coordinate a conversation
between such devices in, e.g., a master/slave or peer-to-peer conversational network
configuration and networks comprising silent partners. In other words, when multiple CVM or
conversationally aware multiple devices are conversationally connected and coordinated, it
becomes possible to simultaneously control them through one single interface (i.e. through a
single microphone). For example, voice can automatically control through a unique coordinated
conversational interface a smart phone, a pager, a PDA, networked computers, a IVR and a car
embedded computer. Silent partners can be controlled via conversational interface from another
conversational device. Silent partners is a system that is conversationally aware such that it can
interact with a network connected CVM via APIs/protocols. A silent partner, however, does not
present any 1/0 to the user other than possibly the functions for which it has been designated.
For example, a lamp in a room can be conversationally aware by being discoverable by a CVM,
being able to register its conversational state (e.g., what its commands are: switch lamp on,
switch lamp off) and being able to execute commands transmitted from a CVM. Under this

form, a CVM remote control referred to herein as a UCRC (universal conversational remote
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control) is able to download the commands supported by all the discovered conversationally
aware appliances. The user can then control these applications by voice simply by dialoging
with the CVM remote control.

In one embodiment, the distributed conversational protocols 300 are implement via RMI
(remote method invocation) or RPC (remote procedure call) system calls to implement the calls
between the applications and the different conversational engines over the network. As is
known in the art, RPC is a protocol that allows one application to request a service from another
application across the network. Similarly, RMI is a method by which objects can interact in a
distributed network. RMI allows one or more objects to be passed along with the request.

The conversational protocols 204 further comprise conversational discovery (detection),
registration, and negotiation protocols (or methods) 301. The registration protocols allow each
networked device or application to exchange and register information regarding their
conversational capabilities, state/context and arguments, so as to limit data transfer between the
devices to relevant information and negotiate the master/slave or peer networking. Silent
conversational partners (which are only conversationally aware) behave similarly (i.e., register
their capabilities etc.) and can interact through a conversational proxy server or as
conversational client of a CVM (i.e., silent partners use conversational registration with the
CVM devices).

The registration protocols allow the following information to be exchanged: (1)
capabilities and load messages including definition and update events; (2) engine resources
(whether a given device includes NLU, DM, NLG, TTS, speaker recognition, speech
recognition compression, coding, storage, etc.); (3) /O capabilities; (4) CPU, memory, and load
capabilities; (5) data file types (domain specific, dictionary, language models, languages, etc.);
(6) network addresses and features; (7) information about a user (definition and update events);
(8) user preferences for the device, application or dialog; (9) customization; (10) user
experience; (11) help; (12) capability requirements per application (and application state)
(definition and update events); (13) meta information for CUI services and behaviors (help files,
categories, conversational priorities, etc.) (definition and update events, typically via pointer to
table); (14) protocol handshakes; and/or (15) topology negotiation.

Registration may be performed using a traditional communication protocol such as
TCP/IP, TCP/IP 29 , X-10 or CEBus, and socket communication between devices. The devices

use a distributed conversational architecture to communicate to their associated conversational
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engine and a CVM controller, their conversational arguments (e.g., active vocabulary,
grammars and language models, parsing and translation/tagging models, voice prints, synthesis
rules, baseforms (pronunciation rules) and voice fonts). This information is either passed as
files or streams to the CVM controller and the conversational engines, or as URLs (or as noted
above, declarative or procedural at the level of information exchange between devices: objects
and XML structures). In one embodiment for implementing the registration protocols, upon
connection, the devices can exchange information about their conversational capabilities with a
prearranged protocol (e.g., TTS English, any text, Speech recognition, 500 words and FSG
grammar, no speaker recognition, etc.) by exchanging a set of flags or a device property object.
Likewise, applications can exchange engine requirement lists. With a master/slave network
configuration, the master dialog manager can compile all the lists and match the functions and
needs with conversational capabilities. In addition, context information may be transmitted by
indicating passing or pointing to the context stack/history of the device or application that the
controller can access and add to its context stack. Devices also pass information about their
multi-modal I/0 and UI capabilities (screen/no screen, audio in and out capabilities, keyboard,
etc.) The conversational arguments allow a dialog engine to estimate the relevance of a new
query by the NLU engine, based on the current state and context.

The conversational discovery protocols 301 are utilized by spontaneously networked
conversational clients 230, 230a of the devices to automatically discover local or network
conversationally aware systems and dynamically and spontaneously network- connect such
conversationally aware systems. The information that is exchanged via the discovery protocols
comprises the following: (1) broadcast requests for handshake or listening for requests; (2)
exchange of device identifiers; (3) exchange of handles/ pointer for first registration; and (4)
exchange of handles for first negotiation

Furthermore, the negotiation protocols 301 allow the negotiation between master/slave
or peer networking so as to provide the appropriate coordination between multiple CVM
systems in dynamic master-slave and peer-to-peer interactions. More specifically, multiple
CVM devices when registering will add to the conversational registration capability,
information pertaining to, e.g., their controlling capability, the conversational engines that they
have access to, and applications and devices that have registered with them and that they
control. Based on their Ul, I/O capabilities and active I/O, one CVM controller becomes the

master and the other CVM controllers act as slaves, which is equivalent relatively to the master
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as being registered applications until a new negotiation occurs. The role of master and slave can
be dynamically switched based on the active I/O modality or device or based on the active
application.

The speech transmission protocols 302 (or conversational coding protocols) are used by
speech transmission clients 38, 38a to transmit/received compressed speech to/from other
networked devices, systems or applications for processing. The speech transmission clients 38,
38a operates in conjunction with compression, decompression and reconstruction engines 234,
234a using suitable compression hardware 235, 235a for processing the speech transmitted over
the network. The speech coders 234, 234a provide perceptually acceptable or intelligible
reconstruction of the compressed speech and optimized conversational performance (e.g., word
error rate). The speech is captured (and transformed into features) on the respective networked
devices using acoustic signal processing engines (audio subsystems) 232, 232a and suitable
audio hardware 233, 233a. In addition, compressed speech file formats 303 can be transmitted
and received between devices for processing speech. More specifically, the speech
transmission protocols 303 allow the devices to transmit and receive compressed speech or local
processing results to/from other devices and applications on the network. As noted above, the
conversational engines 208 (Fig. 2) preferably include compression/decompression engines 234
for compressing speech (or results) for transmission and decompressing compressed speech (or
results) obtained over the network from another device or application for local processing. In
one embodiment, after the handshake process between a transmitting device and a receiving
device, a data stream (packet based) is sent to the receiver. The packet headers preferably
specify the coding scheme and coding arguments (i.e. sampling frequency, feature
characteristics, vector dimensions, feature transformation/family etc. as discussed in the above
incorporated patent application IBM Docket No. YO999-113P) using for encoding the speech
(or results). In addition, error correcting information can also be introduced (e.g. last feature
vector of the previous packet to correct he differential decoders if the previous packet is lost or
delayed), or appropriate messaging to recover (re-send) lost packets.

As illustrated in Figs. 9, 10 and 11, the conversational protocols 204 further include
protocols for information exchange between dialog managers (DMs) (DMs are discussed in
detail below) of networked devices. As shown in Fig. 9, for example, in a distributed
application (distributed applications 200a), dialog management protocols are used for

exchanging information to determine which dialog manager (219 or 219a) will execute a given
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function. Typically, different devices, CVMs or different applications will have their own
dialog manager, context stack 217, 217a and global history 218, 218a. Through the dialog
manager DM protocols (which are part of the distributed protocols 300 (Fig. 3), the different
dialog managers will negotiate a topology with a master dialog manager and slave or peer dialog
managers. The active master dialog manager (illustrated as dialog manger 219 in Fig. 9) will be
responsible for managing the flow of I/O to the different managers to decide the active dialog
and appropriately execute a query and update the context and history. For instance, the
following information can be exchanged: (1) DM architecture registration (e.g., each DM can be
a collection of locals DMs); (2) pointers to associated meta-information (user, device
capabilities, application needs, etc.); (3) negotiation of DM network topology (e.g.,
master/slave, peer-to-peer); (4) data files (conversational arguments) if applicable i.e., if engines
are used that are controlled by a master DM); (5) notification of I/O events such as user input,
outputs to users for transfer to engines and/or addition to contexts; (6) notification of
recognition events; (7) transfer of processed input from engines to a master DM; (8) transfer of
responsibility of master DM to registered DMs; (9) DM processing result events; (10) DM
exceptions; (11) transfer of confidence and ambiguity results, proposed feedback and output,
proposed expectation state, proposed action, proposed context changes, proposed new dialog
state; (12) decision notification, context update, action update, state update, etc; (13) notification
of completed, failed or interrupted action; (14) notification of context changes; and/or (15) data
files, context and state updates due to action. In addition, actions, I/O events, backend accesses
are information that is shared with the conversational resource manager and task dispatcher
manager.

Figs. 10 and 11 illustrate a system and method for dialog management according to the
present invention. More specifically, Fig. 10 illustrates a hierarchical dialog between multiple
dialog managers (i.e, the master arbitrator, and the slave dialog managers 1, k, and N) of various
devices/applications (1, k and N). Fig. 10 illustrates a typical master slave topology. As
discussed above, the topology is formed by exchanging the relevant information via the DM
protocols. On the other hand, Fig. 11 illustrates another master/slave configuration where only
the main root (arbitrator) dialog manager performs the dialog manager task for one or more

applications or devices (1, k, N). In this instance, the master dialog manager arbitrator is the

| only dialog manager present and maintains the global context and history (possibly with

classification of the application specific context and history). The DM protocol involves
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exchanging the attribute value n-uples between each application and device and the core root
dialog manager.

It is to be appreciated that even when multiple devices/applications are involved, the
actual dialog managing process as illustrated in Fig. 10 can be performed in serial with one
single dialog manager on a single device. The difference between the two situations is that the
user has the feeling of rcarrying a conversation with an entity carrying multiple tasks, as opposed
to carrying multiple conversations with one conversation per entity specialized for the given
task. Each of these topologies can be negotiated via DM protocols or imposed by user
preferences, application choice or CVM default settings.

Referring now to Fig. 4, a diagram illustrates a detailed architecture of a conversational
system and the core functional modules of the conversational kernel of the CVM system
according to one embodiment of the present invention. It is to be understood that the system of
Fig. 4 and the accompanying description are for purposes of illustration to provide
implementation examples and that one of ordinary skill in the art can envision other components
or system architectures for implementing a CVM according to the spirit of the present invention.
Furthermore, it is to be appreciated that each of these elements can be introduced in stand-alone
mode within an application or as platform under an existing operating system, or a true CVM
with a core kernel built around these different new elements. Conventional calls to the
underlying operating system could be captured and implemented with CVM, which allows
portability. In this instance, CVM is configured as a stand-alone platform for existing
platforms.

Referring to Fig. 4, a conversational system 400 according to an embodiment of the
present invention, in general, comprises a combination of conventional subsystems and
conversational subsystems which are executed and managed by a CVM 401. The CVM 401
comprises a task dispatcher/controller 402, a meta information manager 403, a dialog controller
404 (or dialog manager as referred to above), a context stack 405, and a conversational
subsystem services manager 406. It is to be understood that the term “CVM controller” may be
used herein to refer collectively to the task dispatcher/controller 402 and the dialog controller
404. In general, the CVM 401 operates by converting conversational and conventional input
streams into multiple actions and produces sorted output to a user through conversational and/or

conventional output streams.
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The conversational system 400 further comprises a plurality of conversational resource
subsystems (engines) 407 including, for example, a speech recognition system 408, a speaker
recognition system 409, a natural language understanding and natural language parsing system
410 and a text-to-speech synthesis (TTS) system 411. It is to be understood that the
conversational resources 407 may also include other systems such as a NLG (natural language
generation) engine and an audio subsystem. As explained above, each of these conversational
subsystems 407 may be accessed through API calls to the CVM 401. The CVM 401 will locate
the requested conversational subsystem 407 (via the conversational subsystem services
manager 406), drive its execution and return appropriately the results. It is to be appreciated
that these conversational subsystem 407 can be local or distributed over a network and that all
conversational subsystem calls are hidden to the application (although the engine APIs are
always available to the application if the developer wants a to implement a specific behavior of
the engines 407).

The conversational subsystem services manager 406 manages all the services, Ul and
behavior (as described herein) that are offered by the CVM 401. The conventional subsystem
services manager 412 manages all the services and UI offered by an underlying operating
system (or conventional I/O system even in the absence of an underlying OS).

The core of the CVM 401 is the context stack 405 which operates and is managed under
the control of the dialog controller 404 (it is to be understood that the context stack 405 id
directly related to the global history and meta information repository discussed above). In
general, the context stack 405 accumulates the context (i.e., full query arguments list of attribute
value n-uples, and state/mode) of each active process with an activated discourse (i.e.,
conversational interaction associated with a given task/process/thread) along with any data files
413 (or at least identifiers of such conversational arguments) for the different engines that may
be needed for input understanding (e.g., files or arguments that the engines use for performing
their respective tasks such as active FSG, topic, vocabulary, HMM (hidden markov models),
voiceprints, language models or possible queries for a speech input). In other words, the term
“context” refers to the state of each discourse (whether active or nonnative), which keeps track
of the past history of the discourse, its current state, and the specific characteristics and full
query arguments of the corresponding task (e.g, vocabulary file, language model, parsing, tags,
voiceprint, TTS rules, grammar, NLU etc. of each active task/process) along with any data

needed for input understanding. It is to be appreciated that, in a distributed CVM (as explained
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below), the context stack (as well as other CVM components) may be directly associated with
networked services (i.e., distributed over the network) (as described above with respect to the
context and global history)..

More specifically, each new task, process, or thread creates a new stack entry and is
associated with a discourse. Each application may be associated with multiple discourses (e.g.
the application management discourse and the application content navigation discourses). Each
context associated with a given discourse comprises the latest requests made to the
corresponding process/task/thread as well as the latest output. The context of a given discourse
is also associated with, e.g., any active grammars, vocabularies and symbolic language which
maps the actual query. Again, the latest information is stored in the history and context stacks.
Past history and context and other information is managed by the meta information manager 403
and stored as part of the meta information.

The dialog controller 404 manages the context stack 405 by creating a new stack entry in
the context stack 405 for each new task/process/thread that is spawned either local or remotely
from a networked device (with task management being controlled by the task
dispatcher/controller 402 as discussed below). Each active application can be associated with
multiple discourses (e.g. the application management discourse and the application content
navigation discourses). As explained above, each context associated with a given discourse
comprises the latest requests made to the corresponding process/task/thread as well as the latest
output. Furthermore, the context of a given discourse is associated with, e.g., any active
grammars, vocabularies and symbolic language (attribute value n-uple) which maps the actual
query. The context stack 405 is associated with the machine state stack so that for any new
input from a user, the dialog controller 404 may traverse the context stack 405 until the input
context can be appropriately established. This essentially amounts to finding and selecting the
active discourse between the user and machine among the last and past discourses.

The task dispatcher/controller 402 dispatches and coordinates different tasks and
processes that are spawned (by the user and machine) on local and networked conventional and
conversational resources. The task dispatcher/controller 402 is essentially a resource
allocation mechanism which, in general, dispatches the activated tasks (whether they are
conventional or conversational tasks) and controls the status of each task, resource, etc. by
monitoring the load and availability of all the resources and appropriately assign and shift the

various tasks to different resources. The resource allocation function involves determining the
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current load of each resource, the needs of each service and application, and
balancing/managing the overall system by dispatching tasks to the resources that can handle
them to optimize the overall system load and conversational flow.. The task
dispatcher/controller 402 relies on conventional system management procedures (via the
conventional task manager 417) plus any information exchanged by the different resources (via
discovery, registration, negotiation, and distributed conversational protocols discussed above).
The task dispatcher/controller 402 keeps track of these resources and shares the conventional
subsystems (e.g., GUI I/O and system, video recognition engine, etc.) and conversational
subsystems 407 between the different tasks on the context stack 405. In addition, the task
dispatcher/controller 402 will utilize the service of the underlying operating system to manage
and control conventional tasks that can be controlled by the operating system at the level of the
conventional task manager 417. Again, as noted above, the conventional operating system can
perform task management under the instruction of the conversational task dispatcher
manager/controller 402.

The task dispatcher/controller 402 feeds input from the conventional and conversational
subsystems services 412, 406 to the context stack 405 (via the dialog controller 404 which
selects the active context) and feeds the output of the different tasks to the different subsystems
and prioritizes them. The task dispatcher/controller 402 also inserts and manages
conversational assistants in the form of agents/daemons and memorization tasks along the
context stack 405. The task dispatcher/ controller 402 coordinates the output generation and
prioritization according to the active conversation and conversation history, delayed returns,
delegation across network resources and task delegation, summarization, and memorization
(which functions are explained below).

A dialog controller 404 manages the dialog (conversational = speech and multi- modal:
GUI, keyboard, pointer, mouse, video input, etc.) across all the conversational and conventional
applications (registered with the task dispatcher/controller 402). As explained above,
applications exchange (via API call or negotiation protocols) information about their state, how
they interpret a latest input, and the confidence level for such interpretation. The dialog
controller 404 manages and determines the active context and application. It also manages the
conversational protocols by which applications exchange information to assist the dialog
controller 404 in determining which applications are active, or activates a small dialog to

resolve ambiguity if it can’t make such determination.
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Fig. 5 illustrates the function of the dialog manager 404. As shown, different tasks (task
1, task N) and resources (conversational subsystem A - Z are managed by the CVM 401. The
CVM 401 decides which application is active and how the context is to be modified (as
explained above with the dialog manager and conversational protocols). In distributed
applications, this function is performed by transmitting messages as per the dialog manager
protocols discussed above. It is to be understood that the dialog manager protocols are used to
exchange information between local parallel applications. The capability to manage the dialog
and context across multiple (local or networked) dialogs/applications that are unknown to the
dialog manager and engines when designed is what is referred to as generic NL processing and
pluggable dialog managers and NL applications.

It is to be understood that applications can make calls to the CVM 401 directly (via the
CVM APIs as discussed above) or directly to the operating system (or underlying system such
as a JVM (java virtual machine) or an operating system such as Microsoft Windows. When call
are made through the CVM 401, they are registered through the task dispatcher/controller 402
and the dialog (which can be multi modal and even without any speech input or output) is
managed by the dialog controller 404. When the call is complete to the underlying operating
system, the dialog controller 404 will interact only indirectly with the application, i.e., the
conventional calls are managed by the conventional task manager 417 and, thus, taken into
account by the task dispatcher/controller 402 when passed and or because the task dispatcher
collaborates/commands the conventional task dispatcher 417. The latter will register the
application with the dialog controller 404 and update any status changes that the task
dispatcher/controller 402 is aware of. In cases where the conventional applications are managed
with a C&C (command and control) interface (or any other type of voice interface), the
application dialog is registered and controlled by the dialog controller 404 through registration
with the dialog controller 404. It is to be understood that these are particular cases. But, in
general, when backward compatibility or non-conversational applications are not an issue, the
dialog controller 404 will control the dialog of all applications and manage the context through
the context stack 405. It is to be appreciated that the CVM 401 can re-implement all the
conventional functions, services and behaviors. In this case, the CVM 401 Idoes not execute as a
platform on an conventional operating system and acts as an operating system on its own

capturing all the conventional calls.
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The CVM 401 further comprises a meta information manager 403 which manages
elements such as files (or other similar entities adapted to the device such as records or name
spaces), directories, objects and applications that are associated with the CVM 401, as well as
any other resource or object (local, networked, etc.) and information about the user (preferences,
security habits, biometrics, behavior, etc.) The meta information manager 403 manages these
elements by associating such elements and system resources with high level of conversational
abstraction via abstract categories and meta information. Object representations, for example,
are expanded to encompass advance knowledge representations like content driven
meta-information that is associated with each object (e.g. security feature (user and author),
associating of file with abstract concepts like picture, drawing, image etc.). . Each of these
elements are associated with one or more of a plurality of meta information categories. These
categories are defined either by the operating system, the application or the user. Each file,
directory object and application can be associated to one or more of the defined categories by
pointing to the category definition and associated functions or by registering them to these
classes. As explained in detail below, the abstract meta information can be used to provide
shortcut to, or automatically extract and process elements of the file system or any other object,
resource or user.

More specifically, the meta information manager 403 manages the file system using
abstract meta-information and protocol with multiple categories. These categories can be
defined the by owner/developer of the resource or by a past user/application of the resource.
Advantageously, CVM 401 relies on associative memory concepts as opposed to conventional
file management systems, wherein information about files is captured by operating systems in
three major forms: (1) extension of the file name; (2) header of the file name; and (3) file
content type (binary versus ASCII) (although the abstract category concept described herein can
significantly improve such conventional file system). In a conversational system, an additional
level of abstraction is added to characterize the content or role of the file. For example, each file
can be associated with a set of abstract classes characterizing the file (whereas conventionally, a
GIF file, for example is associated with a software application to open or edit the file by
default). In addition, multiple directory/file system displays include or exclude by default these
extensions from the displayed information. Any other image type of file will need to be
registered at the level of the application or preferably at the level of the operating system, in

order to take advantage of any automation process. Conversely, incorrect or ambiguous file
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extensions can often lead to incorrect automated tasks. On the other hand, headers convey more
detailed information about the content and the processing requirements of a given file.
However, currently, headers like MIME headers are usually designed only for class of
applications, e.g. e-mail, or protocol and language, e.g. HTTP and HTML.

In accordance with the present invention, files are associated with abstract meta-
information. This can be done automatically such as with a topic or image classifier, or
explicitly by the application, user, platform etc. For example, the concept of images, pictures,
movies, drawings can define diverse abstract categories. A file can therefore be characterized
by these different terms independently of the format, extension, and/or usage of the file. In
addition, the CVM affords the capabilities to add categories across applications, either by
application developers (with are then registered) or by the user (customization or usage).

It is to be appreciated that this abstraction can also be extended to directories, objects
and applications, and not just files. For example, concepts like links, macros, shortcuts and even
bookmarks can be associated with certain categories. These categories allow, for example, to
display all the financial applications or all the financial files, versus all the drawing applications
or all the image files.

The meta information manager 403 will associate any object provided or built on the
CVM platform to a double linked list of categories. It is to be understood that other
implementations can be employed which implementing the same functionalities. The CVM
platform contains a repository table of all defined categories, which is managed by the meta
information manger 403.. Some categories can be user or application dependent. Using CVM
platform system calls, a user or application can create new categories and associated new
objects to these categories. This is especially true for the file system. Moreover, dynamic
information provided by the CVM platform or by the user/application through system calls can
be added to each object: date of creation, date of use, who used it, when, how often, who created
the object, who compiled the object.

The content of an object can be indexed based on information provided by the object,
application, user or platform. These indexes are part of the dynamic information associated to
an object. Indexing and/or topic detection can be done on the fly when possible or in batch
mode.

Furthermore, just as meta-information can be associated to available resources, it is to be

appreciated that meta information, abstraction and abstract categories can be associated to each
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dispatched task and processes. Besides process and load management, this afford very specific
selection of tasks. For example, with one conversational request, the user can listen to the
output of a task or re-claim the input (e.g. microphone) for a task down the context stack and
direct a wave file, or an ASCII file, to append to the input stream. Similarly, by way of
example, the user can re-direct the printer where a file is sent, by giving a single redirecting
request.

It is to be understood that the concept of using abstract categories at the level of the file
system is preferably extended to any object and/or resource that is either available or accessible
by the CVM operating system. As such, it is to be appreciated that for networked and
distributed applications, the meta information manager 403 can manage a plurality of meta
information categories that are associated with non-local objects or resources (e.g., file,
directory, disk, object, peripheral, application etc.), which are defined by the owner/developer of
resources or a past user/application of the resource. Indeed, it is to be appreciated that the
abstract categories are independent of whether a particular resources are local or networked, and
that either through access or connection to a resource, the resource can register to abstract
categories or can even create new abstract categories. More particularly, new objects accessible
not yet accessed must register their meta-information, which registration process may occur
locally when a machine connects to it, or it may be to a server similar to a DNS approach or
name space manager) where it registers its self, its content or its categories. This protocol is
also used locally when an application or object is downloaded or transferred to the machine (e.g.
via ActiveX, Javascript, Java applet, Vbscript), thereby allowing an application to automatically
register/active its abstract categories. The registration protocol (as described above) is utilized to
automatically create new categories associated with new non-local objects either upon
connection with a remote system or via a meta information server (analogous to a DNS server or
name space manager) which updates the list of abstract categories associated with an object or
its content. The self-registration mechanism allows new objects that are downloaded from or
forwarded to the network to communicate its associated meta-information and register locally
using the same protocol. Double linked lists and repository can be appended to the platform list.
Whenever a resource register new categories, the new categories are pointed as associated to
that resource. When the resource is destroyed, the corresponding categories are eliminated.

As with the meta information associated with local objects, the abstract meta

information can be used to shortcut, automatically extract or process non-local elements of the
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network. These resources should be memorized, at least for a while, within the set of active
abstract categories or registered resources. Each remotely accessible non-local object or
resource can be associated with these different categories by pointing to the category definition
and associated functions or by registering them to the appropriate classes.

For example, it becomes possible to refer to “watson” resources as all the resources that
are part of the watson.ibm.com intranet or all the printer resources or all the financial home page
visited. Currently, with a conventional browser (ore viewer), URL to pages or files can be
stored and then manually classified by the user. As a result of our approach abstract categories
would be automatically created or subscribed to based on header formats or other
meta-information contained initially within the HTML (e.g. within a specified comment field
with the current HTML specification, or within an appropriate meta tag or because of an
additional conversational protocol handshake). Therefore, the bookmarks would be
automatically categorized when accessed or added.

The meta information manager 403 and repositories collects all the information typically
assumed known in a conversational interaction but not available at the level of the current
conversation. Examples are: a-priori knowledge: cultural, educational assumptions and
persistent information: past request, references, information about the user, the application,
news, etc. It is typically the information that needs to be preserved and persist beyond the
length/life of the conversational history/context and the information that is expected to be
common knowledge for the conversation and therefore, has never been defined during the
current and possible past conversational interactions.

Uniformity of the data stream processing is an important way to simplify the abstract
categorization via meta-information and allow categorization under a similar abstract category,
file, object, applications as well as local or networked resources.

The interaction between the task dispatcher/controller 402, dialog controller 404 and
context stack 405 of the CVM 401 in processing input and output data streams will now be
explained in greater detail. It is to be appreciated that the present invention provides NLU
interfaces with contexts and mixed-initiatives sorted across multiple tasks (with multiple
domains). More specifically, the present invention provides the capability to have a natural
dialog with NLU, NLG and mixed initiative across multiple applications, with multiple
domains. In this regard, each application will provide the CVM 401 its own parsing and

translation arguments. As explained in greater detail below, the NLU engine 410 can either tag
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a query sequentially (form filing) or in parallel (e.g., procedural threads or parallel
conversational objects/procedures or parallel forms). The first task to have its dialog completed
by producing a non-ambiguous query is executed and the corresponding query as interpreted by
the other application is stored to activate if the recognized query is rejected by the user.

It is to be appreciated that conversational biometrics can be used to collect any context
and meta information on the user not only to customize or adapt for purposes of user preferences
or to authorize a query, but also to use the information to perform more robust recognition.
Accordingly, any information can be accumulated to recognize the user. Namely, the usual
phrasing of a query, the type of query phrased, command frequency (often used, not often used),
preferred applications, time or usage, etc. . Conversational biometrics may be built using the
methods disclosed in U.S. Patent No. 5,89 7,616 entitled “Apparatus and Methods for Speaker
Verification/Identification/Classification Employing Non-Acoustic and/or Acoustic Models,
which is commonly assigned and incorporated herein by reference.

Referring now to Fig. 6, a diagram illustrates a conversational input/output interface in
accordance with one embodiment of the present invention. As illustrated, a conversational input
interface according to an embodiment of the present invention can process multi-modal input,
that is, files/streams/resources, speech via a phone 600, keyboard 601, pointing devices 602,
handwriting devices 603, including natural interfaces. This means that all the input and output
events across all the modalities are caught and transferred to the dialog manager (that also stores
it appropriately in the context stack). Spoken input from a speech client (e.g., telephone 600) is
subject to a speech recognition process 604 and other input (e.g., keyboard, mouse clicks etc)
are subject to NLU processing 605. Each input is subject to attribute acquisition (401a)
whereby the attribute value n-uples are acquired from the input. A summarization process 401b
is performed whereby the attribute value n-uples are added to the context and then verifies with
the syntax of the back-end application 608 whether the query is complete, incomplete, or
ambiguous. The backend accesses are also tracked by the dialog manager and the context
manager. It is sometimes possible to distribute some of the”intelligence” tot he backend by
loading some disambiguation capabilities (a feature of the dialog manager) to the backend.
Individually, each input stream behaves the conventionally. The key conversational aspect is in
the input procedure wherein commands can be entered in NLU (to provide natural language
understanding of input queries) or in FSG mode (for constrained input according to rules:

grammar and vocabulary, as opposed to free natural input). Commands or queries can be
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completed or corrected by completing missing fields or by correcting incorrect fields for the
active task. As such, the CVM introduces new issues not met with conventional OS:
simultaneous input streams to be merged which create input ambiguity. For example, input may
now combine input keyed on the keyboard, handwritten input and speech input, not to mention
possible input from re-directed streams. Therefore, the present invention provides a mechanism
to resolve any ambiguity. This may be performed as explained in the above- incorporated
application U.S. Serial No 60/128,081.

In accordance with the present invention, the input problem is treated as a merge of the
output of multiple decoders, ASCII transcription or a list of attribute value n-uples.. Each input
stream is converted into its ASCII transcription and aligned with input time- marks via speech
recognition processing 604. When different input stream are associated to the same task, the
transcripts are merged as follows. First, commands and queries are sorted based on the time
marks and appended to a single data stream. Command formulation can be checked against
FSG rules and re-sorted to satisfy the grammar rules. NLU queries do not necessarily require
re-sorting. For NLU queries, the symbolic fields are filled for each stream, then compounded at
the level of the final input stream. Arguments such as spelling and alpha-numeric code do not
exploit grammar rules or NLU to solve ordering ambiguity. Time-marks are used similarly to
build a unique stream. However, the input is fed back to the user for confirmation, with possible
pre- filtering using a dictionary or FSG rule book which is application-dependent.

For networked-based interactions, as explained above, each machine registers with task
dispatcher/controllers of other devices in the network and provides information about its
conversational capabilities. In other words, a regular desktop will register full conversational
capabilities, whereas a phone will register (smart phone) or have its server (regular phone)
register as a display-less keyboard-less, pen-less, pointer-less devices, a PDA will register as a
mono-window device etc. Only relevant input are exchanged between the systems.

In summary, the input procedure provides a set of multi-mode input streams, each
transcribed into an ASCII command, query, or list of attribute value n-uples. Each input entity
(command, NLU query field or argument unit (isolated letter, word etc.) are associated to
time-marks and appended accordingly to a compounded input stream. Should two or more
stream have exactly the same time-marks, they are prioritized based on when each input stream

contributed previously. Compounded inputs are checked against possible FSG and dictionaries
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and optionally fed back to the user. Each resource exchanges their conversational capabilities
and the input stream is tailored to only exchange relevant information.

With regard to conversational output dispatches and interface, the CVM 401 produces
output to files/streams/resources, display (single or multi-windows, GUI, color, images,
movies), audio. Individually, each output stream behaves conventionally. However, according
to the context stack 405 and task dispatcher/controller 402, the output of multiple processes can
simultaneously collide on the same output stream (e.g. a same display in text mode or the speech
synthesizer). Also the output of one task can be multiplexed between several output streams.

Each output stream can behave conventionally. Alternatively, the output can be either
the output of a task or the generated output of the dialog process (e.g., directed dialog or mixed
initiative). Different categories of output streams exists. For instance, with a mono-channel
output (e.g., dummy terminal (VT100 or Palm Pilot screen) or audio only output), all the output
messages using this resource use the same channel (or sometimes share a same channel) (e.g.
speech output, unique window/screen and/or text output). With multi-channel output, a separate
channel exists for the output of each task (e.g. Windows GUI). Output streams of multiple tasks
to mono-channel resources are queued based on the content stack 405 and the priorities assigned
by the task dispatcher 402. When a mono-channel output is provided to the user, the event
becomes active and it is brought to the top of the context stack. Multi-channel outputs are not
prioritized but updated asynchronously, without having the task popped up to the top of the
stack.

It is to be appreciated that outputs from each task can be multiplexed to multiple output
streams based on output handle assigned by the task but modifiable by the user. For
networked-based interactions, each machine will register with the task dispatcher/ controllers of
others connected device in the network to provide information regarding conversational
capabilities. For instance, as explained above, a regular desktop will register full conversational
capabilities. A phone will register (smart phone) or have its server (regular phone) register as a
display-less keyboard-less, pen-less, pointer-less devices, a PDA will register as a
mono-window device (e.g., Palm Pilot) etc. Only relevant outputs are exchanged between the
systems.

It is to be appreciated that all the output, in particular voice output, can be customized
and programmed by the user. Selection of the voice speaking the output can be made like fonts

can be selected for text display. In such case, we speak of Voice fonts. More complex
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conversational presentation are prepared using conversational formatting languages. In
summary, CVM 401 provides a mechanism to queue the output of multiple tasks to
mono-channel output based the context stack 405 and the task dispatcher 402, as well as a
mechanism to redirect or modify the resource assigned to each input streams, even in
multiplexed cases. Each resource exchanges their conversational capabilities and the output
stream is tailored to only exchange relevant information, including selection of the output Voice
fonts and formatting of conversational presentations including GUI events, and other audio
content..

The input/output processing by CVM 401 will now be explained in further detail. As
explained above, various activities must be appropriately organized by the CVM 401. For
instance, basic system calls must spawn multiple actions involving different subsystems. Such
actions include executing a task, listening for new input, and producing an output/feedback. By
way of example, the task dispatcher/controller 402 will decide on the basis of the context stack
405 the different statistical parsers that must operate on a query for the dialog controller 404 to
identify the active context and complete the query. These actions must be appropriately
prioritized so as to, e.g., execute completed queries and update the context stack 405, provide
feedback to the user for incomplete or ambiguous queries/command, allow new input to be
decoded and run down the context stack 405, and return output of executed or running
processes.

The task dispatcher/controller 402 associated each task or device with a conversational
engine with conversational arguments. When there is one engine per application or device, the
NLU engine of each application or device can be parallel (procedural threads) or serial (form
filling) (as described above). When multiple device/applications share the same engine, the
NLU engine needs to be parallel with procedural threads. Rejection or likelihood of a new
query is managed by each activated task based on the conversational arguments. Queries that
are rejected or too improbable cause the dialog controller 404 to peruse down the context stack
405 to look for the next available context. Each action, completed query and conversational
argument of an active task as well as each returned value/result are stored on the context stack
405. In addition, a returned value and results activate past contexts, when appropriate.

The task dispatcher/controller 402 divides each command/process into multiple
actions, starts the associated threads/processes with the appropriate priority and relates/inserts

them within the context stack 405. The task dispatcher 402 allocates each resource and shares
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them between the different spawned actions, and controls handles and streams to and from the
resources. Based on the modality (pointer, keyboard, file, speech), the task dispatcher 402
redirects the stream to the appropriate conversational subsystems or conventional subsystem
with speech inputs being transcribed/understood. The output of these subsystems is run down
the context stack 405 to extract the active query and complete it. On the other hand, outputs are
queued based on the priority levels of each task and dispatched sequentially to the output
resource.

Each new (active) task/process/thread creates a new stack entry in the context stack 405,
with or without activated discourse. The context stack 405 is associated with the machine state
stack so that for any new input from a user, the context stack 405 can be traversed until the input
context can be appropriately established. This essentially amounts to finding and selecting the
active discourse between the user and machine among the last and past discourses, possible
going back into the history. The selection process will now be explained in greater detail. In
addition, each task is associated with a mixed initiative layer. This layer can be as simple as the
conversational equivalent to the usage information of a command line in conventional operating
systems. The dialog controller 404 will first check a user command query for completeness or
ambiguity at the level of the syntax of the command query. Commands that are deemed
incomplete or ambiguous will be returned similarly with priority level (top for the application
under focus) to the appropriate conversational engine 407, which will generate a request (a
prompt) for the missing or ambiguous information and update the context (requested missing
fields). It can also simply mention that the request is incomplete ambiguous when unable to
better formulate the prompt (e.g. legacy application).

On the other hand, complete and non-ambiguous commands will result in certain results
(e.g., outputs or actions). These results are similarly returned to the appropriate conversational
engine 407 with a priority level and update the context, unless if re- directed by the user as in
conventional systems. However, the re-direction can be more sophisticated as it can involve
partial mixed initiative notification while re-directing the results. As explained in further detail
below, it can be implemented, for example, with a conversational assistant. This would be
extremely complex to achieve with a conventional system and it would probably require
redirecting the output to a specially written script. Command may also require user
confirmation before execution based on the preferences/settings coming from the CVM

platform, application, or user preferences.
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Completion/search for the active context is performed from context to context down the
stack. That is, new queries or arguments are compared by the dialog engine by going down the
stack until an acceptable match is obtained and optionally confirmation is obtained from the
user. As soon a context is found that fits the utterance at the level of the NLU symbolic
language, the context becomes active and the corresponding process becomes active. Until the
active command is completed, or until a new command is provided, the selected context is
marked active, and pushed to the top of the context stack 405. When a message is returned to
the user, the context is updated and then pushed to the top of the context stack 405 under the
active context. The active context is updated to inform of the existence of a returned value.
This can also be done at the level of the superseding CVM session discourse, which can be in
the stack or always besides the stack and then searched right after the active context, before
going down the stack. Simultaneously completed tasks result in contexts that are arranged
under the active context according to CVM priorities (e.g. FIFO or FILO). Active contexts
sufficiently completed to generate a task will be pushed down the stack under the next or all the
returned contexts. Or it could become the active discourse. This may be done automatically or
when commanded by the user. This stack structure allows to maintain non-ambiguous
conversational interactions with multiple tasks, threads or processes.

If the request is complete, it will be executed, pending possible request for confirmation
by the user, e.g. when it is irreversible. Otherwise, mixed initiative is used to continue the
completion or correct the query/command. Whenever, a command/request progresses, option is
opened in the context for rejection of the discourse by the user. This would mean, restoring the
previous stack status (and program status) and pursuing down the stack. The user would have to
explicitly request going back up the stack. If the user rejects or immediately completes his/her
input prior to execution or notification of execution to the user, the new input is appended to the
active utterances and the search is re-started from the top of the stack. Any other utterance
provided by the user, before the active context is established, is stored in a buffer and considered
as appended to the active utterance (speech utterance or any other mode of input). The context
stack is updated pending on voice, keyboard, mouse or any other input or command and on the
application output.

A particularly useful feature provided by the CVM 401 in accordance with the present
invention is “conversational memorization.” Conversational memorization is the capability to

delay and return to a task and context that is assigned by either the user, the platform or a
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specific application. In general, instructions/commands that are initiated by the user are
explicitly sent to the background of the system. Such commands can involve launching
daemons or agents assigned some specific task or functions. They can also involve
memorization, whereby the CVM “takes notes” of a command or event and either reports it or
execute it and returns to the user at a particular time that is selected by the user or by default
(e.g. at the end of the session). Therefore, an output or background task can be re-directed to
present their results at a subsequent time. Conventional agents are activated. At the difference
of conventional background tasks and agents, when reminders or results are returned to the user,
the conversation context at the moment of the memorization request is restored. At the time
memorization occurs, a snapshot of the context stack 405 is made and stored as
meta-information associated to the memorized task. The context stack 405 are rearranged at the
time the memorized task interacts with the user. The current context stack is stored and the old
context stack is added on top of the stack, with possible updates as programmed by the user or
application developer or imposed by CVM, based on intermediate changes die to the evolution
of the context and dialogs between launching the task and its completion. When the interaction
of the user and memorized task is complete, by returning to a previous context, the previous
context stack is added on top of the stack. When context stacks are added, any overlap can be
removed at the bottom of the stack. The user, platform or application can decide to only
preserve save portion of the stack. Conversational assistants perform such tasks. They can be
implemented by agents and daemons simply running on their own and re-interact with the user
only when producing output. Their output is sent to the user according to the priority level of
the task. When becoming active the user can easily update the task associated to the agent.
Conversational memorization, are rather tasks inserted at the bottom of the stack and executed
only when the stack is emptied at the end of the session. Occasionally, they can be inserted
higher in the stack or pushed to the top of the stack at a pre-decided moment. Memorization
tasks are executed only when active. The memorization feature affords the capability to
memorize past actions, preferences and instructions.

As indicated above, memorization save a snapshot to the active context to restore the
conversation associated with the reminder. It is also important, however, to be able to
summarize the conversation and context to the user at that moment. To perform this, the
application developer of an application (and/or the user preferences or some decision taken by

the CVM platform) can provide the fields (i.c., the attribute items) that should be summarized
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and presented to the user if they have been filled. This is stored as extra fields in the meta
information associated with each variable/ attribute of the system. Typically, the application
developer can also describe how each field should be addressed (with a usable abstract name)
instead of with its actual variable name or attribute designation. The summarization can then be
activated upon a decision by the application (reactivation of the application), or by query of the
user, or by CVM. It will search the active process, recover the context, and summarize the
“filling status of the attribute n- uples associated with the query”. The summarization task is a
service of CVM similar to any other application, whereby the user can dialog with the
summarization application to obtain more details, or move further back in time for
summarization. This can be as simple as saying “go back to application X or by stating “you
were telling me to do Y™ or very complex with more detail to trace back through the history of
the dialog.

Another feature provided by the CVM 401 is conversational re-directions. As it is easy
to re-direct input and output of Unix processes, for example, conversational re- direction
performs the same functions. However, the re-direction can be more sophisticated as it can
involve partial mixed initiative notification while re-directing the streams. Using conversational
calls, it is possible to discriminate the output between process results and notifications to the
user with levels of priority.

Again, as explained above, meta-information, abstraction and abstract categories can be
associated to each dispatched task and processes, which provides specific selection of tasks. For
example, with one conversational request (or by pressing a button on a keyboard or clicking a
mouse or providing a key), the user can listen to the output of a task or re-claim the input (e.g.
microphone) for a task down the context stack and direct a wave file, or an ASCII file, to
append to the input stream. Similarly, the user can re- direct the printer where a file is sent, by
giving a single redirecting request.

Based on the configuration of the option/preferences, on the load on the system or on the
capabilities of the system, the task dispatcher/controller 402 can decide to execute task on
networked processors or to defer some task until another processor can be used to understand
the input, activate and be able to understand the input, or a when a device which is capable of
performing such task is available on the network. Typically, deferred dictation on a low-end
hand-held device would follow this model. Again tasks are memorized on the task and

memorized from session to session until the server side is active and able to perform the
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transcription. Similarly, shared interfaces between a local machine an a server machine can be
managed by the task dispatcher/controller 402. For example, a name dialer application can be
added to a conversational smart phone. The names that are often used are stored locally and
recognized. On the other hand, unknown names or names that were never used before are sent
to a more powerful networked machine for recognition and then download the updated
information (phone number to dial etc.). Similarly, all the information that is locally stored can
be periodically synchronized to update the phone number information. This process of local vs.
server based recognition is hidden by the task dispatcher 402. The networked shared tasks are
managed by the users as several discourses, independently of the machine where the task is
executed. This is one illustration of the usefulness of a uniform CVM API across all platforms
for all transactions. This is similar to the method and systems described in the
above-incorporated IBM Docket No. YO0999-113P for providing coordination of conversational
services between networked devices using conversational protocols. In addition, a distributed
architecture and distributed processing between client and server leads to new requirements of
conversational networking. Such requirements involve management of traffic flow and
resources distributed across the network to guarantee appropriated dialog flow for each of the
users engaged in a conversational interaction across the network. The elements described in
IBM Docket No. YO999-113P can be employed herein for conversational interaction across the
network (e.g., server load management to maintain dialog flow, engine server selection based on
the task, features, and capability requirements and conversational argument availability (data
files), conversational protocols, audio RecoVC (recognition compatible VoCoder) providing a
coding protocol with pitch that allows reconstruction for play back etc.

It is to be understood that the task dispatcher/controller 402 presents radically new
dispatching behavior, relative to a conventional OS, which does not share the conversational
and conventional subsystems in the manner described herein by a CVM does. Indeed, with a
conventional system, text-input is always sequential within a window and associated to one and
only task. The capability to handle multiple simultaneous tasks with a keyboard and text
displayed in a unique window would require to use most of the principle of conversational
dispatching as described herein. The task dispatcher handles the issue of maintaining the dialog
flow and, therefore, minimizes any delay die to the network and CPU load. It will prioritize the
CPU cycles and available network route and resources to guarantee that delays on the dialog are

minimized to acceptable levels. When an engine becomes a bottleneck, it receives more CPU
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cycles (higher priority, until the backing is reabsorbed). Again, this is related to conversational
computing. When a network route becomes too slow, it will fine another route or another
resource to minimize the delay. Otherwise, it will warn the user of possible delays in the
response. Dialog flow for the active dialog is a priority of CVM. Dialog flow and minimized
delays for the active dialogs of all connected users is the function to optimize by the CVM on
router gateways and servers in the network.

Another feature provided by a conversational CVM system is “conversational security,”
whereby meta-information relating to the author and/or modifier of local or remote files,
especially executable files, can be used for security purposes. In particular, with speech-based
conversational systems, since each command conveys not only the formulation of the query but
also enough information for authentication of the user using, text-independent speaker
verification can be used to identify and verify a user. In this manner, the automatic (and
transparent) authentication of the user can be made whenever a query to a restricted resource is
made, based on security meta-information associated to the resource. As noted above, all the
information collected about the user queries and history can be used to contribute to the
recognition (ID or verification) of the user.

The authentication an be performed either directly on the request or using non- expired
information acquired shortly before the query. In particular, authorization for access to files or
application can on a query by query basis. For instance, if a user requests a restricted service,
the request may be verified with respect to the set of users that are pre-authorize to access that
specific service. The authentication can be performed via open-set speaker identification
performed on the request (e.g., file access, directory access, application opening, executables,
connections, encryption/decryption, digital certification/signature). Resources having different
passwords or a user ID associated with a similar user can be seamlessly accessed with no
explicit login or password authentication. In any event, non-obtrusive user authentication can
be continuously and transparently performed through user dialog.

In accordance with the idea that a conversational VM can be implemented even with no
speech input, the stack of contexts should contain the identity of the user as the most recently
authenticated identity. In addition, each resource should contain the list of authorized users as
well as some security requirements (e.g. in a non-speech case the expiration date of the latest
authentication). Of course key-strokes or pen based authentication can also be considered, but it

is not at all mandatory.
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Each resource can also log/cache the identity of each user attempting to access it. These
logs could then be encrypted and subsequently used to recognize access requests to previously
accessed resources. In particular, the operating system can intercept password requests from an
external source and complete the request using the log transparently to the user. New resources
can transfer a login request while registering their meta- information so that even the login
process can become completely transparent to the user. This is an extension of the concept of
single sign-on or password vault.

Another feature that is provided by the CVM is “conversational customization,” whereby
access to each task or resource can be individually customized to preferences of the user
requester. For instance, the personality/behavior of the CVM (e.g. synthesized voice - Voice
Fonts) can be automatically customized to an identified user’s preferences. Until the user
explicitly logs out of the CVM instantiation (i.e., terminates the session), the customization and
preferences are frozen. Such systems or applications are multi- users, but one user at a time
once and for all until the next log-in.

As explained above with respect to conversational security, automatic identification of
the user can be performed whenever a query to a resource is made. The authentication can be
performed either directly on the request or on non-expired information acquired shortly before
the query. Tasks and context are prioritized according to the sequence of active users and
re-prioritized at each user changes. Environment variables and preferences can be modified “on
the fly” based on changes of the user identity without requiring the reset of the whole
environment. Ambiguity can be resolved at the level of each context or the context stack using
the user identity. In distributed cases, with either user or server changes, the context should be
update whether it be loading the context from the client to the server or recovering a context
maintained on the server, or transferring the context between servers.

Conversational VM can adapt dynamically to the preferences of multiple users and to the
active context. It allows multiple users while actively running. In a speech- based system, each
command can be used to perform text-independent speaker identification. Any change of user
automatically implies the creation of a new active context which pushes the previous context
down the context stack, unless the new active context is waived explicitly by the new user or
the active application. User changes automatically change the priority along the context stack to

first handle a task associated to the active user.

47-

SUBSTITUTE SHEET (RULEZ6)



10

15

20

25

30

WO 00/20962 : PCT/US99/22927

Since user identity can be associated in the context of each discourse, command
ambiguity can be immediately and transparently resolved (e-mail from my mother is correctly
understood, independently of the user). The process of traversing the context stack 405 is
advantageously enhanced by associated discourses to a same user, except if waived by the
owner of the discourse, the associated application or by some options. Exceptions to this rule
while traversing the context stack may automatically imply that the discourse becomes flagged
as multi-users. As discussed above for the conversational security, the user identity could be
obtained through alternative procedures such as manual selection or input by the user of his or
her identity. Changes of the active user identity also have an impact on the conversational
security subsystem. Each resource can log the identity of the user accessing it.

In summary, with respect to conversational multi-users and conversational security, it is
to be appreciated that dialogs, categories, meta-information, and access to resources can be a
function of the identity of the user and its associated meta-information history. And conversely,
the conversational information collected on a query can be used to recognize the user. The
meta-information associated with each object can be consulted and updated before and after
each action or access. When an object is created, modified or consulted, information about the
user is added to its meta-information so that the meta- information comprises security and
preference fields associated to each object. Access to an object is based on its content, date of
creation, history of access and modification and other meta-information. Access is controlled
or configured not only based on the identity of the user but on additional meta-information like
the date, the usage history, the opened applications etc. In other words, it is possible to allow a
person to access a file provided that the file is opened to display on the screen or play back or
execution. However, the person is denied access to open the file to copy its content to another
object. In addition, meta-information can be tagged in an un-erasable fashion to an object.

Another feature offered by the CVM is “Conversational search,” whereby search
capability is based not only on the name, modification or ASCII content of files, but also on
abstract categories defined by the operating system, the application or the user, as well as topics
that may be extracted on-line or off-line by the operating system, or obtained via protocol when
the object was accessed. In addition, contextual search capabilities may be used to complete
active query or to extract similar queries/context.

In particular, resources can be searched based on the abstract categories that associated

with each of the resources. These categories may be either defined as previously described in
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the context of the meta-information concepts or based on contextual associations. While a
search of all images in a directory as described above is relatively straightforward, a search of
“similar image” relies on contextual associations: among all the images in the directory, which
images have been used in a similar context (e.g. opened, edited or included, etc., by a resource
categorized similarly to the application used to edit the present image). This can be performed
by contextual logging/caching of each resource/object access. Categories now can also contain
meta- information about themselves. In addition, it is possible not only to search by category or
contextual category, but also by user access (and not just by the identity of user modifying it as
with conventional operating systems).

Eventually, ASCII, audio and any other sets of transcribable media can be searched
based on word parts, words, word topic or context. Topics involve capabilities to identify the
topic text. Contextual search involves the capability to search a text for similar contexts as the
active context or candidates to complete of the current active query/context. For example, it is
possible to extract all the files referring to a given Tuesday, while explicitly searching for the
keyword “Tuesday” or for the actual date: calendar entries on Monday mentioning “Tomorrow”
will also return these items.

Topic determination of a file can be done off-line when the computer is not intensively
used. Only new or recently modified files should be examined. Topics are automatically added
to the meta-information associated to each resource. Contextual information will by definition
always be a very CPU expensive task, to be done only at the explicit request of the user. For
external objects, the topic can be automatically registered when the resource is accessed (as
described above). This does not prevent the local machine to also search the object for it own
internal abstractions (defined through meta-information about themselves).

The feature of “conversational selection” is also provided. Conversational selection
capabilities are provided at the resource manager level or within any application by relying on
meta-information, abstraction and conversational queries/mixed initiative/correction which
avoid long sequences of elementary selections and provide natural shortcuts and correction of
the selection. Various mechanisms are provided to access and present immediately the skeleton
of objects with hierarchical structures.

In particular, it is to be appreciated that conversational selection can be performed in
accordance with the present invention using a combination of hierarchical searching (abstraction

based selection) as well as complex query capabilities (dialog based selection) from within an
-49-

SUBSTITUTE SHeeT (RULE26)



10

15

20

25

30

WO 00/20962 PCT/US99/22927

active task or application. Conversational selection provides a significant improvement over
conventional selection methods. Indeed, even in a GUI environment, displaying the available
resources for a given application or query is greatly improved by using meta-information and
abstract categories. More specifically, with abstraction based conversational selection (using
abstractions and shortcuts) an individual can by-pass menus and hierarchical selection in a
manner similar to the way in which speech queries (in IVR) bypass pages of menus via DTMF
interfaces. This is one of the major advantages provided by a conversational interface in terms
of increased productivity. It also illustrates the uniformity of the interface in that the same
interface is used independent of the modality used to access a service (e.g., through a desktop, a
PDA or the phone) (e.g., CML such as discussed in the above-incorporated IBM Docket No.
Y0998-392P).

For example, consider a backend server that retrieves information from a database and
provides the information in HTML format for web browsing, as well as with a conversational
header that is built using JSAPI and conversational extensions. When the server is accessed
through a conventional browser modality, a person can display the information and select
desired information by either pointing or by speaking. If the person accesses the server via
phone modality, user selection can be performed through a navigation menu comprising URLs
and anchors. These navigation menus are generated from the meta-information that the
web-pages transmit via the conversational HTML to the browser.

In all these cases, the menu used for navigation by selection through the web pages or
the file system, or whatever other hierarchical structure of object and resources can be
appropriately presented in one of various complementary manners. For instance, at the moment
of registration of a networked object, the menu can carry meta-information about its structure.
Moreover, the system can locally keep track in the meta-information that it associates to each
object of the structure (skeleton) of the structure (conversational structure skeletons are
described in detail in the patent application IBM Docket No. YO999-114P, filed concurrently
herewith, entitled “Structure Skeletons For Efficient Voice Navigation Through Generic
Hierarchical Objects”, which is commonly assigned and incorporated herein by reference.
Moreover, the system can periodically update its skeleton information, during off-peak use of
the CPU.

The system can periodically spider any local or external resource and hierarchical object.

Alternatively, in particular dialog structures, each system can subscribe to the accessible
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resources and periodically, or when accessing, update the skeleton meta- information.
Furthermore, meta-information servers can perform the spidering and provide the skeleton
information along with the meta-information.

This meta-information describes how to present the menu (TTS) what vocabulary, FSG
and NLU needs to be used etc. In addition, mixed initiative and NLU can be used to correct
selections without requiring backtracking or completely new selection like imposed by
conventional OS and GUI-based selections.

Therefore, with respect to conversational searching and selection, object can be searched
or selected based not only on conventional structures (like a file system with directories), but
also on meta-information, abstract categories associated to the object by platform applications
or users, as well as on the basis of its associated dynamic information. In addition, search
queries can be provided in a natural fashion and narrowed down using mixed initiative. Queries
can be decoded, parsed and then translated into a logic combination of queries (symbolic query)
using NLU technology. Conventional structures as well as categories and dynamic information
can then be searched to match the symbolic query. Mixed initiative can be used to narrow down
and modify the query based on the results of the search. Matching object can be singled out or
accepted.

Other features offered by the CVM are conversational help, manuals and support. One
of the most compelling aspect of a conversational interface is its capability to flat the learning
curve of a using such system. Indeed NLU and mixed initiative help coaching the user into
using each application and controlling the system. However, it is even more important to be
able to offer support to the user while he performs a task.

Conversational support offers help and manuals upon request from the user. It relies on
history of the user’s usage history of the application and of similarly categorized
(meta-information) categories. Based on a user’s previous actions, the help feature of the
present invention will be detailed (e..g, user has never performed task, use has not recently
performed task, or the user has always failed when doing this task) or simple reminder (when
the user is familiar with this). While the user performs a task, a support assistant simultaneously
tracks the application manual. Missing fields, ambiguous requests and series of correction and
rejected commands are tracked and used by the assistant to reinforce the mixed initiative with
helping dialog. It is to be appreciated that services such as conversational help and assistance,

as well as some dialog prompts (introduction, questions, feedback etc) provided by the CVM
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system can be tailored based on the usage history of the user as stored in the meta-information
repository and associated with the application. If a user has been previously interacting with a
given application, an explanation can be reduced assuming that it is familiar to the user.
Similarly, if a user commits many errors, the explanations can be more complex, as multiple
errors is interpreted as user uncertainty, unfamiliarity, or incomprehension/misunderstanding of
the application or function.

Different degrees and modalities of help are provided ranging from mixed
initiative/usage support, to conversational access to manual (locally and over the network) via
NLU request and mixed initiative, topic based search, multi-modal tutorial. It can take the form
of conversational technical support involving local or remote agents (e.g. to upgrade or re-install
and application in the background). As always, uniformity and coordination of the help
interface is of the uttermost importance.

It is to be appreciated that help information can be accessed using NLU queries to access
the help information or on the basis of the meta-information associated to the current user
(history) and on the basis of the arguments that are missing or modified using mixed initiative.
The dialog provided by each application is tuned to the preferences or level of expertise of the
user.

In summary, help and support is provided through a ubiquitous coordinated
conversational interface, using local and remote resources, user’s usage history and agents to
complete request, guide through procedure, search for information and upgrade/install new
applications.

The following is a more detailed discussion on the programming languages/scripts used
for implementing the CVM as described above. Such programming/script languages allow to
use any available resources as input or output stream. Using the conversational subsystems of
the CVM platform, each input is converted into a binary or ASCII input or attribute value
n-uples (or is declarative equivalent-bytes or XML), which can be directly processed by the
programming language as built-in objects. Calls, flags and tags are automatically included to
transmit between object and processes the conversational meta-information required to correctly
interface with the different objects. Any output can be specially formatted according to the
needs of the application or user. Multi-modal discourse processing can now be easily built
using the new programming tools. The programming/scripting language provides handles,

similar to file or stream handles, to the input or output of the conversational sub-systems
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presented in the conversational system architecture: speech recognition/speaker
recognition/conversational system. These input streams are handled as library calls, which are
actually implemented by system calls. It is to be appreciated that form the point of view of
CVM, a conversational browser as described in the above-incorporated IBM Docket No.
Y0998-392P can be considered either a conversational application or that its components (e.g,
XML parser) and plug ins are deemed as part of the conversational engines that comprise the
conversational application.

Voice input from a microphone (e.g. the standard voice input) can be arguments of
function calls with the sequence of words, phones, or user identity or queries (symbolic
language representation provided by NLU). The input can also be provided by handwriting, or
from a file, etc. Each of the resulting streams can be seen as derived classes in an
object-oriented context.

In the case of platform scripts, the utterances are processed with one of the
conversational sub-systems services and processed by the script before inducing actions. A
conventional command and control environment (e.g., Voice Center of ViaVoice) can be viewed
as a relatively simple conversational platform created with a conversational script. By
modifying the script, the platform will be modified. In practice, Voice Center is built with
conventional C/C++ code, which hides deep in the code, input handle and command recognition
and execution. Context, audio status etc. can be set within the platform to update environmental
or global variables. Again, as described above, the conversational objects/components and
foundation classes can be procedural or declarative.

The input process described above in accordance with one aspect of the present
invention considers that speech or any other input stream is included as a classical input/output
stream that is susceptible to all forms of processing typically reserved for character or binary
input. User inputs can be represented by their transcriptions or their mappings into a symbolic
language after parsing and NLU. Furthermore, outputs can be also completely controlled
through the scripts/programming language. Voice fonts can be selected or designed, modified
depending on the message. By utilizing such conversational programming language and scripts,
complex re-directions and conversation processor or multi modal discourse processor can be
built. These are, for instance, the natural multi-modal extensions of conventional
word-processors and drawings/photo/video editors. The foundation classed comprising CVM

are discussed above.
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Furthermore, when exchange streams with other objects, it is important to supplement
seamlessly the data stream with conversational meta-information in order to navigate, control or
synthesize the stream. When communicated with other objects or subsystems, this is done
locally through system function calls. Networked objects communicate through other remote
protocols like HTTP/HTML; TCP/IP or diverse forms of socket interactions. These protocols
are complemented with tags, flags and semaphores that enable to exchange this conversational
meta-information.

Such programming languages are fundamentally new conversational tools that can be
under the form of new script language and extensions to PERL and Kshell, C and C++, HTML,
Javascript, Basic, Java and more, which can now be named Spoken PERL, etc. Languages can
also be built from scratch to optimize the execution on top of the CVM with the libraries of
conversational foundation classes and dialog components (procedural or declarative) to be
interpreted (script/declarative) or compiled (procedural).

As discussed above, the programming languages/scripts encompass the conversational
API between the conversational applications and the CVM. It also encompasses CML
(conversational markup language) as described in the above- incorporated patent application
IBM Docket No. YO998-392P. It is worth discussing the distinction between procedural API
and protocols versus CML (XML and HTTP),and variations on the transport protocols.
Procedural APIs expose CVM to conversationally aware applications. Procedural APIs and
protocols allow fast exchange of conversational information between CVMs, applications and
devices, as well as fast determination by the controller of the state of each application and
context switch require procedural interfaces. CML on the other hand is an ideal way to convey
presentation material/content to a conversational browser, which is in line with the purpose of
XML, and has the advantage of reducing the programming expertise needed to develop a dialog.

In a conversational browser type of interface as described in the above incorporated
application, XML are exchanged between pages but the context between pages and between
multiple simultaneous tasks are managed by the browser through API/protocols. The
implementation can be, for instance, purely socket based (TCP/IP), Corba/Java RMI based on
HTTP based with exchanged of serialized objects (using XML). Preferably, the protocols are
designed so that XML (declarative) as well as procedural communications are supported.

Among the possibilities opened by conversational scripts, conversational logic is

probably the most striking. At the level of the new conversational programming languages,
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direct processing on the stream issued and fed to the conventional and conversational
sub-systems implies new logic statements and operators.

Logic statements can be the following : (1) true, (2) false, (3) incomplete, (4) ambiguous, (5)
different/equivalent for an ASCII point of view, (6) different/equivalent from a NLU point of
view, (7) different/equivalent from an active query field point of view, (8) unknown, (9)
incompatible, and/or (10) incomparable. Conversational logic operators can be introduced to test
or modify such statements. In summary, logic statement status and operators are expanded to
handle the richness of conversational queries that can be compared on the bases of their
ASClIl/binary content or on the basis of their NLU- converted query (input/output of
conventional and conversational sub-systems). Logic operators can be implemented to test or
modify such systems.

Referring now to Fig. 7, a diagram illustrates an architecture for a distributed CVM
according to one aspect of the present invention. The heart of the distributed system is a CVM
704 (which may be located on a server, a PC, etc) which acts as the conversational arbitrator
between a plurality of applications 706, devices 708-713, other CVM applications or devices
707 and conversational resources 705.. The CVM 704 provides a coordinated uniform
conversational interface across such devices and applications, whereby the different
conversational devices 708-713, resources 705, applications 706 and can connect through our
conversational protocol. A coordinated interface presented by multiple conversationally
connected devices/objects. The collection of objects present a single coordinated interface to
the user through centralized or distributed context stacks of the CVM 704. The conversational
devices can include silent partners that can be controlled via conversational interface from
another conversational device. During the registration phase, they will exchange upon request
list of supported context. During the connection, these contexts are updated. Depending on the
connection, the context is centralized or distributed across the devices (i.e., the network is
negotiated).

When a user interacts with the collection of devices, the interaction may always be via a
central unit such as a PVA (personal vehicle assistant) 710 in a car, or a speech browser 713.
The task dispatcher and context stack accumulates the contexts associated to all the devices and
will parse and dispatch commands to each device accordingly. If the user interacts with the
entire collection of devices, then a device is always active (the last activated context). This

devices check if a new command fits its context stack. If not, it passes to a neighboring device
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that becomes active. The process is iterated until a match is found, and possibly confirmed by
the user, or the request bounces back to the first device. In that case, an error or confusion
message is returned to the user.

As discussed above, CVM allows a user to dialog with the system by providing the
capability to manage multiple discourses, to use contexts, to refer to objects via abstractions and
meta-information, to assign and memorize tasks, abstractions and contexts, to customize to the
user, to summarize, to assist the user, even an unfamiliar user, to recognize and authenticate the
user and to present the same interface throughout all interactions with the be with or without
display, GUI, keyboard or pointing device. The same interaction occurs over the phone, the
web, PDA desktop,, plus or minus feature irrelevant to the channel

For instance, a user may be able to access remotely information about an element of a
spreadsheet and modify it if necessary, while simultaneous checking his e-mail. The user may
choose to do all these tasks (while in front of his desktop) conventionally, or check the
spreadsheet information by voice without looking at it, while finishing typing up an e-mail. In
all cases the interface is seamlessly the same to the user.

When muitiple devices are conversationally connected, they will coordinate their
interfaces so that all the devices can be controlled through the universal CUI. This concept may
be illustrated by the following example. Assume that you are driving home one night and
remember that your spouse asked you to buy some goods at a new grocery store. After finding
the message on your answering machine, you rapidly transcribed it into a memo on your desktop
using a speech recognition software. However, you forgot to print it or transfer it on your PDA.
It does not matter if your desktop PC runs a CVM since you have, in your car, a conversational
PDA, a conversational car PC (PVA, Personal Vehicle Assistant) and a conversational smart
phone. Further assume that the PVA runs an embedded CVM while the two other applications
are conversationally aware, i.e., you can control them through the CVM running on the PVA.

You can instruct the PVA to dial in your PC using the phone. Once the connection is
established, you are authenticated by voice and you find by voice the memo by simply
requesting the “grocery list” that you had previously created, without having to remember the
file name or the directory or browse through your directory to eventually select the appropriate
file. You may need to confirm the selection if your PC CVM requests it. You can issue another
query - “it should be synchronized with my PDA! - and the file is appropriately linked to be

transferred to your PDA at the next synchronization. One last command - “Do it!” - and your
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PC gives up and lets the PVA handle that ambiguous query. The PVA understands your desire
to synchronize the PDA and the PC based on your previous conversation. After possible
confirmation, the synchronization is performed and the grocery list is stored on your PDA, ready
for later use.

You now instruct the PVA to guide you turn by turn to the store. Your position is
computed, the location of the store is fetched, locally or from a server, and an itinerary is
computed to take into account the latest traffic information. At any time, you can request
navigation information about where you are, what to do next, how far to go or even request a
different itinerary.

Pressed by time, you instruct the PVA to dial the store drive-through server. This may
involve an intermediate dialog with a directory assistance service IVR. Once connected to the
store IVR, an illustration of the concept of a small business or personal consumer IVR built
similarly to current home pages, through the dialog with its conversational interface, you place
your order. For this, you ask the PVA to slowly browse through the grocery list and read it to
you item by item. You then rephrase the request to the IVR and pursue the dialog until each
order is appropriately taken.

By the time you reach the store, your order is ready. You can now drive home and while
driving quietly listen to your e-mail or check the news or stock quotes. If needed, you can dial
in your PC to consult or modify some spreadsheet information; the same way that you would
have consulted it by voice on your desktop while processing your mail. You can also assign
tasks to agents on your PVA or desktop, requesting to be updated or reminded later on

With CVM running on the desktop and on the PVA and CVM aware smart phone and
PDA, the application developer must only hook to the CVM API. It involves registering all its

conversational capabilities and requirements:

1. Active vocabulary, finite state grammar and language models to control the
application;

2 Symbolic mapping if NLU is supported or at list a context state list;

3 Associated relevant meta-information/categories in particular to allow

categorization of the for the output;
4 Conversational I/0 information: does it directly control the input/output or is it a

silent partner, client to a conversational I/O provider; and
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5 CVM capabilities/state: does it run a CVM; is it a CVM client; is it a master,

slave or partner CVM.

In the previous example, the PVA was the master CVM. If CVM equipped, the PDA
and the smart phone are slave CVMs, or simply CVM aware. When the PVA conversationally
connects to the PC, it will be up to the application developer of the PVA, to decide if the PVA
acts as master, slave or partner. When connecting locally or through the phones, the devices
exchange the necessary information conveyed to by the API, thereby completely defining the
coordination among the devices. Again, the CVM automatically handles all the input/output
issues, including the conversational and conventional subsystems. Again, the API conveys all
the information for the CVM to transform queries into application calls and conversely converts
output into speech, appropriately sorted before being provided to the user.

Using developmental tools, the developer can easily build his application around the
conversational API and CVM. This development environment (referred to herein as Spoken
Age) allows programmers to emulate CVM, to debug applications or networked protocols and to
rapidly develop conversational user interfaces. Spoken Age includes the CUI and application
development for CVM. It also provides the environment for modifying the data files
(conversational arguments) of the engines for a given application. In particular this means that at
the level of the tools, Spoken Age also includes conventional engine front-ends like SDK
Toolkit like the IBM ViaVoice toolkits. This means that toolkits and the algorithms that it
provides allows the user to re-build, adapt or extend the data files for a given task. This involves
collecting data for the application following data collection rules and running the appropriate
scripts to generate the data file and test the performances. This may involve downloading data
files or a portion of data file (from CD ROM or Web sites) dedicated to the task, domain or
acoustic environment. This may also involve updating the data based on queries made to a data
file generation service office by filling a form and describing the new application/giving data
examples.

Once an application is developed on a platform and for a specific channel, programmers
can rely on Spoken Age to port it to any other platform supporting CVM. They can also rely on
CVM to automatically adapt its conversational capabilities to the communication channel or to
UI constraints imposed by new platform or device. In other words, a spreadsheet, written for
voice access over the desktop, can now be accessed by voice over the phone by relying on the

phone capabilities of CVM. Also, a Java, CGI and XML/HTML-based web site written with
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Spoken Age can be immediately converted into an IVR providing services through the phone or
a restricted speech mark-up language to be accessed with a small embedded conversational
browser.

The distributed system further comprises a conversational browser 713 which is a
compelling speech enabled applications that can operate with CVM. A conversational browser
can run on top of a CVM and interprets CML to build a conversational dialog while presenting a
CML page. As shown in Fig. 7, and as explained in detail in the above incorporated IBM
Docket No. YO998-392P patent application, legacy applications 700 can be accessed via a
conversational transcoder proxy to transcode conventional formats like HTML or DB2 into
XML. The conversational browser interprets CML (conversational mark-up language), which is
a speech markup language based on XML specifications. It can be viewed as one of the most
compelling applications to run on top of CVM. The conversational browser can be stand-alone
applications carrying its own CVM. CML allows new experienced application developers to
rapidly develop conversational dialogs. Pursuing further the analogy with HTML and the World
Wide Web, CML and conversational browser provide a simple and systematic way to build a
conversational user interface around legacy enterprise applications and legacy databases.
Furthermore, once built on top of CVM, this mechanism can include these applications, services
and transactions in the conversation that the user will carry across multiple applications (local
and networked) and devices (local and networked). It will also provide the user with the same
user interface when he or she accesses a legacy application, a conversational application on his
or her PC or an IVR running a conversational browser or a conversational application on the
server side. The use of conversational proxies to convert HTML dialogs into CML allows a
same page to drive conventional or multi-modal browsers, conversational browsers on PC or
embedded devices and IVR applications. An appropriately designed home page, on a server
equipped with a telephony card, becomes also a personal IVR. Especially when conversational
proxies are introduced to transcode HTML pages into CML pages.

While CVM is to be exposed via APIs and CVM and distributed resources will most
efficiently interacts through APIs and procedural protocols, it is important to extend the
interaction protocols to encompass HTTP and XML/HTML exchanges. Indeed, HTTP and
XML exchanges, possibly or serialized objects, can be sufficient for a single, or for sequential,
conversational transactions. The option to select the optimal protocol and allowing XML

exchanges simplifies the design of dialogs with very little programming knowledge. On the
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other hand, procedural calls allow to have very efficient local or distributed implementations
with multiple simultaneous conversational applications. Efficient conversational platform
capabilities require APIs interfaces. Efficient dialog manager across multiple conversational
application requires exchange of procedural objects between the different subsystems, the
applications and the involved CVM entities.

The following is an example of an application of the present invention using a UCA
(Universal Conversational Appliance) also called UCRC (Universal Conversational Remote
Control) as shown in Fig. 8. The UCA or UCRC is an example of CVM device involving
multiple aspects of the conversational protocols. The UCRC is a speech enabled portable PDA
with a spontaneous networking capability. This networking capability can be RF, ad hoc (e.g.,
bluetooth, hopping networking) or IR. In a home environment, appliance are now
conversationally aware (but typically as silent partners). This means that the different appliance
can be discovered and exchange the necessary information to be conversationally controlled.
The different appliances have similar networking capabilities. In simplified cases, they are
directly controlled by a “home director” type of interface using a permanent network like X10.
In this instance, the UCA then rather directly talks to the home director.

The UCRC periodically (very often) broadcasts request for handshake (discovery) via
the conversational protocols 801 (as discussed above). Each appliance (or the home director)
answers when detecting such request. Any new discovered appliance identifies itself. The
UCRC also identifies itself. The resulting handshake leads to a registration. The registration,
includes identifying the nature and name of the appliance (and any other
meta-information) and the fact that it is a silent partner, which then leads to a negotiation.

In this instance, the negotiation immediately agrees that the UCRC drives the
conversation. The newly discovered appliance exchanges its current state and the commands
that it supports in that state. When supporting limited amounts of commands, it may also send
the other states that it supports and the commands associated to these
other states. This is equivalent to sending a structure skeleton in advance. When the structure
of states is too complex, this information will be done on a state by state basis every time that
the state change.

The exchange process involves exchanging a list of commands with return
handles/events to return to the appliance upon activation, plus possibly all the necessary data

files: - vocabulary, baseforms, prompts/voice fonts for the dialog, grammars,
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possibly parsing, translation, tagging, symbolic language and language generation rules for NL
interfaces. Alternatively, the information may involve addresses of other engines that will
perform the conversational engine tasks (e.g. a server that will perform the speech recognition
task etc). Upon activation and input from the user, the UCRC CVM determines the associate
appliance. This may be based on recognition results according to the commands supported by
different appliances (locally or remotely as described in IBM Docket No. Y0999-113P).

Upon decision, the event/return handle is activated and the command is executed
on the associated appliance. This results into a change of state. The new state
is communicated to the UCRC. The context on the UCRC is also updated. Commands
are updated (based on the skeleton or based on a new exchange of supported
commands. When an appliance temporarily disappears from the network, the information is
stored in the context (if the appliance is still to be controlled by the UCRC.
This can be based on time (how long ago was it last seen) or location (meta-information) or in
the meta-information (if deactivated). Upon reactivation, most of the information is reloaded
from the context or meta-information and the protocols only check for updates.

When an appliance is explicitly removed from the controlled list, the request of
sign-in off can come explicitly from the appliance or from the UCRC. When the appliance is
controlled conventionally (conventional remote control of the TV, or switches for the lights
etc.), events are returned to the UCRC to reregister/ renegotiate or rather just update the context,
data file and state of the appliance.

Note that when a home director is used, the protocols are exactly the same,
except that two models can be taken:
1) only one application is registered: the home director. Any appliance change or any
command result in a change of the state of the overall home director;
2) all the individual appliance are registered with the UCRC. The home director acts only as a
gateway that transmits and transcode the protocols between the appliances and the UCRC.

When a home director model is considered, it is possible to extend the functionalities
offered by the UCRC. Instead of spontaneous networking, it could just be a regular wireless
LAN (Ethernet, RF to a base station connected to the home director). When out of range the
home director solution presents the advantage to be callable by regular phone (e.g. modem type
of connection). In such case all the protocols can now be exchanged over the phone. Therefore

anew UCRC topology is: a cell phone/UCRC with local or spontaneous network capabilities
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when within ranges and binary connections to the base station capabilities when out of range for
control away from home.

Alternatively, the UCRC capabilities can also be duplicated or limited to the home
director machine. When duplicated, if the machine can offer speech browsing capability or local
home IVR capabilities via a telephony card the home appliances can now be controlled y voice
from any where through the phone (without needing a binary connection through a C and server
exchanging conversational protocols. The UCRC and conversational protocols are rather
between the home director and the appliances. Any regular phone can be used. In the second
case, usually the server will also be used to control the appliances when at home. The UCRC
becomes rather just a portable I/O system: it capture the audio, compress and ship it
(conversational Coding) to the home director. Output are similarly shipped to the UCRC for
play back. All the actual CVM processing is now done on the home director server.

Referring now to Fig. 12, a diagram illustrates a conversational network system which
may be constructed using the components and features described herein. It is to be understood
that conversational computing according to the present implies new requirements in terms of the
networking of the different devices. This means that the main consideration in all the protocols,
load and traffic management and network caching and storage is not just to guarantee balance of
the load or traffic but, in addition, to optimize the dialog flow of all active dialog of users
present conversing on the network or using the networked resources. In other words, the
conversational distributed architecture adds new additional constraints or consideration to
optimize: the delay and flow of the dialog, the delay in transmitting audio (conversational
coding), synchronizing speech and the GUI components (indeed, a GUI input must result in an
event and a synchronized/ coordinated behavior of a speech component and a GUI component
of the UI) and updating and exchanging the underlying conversational protocols (negotiation,
dialog manager protocols etc.). Such aspects play an important role if seamless and transparent
processing locally and/or on the network is desired. Quality of service, bandwidth, minimum
delay, minimum packet loss etc remain as important as for VoIP.

Additionally there is the problem of adequate transfer of the data files that are needed for
a specific task and domain to the appropriate engine. Again, this requires caching or storage on
the network and extra precision traffic management and load management. Again, a concept

that is not present even for VoIP where only the flow of the traffic between the sender and
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receiver matters. In addition, even the skeleton information (i.e., dialog logic) can be prestored
or cached or duplicated appropriately in the network to improve efficiency.

In the system depicted in Fig. 12, client devices 1000 (equipped with CVM system or
dialog manager capabilities) according to the present invention can access desired information
from a service network provider network 1001 by connecting via a PSTN 1002 and
internet/intranet 1003 networks through router 1004. The router 1004 and internet/intranet
network 1003 provide conversational network service extensions and features including
distributed conversational protocols (discussed above), audio coding via RecoVC (Recognition
Compatible VoCoder), applications and meta-information (distributed application protocol),
discovery, registration, negotiation protocols, server load management to maintain dialog flow,
traffic balancing and routing to maintain dialog flow, engine server selection based on task
features and capability requirements and conversational argument availability (data files),
conversational arguments (distribution: storage), traffic/routing and caching.

In any network (internet, bluetooth, wireless network etc...) such as shown in Fig. 12, as
well as on the intranet of a conversational application service or content or transaction provider,
the network will have content servers and backend logic or business logic server ,
conversational engine servers, gateway, routers, proxies and IVR (e.g. like a sound card) and
server browsers, where audio and data files are continuously exchanged between the resources
according to the
optimization imposed by the conversational networking principle.

Accordingly, the CVM components or conversational services need to be present on all
these entities (server, client, gateway, router, etc...) to exchange message for performing the
conversational networking measurements, transmission, management and execution of the
different functions. Typically these functions are executed on top of existing protocols and
system to perform load balancing, traffic balancing, storage and caching in the network etc.

Although illustrative embodiments have been described herein with reference to the
accompanying drawings, it is to be understood that the present system and method is not limited
to those precise embodiments, and that various other changes and modifications may be affected
therein by one skilled in the art without departing from the scope or spirit of the invention. All
such changes and modifications are intended to be included within the scope of the invention as

defined by the appended claims.

-63-

SUBSTITUTE SHEET (RULE26)



10

15

20

WO 00/20962 PCT/US99/22927

WHAT IS CLAIMED IS:

1. A conversational computing system, comprising:

a multi-modal conversational user interface (CUI)) for receiving input queries;

conversational engines for processing the input queries and generating dialog in response
to the input queries;

a conversational kernel for managing the dialog and context associated with applications
based the input queries and for managing the conversational engines; and

an conversational application program interface (API) for providing an interface between

the application and the conversational kernel.

2. The system of claim 1, wherein the conversational API comprises library functions of
conversational foundation classes and fundamental dialog components that are accessible for
constructing conversational objects for one of performing conversational procedures and

building conversational applications.

3. The system of claim 2, wherein the conversational foundation classes and
fundamental dialog components comprise one of CUI building blocks, conversational platform
libraries, dialog modules, dialog scripts, beans, conversational gestures, and a combination

thereof.

4. The system of claim 2, wherein the conversational objects are implemented one of

declaratively and procedurally.

5. The system of claim 1, wherein the conversational kernel is a platform that executes

on top of one of an operating system and a real time operating system.

6. The system of claim 1, wherein the system executes on one of a personal computer

platform, a server platform, and an embedded device platform.
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7. The system of claim 1, wherein the multi-modal CUI comprises a plurality of
input/output (I/O) resources and an I/O API for interfacing with the plurality of I/O resources

and for registering the plurality of I/O resources with the conversational kernel.

8. The system of claim 7, wherein the I/O API layer comprises one of 1/O abstractions,

user interface abstractions, device abstractions and a combination thereof.

9. The system of claim 1, wherein the multi-modal CUI comprises one of a universal
natural language understanding (NLU) interface and natural language generation (NLG)

interface.

10. The system of claim 9, wherein the NLU and NLG interfaces provide contexts and

mixed initiatives.

11. The system of claim 1, wherein the conversational kernel comprises:

a dialog manager for managing dialog across the applications and for selecting an active
dialog, context and application based on input queries;

a resource manager for managing and allocating the conversational engines for
conversational tasks;

a conversational task dispatcher for coordinating and dispatching conversational tasks;
and

a context stack for accumulating a context of an active discourse of a conversational
task, the context comprising query arguments, a list of attribute value n- uples and

conversational state.

12. The system of claim 11, wherein the context stack further comprises a global history

of context.

13. The system of claim 11, further comprising a meta information manager for
managing a repository for meta-information, wherein the meta-information comprises a plurality

of abstract categories associated with elements comprising one of files, directories, objects, data
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stream handles, networks, peripherals, hardware, applications, networked file systems and a

combination thereof.

14. The system of claim 13, wherein the meta-information is used to provide shortcuts

to the elements.

15. The system of claim 13, wherein the meta-information further provides user
information regarding one of preferences, security, habits, biometrics, behavior and a

combination thereof.

16. The system of claim 1, wherein the conversational kernel controls and accesses the

conversational engines through a conversational engine APL

17. The system of claim 11, wherein the conversational kernel further comprises a

backend abstraction layer for accessing backend logic via the dialog manager.

18. The system of claim 7, wherein the conversational kernel comprises a
conversational transcoder for providing adaptation of the behavior, CUI and dialog presented to

a user based on capabilities of the I/O resources and conversational engines.

19. The system of claim 11, further comprising conversational protocols for exchanging
information with conversationally aware systems comprising one of remote applications,

remote devices, remote conversational computing systems and a combination thereof.

20. The system of claim 19, wherein the conversational protocols comprise distributed
conversational protocols for exchanging information comprising one of conversational state,
conversational arguments, context, conversational engine API calls, results, and a combination

thereof.

21. The system of claim 19, wherein the conversational protocols comprise
conversational discovery protocols for automatically discovering the conversationally aware

systems, the conversational discovery protocols comprising broadcast requests for handshake,
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exchange of identifiers, exchange of handles for first registration and exchange of handles for

first negotiation.

22. The system of claim 21, wherein the conversational protocols comprise
conversational negotiation protocols exchanging information to negotiate network topology

between the system and the conversationally aware systems.

23. The system of claim 22, wherein the conversational protocols comprise
conversational registration protocols for exchanging and registering information regarding
conversational capabilities, conversational state, and context so as to limit data transfer to

relevant information and negotiate network topology.

24. The system of claim 11, wherein the conversational kernel layer provides
conversational services and behaviors that are accessible with system calls via the

conversational application API.

-67-

SUBSTITUTE SHEET (RULE26)



PCT/US99/22927

WO 00/20962

1712

9IDMpPJIDH

9 0

IdY Pup SO |PuoljusAuo)

Sl

(ssuibus)
swajsAs—qns
|DUOIDSIBAUOY)

SUIYODN |DNIA [DUOIJDSIBAUO)

4! E\ 0

***018 ‘Ajljpuos.ad
‘sdow
dlloquiAs ‘W1
‘S81UD|NGDIOA
‘0S4 ‘sixejuo)

IdV WAD—IdV Aljpuo}jpsisauo)

sddy
|[DUOIJUBAUOY)

suol}poj|ddp aipmD A||DUOI}DSIBAUO) T

¢

1=
0}

| “Old

(242 1N9+INA)
_: _oco_+omgo>coo

SUBSTITUTE SHEET (RULE26)



PCT/US99/22927

WO 00/20962

2/12

rhe~

YO0

s|qy/seomag wayshs/wiajsks Bugoiady Buikuspup

aiboy
ssauisng

Uoyoojunuiuic) | }_puaxing
2" S
He 0ig -
UoLIDA{SqY __o__w_m_hw___ m ;
puaxong Jabouy - sabouoy saujbuj
UolyDuLIoju}-DjoK > E__co_wwﬁom [DUOIDSIZAUC)
$80.n082 m sabiouy g R uoyoayddy s|dy auibu
o | | ot /uppdsg o) b puopsianog | | | 0 L0, B
(sajsow) sojoupiquy 23019 Wuu
1aboupy 1abiounyy Bojoig < > Sk sa[l{ Djog
_cw.”_wmm_w__ﬁ& 92In0ssy 012 |DUOKDSIOAU0) m
; ouid
| 02— [BWidy NAD
a0z 102~ 60z~ m
suoyooyddy

$1090j0J4 [DUOHDSIaAUO)

sidy uoyoayddy |puoiypsizAu0)

{DUO}UBAU0Y)

y02 ~

1asMolg
DUOYDSIaAL0)

suoyoaiddy aiomy A|jpuoljosiaaucs

v00e

£02 ~

$ass0[)
uojjopuno 4
|DUOYjDSIaAU0)

002 ~

0z~

spalqQ

90¢ |DUOHDSIBAUO)

102~

¢ "9ld



PCT/US99/22927

WO 00/20962

3/12

ngee
uoypal}ioads

RIDAPIDY
uoissaiduwio?)

uoypaljoeds
AIDAPIDY
olpny

080¢

UOKIN|SUO%Y
uoissa1dwodaq
uojssaidwo?)

sauibuy |ouoljosiaauo)
{pao]

Buissaaosd
pufis
aljsnody

LI3YA
juip
UoISSIwSUDI}
yoaadg

D0ge

jualp
|DUOI{DSIAAU0D
paylomjou Ajsnoauojuodg

000¢
(* ‘sapoip ‘sasnoiq)

uoyoayddo ydeads

08

¢ "Old

887 1
0867 N

uoyoalyloads

2IDApIDY
olpny

uoyayioads
SIDApIDY
uossaiduioy

562
|/

80¢

¢6¢

pubis
aljsnody

Buissasesd

UOIfONI}SU033Y
uojsseiduioseq sauibu3 _°”Mw_ce¢>__oo
uossasdwoy) 1020]

£08
™ {ouLIo}
3[l} yosads
passaiduio)
208 |

oaojoud
UoISSIwsuD}

16¢

Yoaadg

gm‘,/_ osojoxd

uoyjoyjobay
‘uoyyouysibay
‘hianodsiq

006
osojod
[DUO}DS8AU0Y

PoinqUsI

sjosojoud pup
§304n052J ‘S30II3S YIOMJON

082

002

1

Juelp
UOISSIUSD.}
yosadg

jual
|DUOI|DSJBAUOD
paxiomjau Kjsnoaunjuodg

( “ajoip ‘iosnoiq)

uoypayddo yoasds




PCT/US99/22927

WO 00/20962

L/12

L0y
Hy

7 "9ld

00V <

S11

01y

NN

60y

uoiylubooay Jaypads

80y

uoljiuboosy yosadg

Siy
™ IN9/840MpIDH
|DUOI{DSIBAUOY) Ayijpuos.ad
‘sabonbup] ‘sabonbupi
by eip | 2110quis ‘sipwwinig
SJ8AL(] ‘$814DJNQDIOA
|DUOI}DSIBAUOY)

Il Jsjoupuoy Bojpig

|

|

|

|

|

I

|

“
18|04}u0) “
|

|
-

90% 114
S$90IM8S wWaysAsqns
_ |DUOI}DSIBAUO?) /48ydyjods|q so]
|
| e I TTTTTTTTTT
_ _ 1
“ 1aBDUDp _ S80IAI9S WalsAsgng
“ uolybW.IojU| DJaW “N; |DUOLUBAUOY
L — = p—

1abpupp ¥spb|
|DUOL}UBALOY)

9JDMPIDH /SI8ALQ
|DUOIJUBALOY)

1234 iy

SUBSTITUTE SHEET (RULE26)



PCT/US99/22927

WO 00/20962

5/12

/A

(9IN-MN)
wajshs—qns

|DUOI}DSIBAUOY

S "Old

10y
N

NAD

v

(9N-NN)
wajsAs—qns

|DUOIIDSIBAUOY

(%8 IN9+INA)

[N |PUOCI}DSIBAUOCY)

| ASPL

SUBSTITUTE SHEET (RuLE2G)



PCT/US99/22927

WO 00/20962

6/12

809

uoyooyjddy
puayang

A

uoynjosal

10118 /Buyyduwioud

VN

Uor
AAD

L0y

9ZiIDwwns

$3jnquYD
flaul

14

909

9 "Old

S30IA3P
0/1 Jayjo

409

SISayuAs
Yoaads

.
\\\ 609
-
& 90D}I8}ul
(7 pajouipio0)
= SERY

Sa0IABP

£09 jnduy Jayjo

009

|opow-Hjny

SUBSTITUTE SHEET (RULE26)



PCT/US99/22927

WO 00/20962

7112

salfijiqodod |19/|DUOYDSIZAUOD IS PUD
saliqndod jAD (020} yjim Ajgissod Saappaju|/saomaq

(yosads pazjubodas ‘yosads painydod ‘Sp|
‘Ing “6a) sabubyxe aappsaju| ses

Joniss uoyooljddo yona o} payopyp pup
pajnquysIp 10 201A3P 4ODA 0} [DI0| 3G UDI YOIYM
swajssqng |{DUONDSIAAU0D O} payisuplj /] Jas)

(orojS \Eszv TN
Buowo uoyouyiqly

D 40 1g¥ ‘dI/doL

901A9p Jo uoijpoyddo
Jayjoun Jo NA9

(seomep puo suoyooiddo usamjaq
J0JDIJiQID |DUOYDSIBAU0D ‘jususaboupw

/Ho0s {xajuod ‘Iafjosjuod) WA

e
1. 014 604 mﬁ“
o _ auoy _ _ A _ _ Va4 _ gv_\_é\ 80
] | | =o=c._mvto;
$04 dpydo7/od

CHITE TG
Sal}ijiqodd |DUODSIBAU0D
J0 uoyjoaysibay

) 10 1dY “dl/doL

sianias Buipodsubi) [DLOIjDSIEAUO)

1

(dyy/1wyy “69) jousioy pupjoaojod
| $59000 PJDPUD)S /ULiojjun D Juasaig
‘(ssomsag oujwiog *6a) sienses Buipoasuni

SBWDIJUIDN
‘sasDqDiD( ‘slonias Ga “SejoN
suoypayddy Aoobay

(Auo ) swajsksqns (ouolfps.onU0d (“ap N
pajoioossp pup (‘oj Aiojngoaoa ‘W7 “'s) ‘Jaz1uB029Y
SOI{SIIaoDIDYD [DUOIDSIAALOD ‘SAJDJS __m%%v
|DUOKDSIBAUOY 3|qDAIISQO S YiM swiajshsqng
uoyyiddo yave 4o uoyoysifay ' 904 |puOljDSIaAU0)
suoypayddy aipmy Ajjpuoypsioaucy)
NAD

pajnquisiq o Joj ainjIsjiyaly N .O_m



PCT/US99/22927

WO 00/20962

8 "Old

08 UOIDIJUNWIWOY)

|DUOIJUSALO)

L08

0409 ABojouyos)
|DUOI}DSIBAUO)

8/12

S80JA8(] 9IDMY
Aj|DUOI}DSI8AUOY)

|020j0.4
|DUOI}DSIBAUOY)

(Ifys |ouoypsiaAuo))

WAD

?d:v aoupj|ddy
|DUOI}DSIBAUOY)

|DSJIBAIU(

suoypaijddo
|DUOIIDSJIBAUOY)

008

r08

SUBSTITUTE SHEET (RULE26)

Jes



PCT/US99/22927
9/12

WO 00/20962

aiboj ssauisng
S)dy pup seomias waysks /s Buikapup ~—1—=—1| 3 puayong
012 e
SUOI{OD1|SQD £le
112 puaxng
sauibu3
Liojsiy o)
Jabouoy il /
7 Jabouop-
V| Jeyojodsiq yso]
(1oysou) Jojosyquy
saboupy aanosay Jabouow Bojpig -
— <"~ 612 ™
" 60¢

Stdv
uoyoayddy jouoijpsiaAuc)

§j000j0.d [DUOIDSIBALO? L0¢

§0¢

sj030j014

suoypydd
" 1{pdijddy

[PUOLDSI3AU0) [D20]

sfooojosd jouoyDsianuo?) 00¢

?
HE D NAD suojoa)ddy
A |DUOLDSIAAU0)
))¢ 642 4/'4/‘(3 12 pajnquisiq
D T i
u b1 6 "9l

SUBSTITUTE SHEET (RULE26)



PCT/US99/22927

WO 00/20962

10/12

N 9iboj
$sau|sng

} pusyong “9j3 033)

Wpsedg ‘g1N
N ‘ouibua
uop Bojoig
saulbuy *Auo)

y aiboj
ssauisng
} puaxoog “3j9 030l
N salj Woaads ‘1N
0joq i (1IN ‘auibua
"unp Bojoig
saujbu3 “auo)

[oway WAD

Jabouow Bojpig
N uoyjoaiyddy

ojoq

| 6oy

ssauisng

} pusyang “3j9 038

¥y saly _ oaads ‘g
(1IN ‘ouibua

“unpy bopoig

:saujbuy *Auoy

| Sy

0iog

KQ JojSDw 8y} DIA Jo5Uu0d pjno)

o2y NAD

N
xaju0)

Jabouow Bojoig
y uoyoayddy

N 201ap
lo ddy

[030j04 *AU0) A

) 209p
Jo ddy

PwiRY HAD

Jabounw Bojoig
| oyoayjddy

[owey HAD Jopiay
suoyoayddo sa6ounyy Bojoig
‘So0map “Jasy)
:UOLDULIOJUI-DJ3N K J8jSOp
|DUOYDSIBAUO)

sa6ouop

UOI{DULIOuI-DjoH

| 20lKop
1o ddy

Ol

PIE

SUBSTITUTE SHEET (RULEZ)



PCT/US99/22927

WO 00/20962

| aiboj
ssauisng
¥ puayong

y aibo|
ssaujsng
} pusyang

N 9iboj
ssauisng
§ puaxdng

oy HA oWy NAD [ouiRy NAJ
N
= siiod anjpA ajnqUD } aohep | oduap
b oy Ao abunyoxe ojog o ddy oo oy
0} UOIOLSDI [090}0Jd *AUO?) NQ

ousy §AD

KQ 8|SO\

| Il *ol

SUBSTITUTE SHEET (RULE26)



PCT/US99/22927

WO 00/20962

saInjpaj
PUD SA0IAIAS

HOM{RN
[puoljpsiaAu0)

2l "9ld

S00/

SYIOMOU $j020j044

6001 0jop/jausajy)

[DUO{DSIaAU0) _uo___n__u_é

| Jonag auibu]

TNX “THIH

[DUOIDS3AU0) 30} ‘dyy puo
jno oipno ‘sainjoaj
YI0MjaN — N0%Y
o JLITIRRERTVEN 00! Buspnjou|
~
o :11111:111::,
— —
v d
puoyong WM\ | (loweps)
pUD Janiag 13MI3G Jasnolg “INxa010p ‘dyyy pun $|020j044 200/
UOKDJUBSaL] {DUOI{DSIONUO?) {no oipnd ‘sainjoaj | jpuoysIeAO)
- Ihes2y/ poInUISG
Buipnjou|

$aIn|05)
pUD SAOIAISS

YIOjON
[puolDSIaAU0)

7 Joneg auibu3
[DUOYDSIAUOY)

ugou
0000o
1]3]1]

000}

000+




	Abstract
	Bibliographic
	Description
	Claims
	Drawings

