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눈 추적 데이터는 작동을 향상시키기 위해 추가적인 센서들로부터의 데이터와 조합될 수 있다.

(52) CPC특허분류

     G02B 27/0172 (2013.01)

     G06F 1/1686 (2013.01)

     G06F 1/1694 (2013.01)

     G06F 3/017 (2013.01)

     G06F 3/04842 (2013.01)

     G06F 3/04845 (2013.01)

     G02B 2027/0178 (2013.01)

     G02B 2027/0187 (2013.01)

     G06F 2203/04806 (2013.01)

(30) 우선권주장

61/991,435  2014년05월09일  미국(US)

62/074,920  2014년11월04일  미국(US)

62/074,927  2014년11월04일  미국(US)

등록특허 10-2246310

- 2 -



명 세 서

청구범위

청구항 1 

눈 움직임을 모니터링하기 위한 시스템으로서,

웨어러블 디바이스와;

사용자의 적어도 하나의 눈에 기준 프레임을 투영하기 위해 상기 디바이스에 장착된 이미터들의 어레이와;

상기 디바이스에 장착되고 그리고 상기 사용자의 적어도 하나의 눈을 향하는 카메라와;

상기 사용자의 주변의 이미지들을 캡처하도록 구성된 엑소-카메라(exo-camera)와;

디스플레이와; 그리고

프로세서를 포함하고,

상기 프로세서는, 

     상기 카메라에 의해 캡처된 이미지들에 기초하여 상기 적어도 하나의 눈의 동공의 가장자리들을 식별하고

그리고 상기 식별된 가장자리들에 기초하여 상기 기준 프레임에 대한 동공의 좌표들의 근사치들을 구함으로써

상기 기준 프레임에 대한 사용자의 눈의 파라미터들을 모니터링하고;

     상기 엑소-카메라에서 상기 사용자의 주변의 이미지들을 수신하고 처리하며; 그리고

     상기 기준 프레임에 대한 동공의 좌표들을 상기 사용자의 주변의 이미지들과 연관시키고 그리고 상기 디스

플레이에 표시된 상기 사용자의 주변의 엑소-카메라 이미지들상에 그래픽을 중첩시켜 상기 사용자의 주변과 관

련하여 사용자가 바라보는 대략적인 위치를 식별하는 것을 특징으로 하는

시스템.

청구항 2 

제1항에 있어서, 

상기 카메라는 광섬유 번들(fiber optic bundle)을 포함하고, 상기 광섬유 번들은 상기 디바이스에 장착된 제1

종단 및 상기 카메라에 의해 캡처된 이미지들을 디지털 비디오 신호들로 변환하기 위해 검출기에 결합된 제2 종

단을 포함하는 것을 특징으로 하는 

시스템.

청구항 3 

제2항에 있어서, 

상기 카메라는 상기 광섬유 번들의 제1 종단에 대물 렌즈를 더 포함하고, 상기 대물 렌즈는 광섬유 번들 상에

이미지들의 초점을 맞추는 것을 특징으로 하는

시스템.

청구항 4 

제3항에 있어서,

상기 이미터들의 어레이는 상기 광섬유 번들의 하나 이상의 조명 섬유를 포함하고, 상기 하나 이상의 조명 섬유

는 대물 렌즈에 인접하게 종단되는 것을 특징으로 하는

시스템.

등록특허 10-2246310

- 3 -



청구항 5 

제1항에 있어서, 

상기 프로세서는 또한 상기 사용자의 졸음 상태 또는 의식 부족을 검출하는 것을 특징으로 하는

시스템.

청구항 6 

제5항에 있어서, 

상기 프로세서가 미리 결정된 조건을 검출하는 것에 응답하여 상기 사용자에게 피드백을 제공하는 피드백 디바

이스를 더 포함하는 것을 특징으로 하는

시스템.

청구항 7 

제6항에 있어서,

상기 피드백 디바이스는, 사용자에게 촉각 진동 자극을 제공하는 기계식 진동기 디바이스, 전기 자극을 생성하

는 전극, 청각적 이미터, 후각적 이미터, 발열 디바이스 및 냉방 디바이스 중 적어도 하나를 포함하는 것을 특

징으로 하는

시스템.

청구항 8 

제1항에 있어서,

상기 디스플레이는 상기 사용자의 눈들 중 적어도 하나의 이미지를 디스플레이하도록 구성되는 것을 특징으로

하는

시스템.

청구항 9 

제8항에 있어서, 

상기 프로세서는, 상기 사용자의 눈의 동공의 가장자리와 상기 사용자의 눈의 홍채 사이의 경계를 상기 동공의

가장자리와 상기 홍채 사이의 콘트라스트에 기초하여 근사화하는 것을 특징으로 하는

시스템.

청구항 10 

제9항에 있어서, 

상기 프로세서는 또한 상기 근사화된 경계에 기초하여 상기 사용자의 눈들의 디스플레이된 이미지에 광륜(hal

o)을 중첩하는 것을 특징으로 하는

시스템.

청구항 11 

제10항에 있어서,

상기 프로세서는 또한 상기 광륜의 직경에 기초하여 사용자의 졸음 또는 다른 상태의 레벨을 결정하는 것을 특

징으로 하는

시스템.

청구항 12 

등록특허 10-2246310

- 4 -



제1항에 있어서,

상기 기준 프레임은 기준점들의 수직적 밴드(vertical band), 기준점들의 수평적 밴드, 또는 기준점들의 교차된

밴드들 중 적어도 하나를 포함하는 것을 특징으로 하는

시스템.

청구항 13 

방법으로서,

이미터에서, 사용자의 눈에 기준 프레임을 투영하는 단계와;

웨어러블 디바이스의 시선 추적 카메라에서, 사용자의 눈의 동공 및 눈꺼풀의 이미지들을 포함하는 시선 추적

데이터를 캡처하는 단계와;

상기 기준 프레임에 대한 사용자의 눈의 파라미터들을 모니터링하는 단계 - 모니터링하는 단계는 상기 시선 추

적 카메라에 의해 캡처된 이미지들에 기초하여 적어도 하나의 눈의 동공의 가장자리들을 식별하는 단계 및 상기

식별된 가장자리들에 기초하여 상기 기준 프레임에 대한 동공의 좌표들의 근사치들을 구하는 단계를 포함하며 -

와;

상기 기준 프레임에 대한 동공의 좌표들을 엑소-카메라에서 캡처된 사용자의 주변의 이미지들과 연관시키는 단

계와; 그리고

디스플레이에 표시된 상기 사용자의 주변의 엑소-카메라 이미지들 상에 그래픽을 중첩시켜 상기 사용자의 주변

과 관련하여 사용자가 바라보는 대략적인 위치를 식별하는 단계를 포함하는 것을 특징으로 하는

방법.

청구항 14 

제13항에 있어서, 

상기 디스플레이에서 사용자의 눈의 이미지들을 디스플레이하는 단계를 더 포함하는 것을 특징으로 하는

방법.

청구항 15 

제14항에 있어서, 

상기 사용자의 눈의 동공의 가장자리와 상기 사용자의 눈의 홍채 사이의 경계를 상기 동공의 가장자리와 상기

홍채 사이의 콘트라스트에 기초하여 근사화하는 단계를 더 포함하는 것을 특징으로 하는

방법.

청구항 16 

제15항에 있어서,

상기 근사화된 경계에 기초하여 상기 사용자의 눈들의 디스플레이된 이미지에 광륜을 중첩하는 단계를 더 포함

하는 것을 특징으로 하는

방법.

청구항 17 

제16항에 있어서,

상기 광륜의 직경에 기초하여 상기 사용자의 졸음 상태 또는 의식 부족을 검출하는 단계를 더 포함하는 것을 특

징으로 하는

방법.
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청구항 18 

제13항에 있어서,

프로세서가 미리 결정된 조건을 검출하는 것에 응답하여 상기 사용자에게 피드백을 제공하는 단계를 더 포함하

는 것을 특징으로 하는

방법.

청구항 19 

제18항에 있어서,

피드백을 제공하는 단계는: 사용자에게 촉각 진동 자극을 제공하는 단계,  전기 자극을 제공하는 단계, 오디오

음성을 방출하는 단계, 후각적 자극을 방출하는 단계, 열을 방출하는 단계 및 냉기를 방출하는 단계 중 적어도

하나를 포함하는 것을 특징으로 하는

방법.

청구항 20 

제13항에 있어서,

상기 기준 프레임은 기준점들의 수직적 밴드, 기준점들의 수평적 밴드, 또는 기준점들의 교차된 밴드들 중 적어

도 하나를 포함하는 것을 특징으로 하는

방법.

발명의 설명

기 술 분 야

본 발명은 일반적으로 사람의 눈을 모니터링하기 위한, 예를 들어, 피로, 효과적인 커뮤니케이션을 모니터링하[0001]

기 위한, 그리고/또는 개인의 눈, 눈꺼풀, 및/또는 눈의 다른 요소들의 운동에 따라 디바이스들을 제어하기 위

한 장치, 시스템들, 및 방법들에 관한 것이다. 또한, 본 발명은 보다 구체적으로 사용자가 웨어러블 디바이스로

캡처된 미디어 이미지를 편집하게 하는 시스템들 및 방법들에 관한 것이다. 캡처 시간 이전이든, 캡처 시간 동

안이든, 또는 캡처 시간 이후이든, 기준 프레임을 눈에 투영시키고 투영된 기준 프레임을 다양한 편집 기능을

제어하기 위해 사용자의 적어도 한쪽 눈의 눈 추적 데이터를 캡처하기 위한 디스플레이의 제2 기준 프레임과 연

관시키는 눈 추적 서브시스템를 이용한다.

배 경 기 술

휴대용 전자 디바이스들은 급증하고 있고 점점 더 강력해지고 기능이 강화되고 있으며, 그것들이 상용되는 피처[0002]

들이 달라지고 있다. 포켓-크기의 디바이스들이 순수하게 통신 디바이스들에서, 컨텐츠-중심 디바이스들로, 컨

텐츠-생산 디바이스들로 변화되어 옴에 따라, 사용자들 또한 엄청난 컨텐츠-생산자들로 변하고 있다. 이제껏 캡

처된 모든 사진의 10퍼센트가 2012년에 찍힌 것으로 추정된다. 유사한 생산율이 비디오 영상에 적용된다. 헤드-

장착 비디오 캡처 디바이스들 이를테면 고-프로(Go-Pro) 카메라 및 구글 글래스(Google Glass)의 도래가 사용자

들의 일반 시야에서 캡처되는 비디오를 가속화하고 있다. 유감스럽게도, 이미지 캡처의 이러한 과잉은 생산된

컨텐츠의 질은 높이지 않았다. 특히 비디오 영상에 관해, 관심 클립들을 검토, 처리, 편집, 및/또는 보내는데

소요되는 시간이 녹화되는 영상의 양에 비례한다. 따라서, 캡처된 영상의 양이 증가하는 경우, 가치 있는 컨텐

츠를 발췌하는데 소요되는 시간의 양이 거의 선형적 형태로 증가한다. 

본 출원 내 모든 개시내용 및 청구항에 대해, "미디어 이미지"는 비디오 이미지 및 스틸 이미지(still image)[0003]

중 적어도 하나로 정의된다. 

임의의 유형의 미디어 이미지들에 관해, 컨텐츠 생산자를 위한 전형적인 목적은 특정한 대상 그룹에 바람직한[0004]

컨텐츠를 제작하는 것이다. "바람직한"의 정의는 대상 그룹에 기초하여 변경될 수 있다. 특히 비디오 이미지들

에 대해, 비디오 이미지들을 선택 및 편집하기 위한 하나의 방법 또는 기준 설정이 하나의 대상 그룹에 적절하

나 다른 대상 그룹에는 그렇지 않을 수 있다. 뿐만 아니라, 다른 이미지들과 가까운 시간에 캡처되는 이미지들
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은  상이한  이유들로  인해  바람직할  수  있다.  바람직함  및  적합성의  이러한  다양한  형태가  간단히  "돌출

(saliency)"로 지칭될 수 있다.

미디어 이미지는 다음 많은 이유로 인해 돌출로 고려될 수 있다: 그것은 주목할 만한 이벤트를 포함할 수 있다,[0005]

그것은 특정한 친구 또는 친척을 포함할 수 있다, 그것은 다른 이들이 소셜 미디어 수단에 관심이 있다는 것을

고려하는 일을 포함할 수 있다, 그것은 특정한 장소에서 캡처되었을 수 있다, 그리고/또는 그것은 사용자가 캡

처하기 원하는 감정을 포함할 수 있다. 다른 센서들에의 눈 추적의 부가는 사용자가 눈 추적의 출현 없이 이용

가능할 수 없었을 이러한 프로세스 중에 분석 및 제어 수준을 가능하게 한다는 것이 추정된다. 

단어 "편집(editing)"에 의해 의도되는 범위를 논의할 때 충분한 고려가 요구된다. 전형적인 사진 및 비디오 애[0006]

플리케이션들에서, "편집"은 전형적으로 이미지들에 대한 조작을 함축하거나, 또는, 비디오의 경우, 또한 트리

밍된 이미지들을 보다 바람직한 순으로 재배열하는 프로세스를 포함한다. 추가 단계들이 수행될 이미지들을 선

택 또는 태그하는 단계들이 편집 프로세스의 부분으로 형식상 고려되어야 하더라도, 여러 번 "편집"하는 것은

그러한 단계들을 배제한다. 그러나, 본 출원 내 본 개시내용 및 청구항들을 위해, "편집"은 선택 및 태그 단계

들을 포함할 것이다. 뿐만 아니라, 디지털 미디어 생산 전 시대에서, 모든 편집(선택 및 태그를 포함하여)이 반

드시 캡처 시간 상당히 후에 발생하지는 않았다. 그러나, 이제 편집 프로세스가 캡처 시간 직후, 또는 "비공개

(in-camera)"로 발생하게 하는 피처들이 비디오 및 스틸 카메라들에 포함된다. 본 발명은 본 출원에 편집 프로

세스가 캡처 동안 또는 그 훨씬 전 시간을 포함하도록 바뀔 수 있는 방법을 설명한다. 그러나, 본 출원에 설명

된 시스템들 및 방법들이 구현될 때까지 그렇게 하는 것은 사실상 실행가능하지 않았었다. 

유감스럽게도, 많은 사용자에게, 캡처된 대로의 비디오 이미지들을 소모가능한 완성 비디오로 변환하는데 소요[0007]

되는 시간은 프로세스의 구제불능의 장애물이다. 

이러한 장애를 접한 후 두 가지 공통적인 결과가 존재한다. 첫째는 전체 프로세스가 폐기된다는 것, 및 어떠한[0008]

비디오 이미지도 대상 그룹과 공유되지 않는다는 것이다. 두 번째 공통적인 결과는 모든 편집이 삼가지고 매우

저 품질 및 관련성의 이미지들이 대상 그룹과 공유된다는 것이다. 생산자에게 그리고 대상 그룹에게, 이러한 결

과들 중 어떤 것도 바람직하지 않다. 그것을 남 앞에 내놓을 만한 형태로 편집하는 것이 매우 어렵다는 것을

안, 생산자에게, 이는 그 또는 그녀가 비디오를 녹화할 의지를 낮출 수 있다. 소비자가, 열악한 비디오 이미지

들을 시청하는 것은 그들에게 부정적 강화 효과를 제공하고 그들이 앞으로 비디오 이미지들을 시청하는 것을 원

치 않게 할 수 있다. 

기술이 발전함에 따라, 사용자가 컨텐츠를 생산하기 위해 휴대할 수 있는 디바이스들의 폼 팩터도 바뀌어왔다.[0009]

컨텐츠-생산 디바이스들은 다른 기술이 없는 것을 사용했다. 그 후 스마트 폰 및 태블릿이 비디오를 캡처할 수

있게 되면서, 이전에 상상도 할 수 없었던 소형화의 시대에 들어서게 되었다. 이제, 그것이 단지 센서들 또는

기타로부터 데이터를 기록하는 대신 컨텐츠를 생산하게 하는 웨어러블 기술의 변화에 주목하여, 헤드-장착 디스

플레이들이 소비자 디바이스들로 실행가능하게 되기 시작하고 있다. 또한, 콘택트 렌즈 및 인공 망막은 사람의

시각계에 대해 효과적인 기능을 하는 향상이다. 본 출원에서의 시스템들 및 방법들은 비디오를 캡처하고, 눈 방

향을 추적하며, 돌출 비디오를 편집하는 이러한 모드들에도 적용가능하고, 본 발명의 부분으로 고려된다. 눈 추

적을 통해 사용자의 시선을 결정하는데 필요한 기술이 이제 웨어러블 및 주입형 디바이스들 내로 통합될 수 있

기 때문에, 눈이 디바이스 입력 및 편집을 위해 실행가능한 도구가 된다.

발명의 내용

아래에 제공된 명세서 및 청구항들을 철저히 판독함으로써 본 발명을 가장 잘 이해하게 될 것이나, 이러한 발명[0010]

의 내용은 본 출원에 설명된 시스템들 및 방법들의 신규한 그리고 유용한 피처들 중 일부를 독자에게 숙지시키

기 위해 제공된다. 물론, 이러한 발명의 내용은 본 출원에서의 시스템들 및 방법들의 피처들의 전부에 대한 완

전한 설명인 것으로 의도되지 않고, 또한 본 출원의 상세한 설명의 마지막에 제공되는, 청구항들의 효과를 어떤

식으로든 제한하는 것으로 의도되지도 않는다. 

본 발명은 웨어러블 디바이스로 구현될 수 있는 시스템들 및 방법들을 제공한다. 시스템은 사용자가 웨어러블[0011]

디바이스로 캡처되는 미디어 이미지들을 편집하게 하도록 설계된다. 시스템들은 캡처 시간 이전이든, 캡처 시간

동안이든, 또는 캡처 시간 이후이든, 다양한 편집 기능을 제어하기 위해 눈 추적 데이터를 이용할 수 있다. 또

한 어떤 미디어 이미지들의 섹션들 또는 영역들이 사용자 또는 조회자에게 보다 큰 관심을 끌 수 있는지를 결정

하기 위한 방법들이 제공된다. 방법들은 캡처된 미디어에 돌출을 부여하기 위해 눈 추적 데이터를 이용할 수 있

다. 시스템들 및 방법들에서, 눈 추적 데이터는 작동을 향상시키기 위해 추가적인 센서들로부터의 데이터와 조
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합될 수 있다. 

앞서 말한 내용을 고려하여, 본 출원은 미디어 이미지들을 편집하기 위한 장치, 시스템들, 및 방법들로서, 웨어[0012]

러블 디바이스, 씬 카메라가 사용자의 환경의 미디어 이미지들을 캡처하도록 상기 디바이스 상에 장착되는 상기

씬 카메라, 기준 프레임을 눈 상에 투영시키고 투영된 상기 기준 프레임을 사용자의 적어도 한쪽 눈의 눈 추적

데이터를 캡처하기 위한 디스플레이의 제2 기준 프레임과 연관시키는 눈 추적 서브시스템, 및 상기 눈 추적 데

이터에 적어도 부분적으로 기초하여 상기 씬 카메라에 의해 캡처되는 미디어 이미지들을 태그하기 위해 상기 씬

카메라 및 눈 추적 서브시스템과 통신하는 하나 이상의 프로세서를 포함하는, 장치, 시스템들, 및 방법들을 설

명한다. 

다른 실시예에서, 장치, 시스템들, 및 방법들은 개인 사용자들에 의해 착용되도록 구성되는 복수의 웨어러블 디[0013]

바이스로서, 각 웨어러블 디바이스는 씬 카메라가 상기 개인 사용자의 환경의 미디어 이미지들을 캡처하도록 디

바이스 상에 장착되는 상기 씬 카메라, 하나 이상의 센서, 및 통신 인터페이스; 각 웨어러블 디바이스의 통신

인터페이스를 통해 상기 웨어러블 디바이스들과 통신하기 위한 서버를 포함하여, 상이한 시점들에서 관련 이벤

트들을 레코딩할 목적으로 근접하게-위치된 웨어러블 디바이스들에 의해 결정되는 바와 같이 비디오 이미지들에

서의 비교상 돌출을 정량적으로 평가할 수 있다.

또 다른 실시예에서, 사용자에 의해 착용되는 웨어러블 디바이스로부터 미디어 이미지들을 선택 또는 편집하기[0014]

위한 방법으로서, 상기 웨어러블 디바이스 상의 씬 카메라를 사용하여, 상기 사용자의 환경의 미디어 이미지들

을 캡처하는 단계; 상기 웨어러블 디바이스 상의 눈 추적 서브시스템을 사용하여, 상기 사용자의 적어도 한쪽

눈의 눈 추적 데이터를 캡처하는 단계; 및 상기 눈 추적 데이터로부터 식별되는 적어도 하나의 눈 이벤트들의

액션들에 적어도 부분적으로 기초하여 상기 미디어 이미지들을 선택하는 단계 및 편집하는 단계 중 적어도 하나

의 단계를 포함하는, 방법이 제공된다. 

여기에 제공되는 본 발명의 측면들 및 출원들은 본 발명의 도면 및 상세한 설명에서 아래에 설명된다. 구체적으[0015]

로 언급되지 않는 한, 명세서 및 청구항들에서의 단어들 및 구들은 적용가능한 기술분야에서의 통상의 기술자들

에게 분명한, 보통의, 그리고 익숙한 의미로 제공된다. 발명자들은 바람직한 경우 그들이 그들 고유의 사전 편

찬자들이 될 수 있다는 것을 숙지한다. 발명자들은 그들 고유의 사전 편찬자들로서, 그들이 명백히 다르게 언급

하고 그 다음 또한, 해당 용어의 "특수한" 정의를 제시하며 그것이 분명한 그리고 보통의 의미와 어떻게 상이한

지를 설명하지 않는 명세서 및 청구항들에서 용어들의 단지 분명한 그리고 보통의 의미를 사용하도록 명확히 결

정한다. "특수한" 정의를 적용할 의도의 그러한 명확한 진술이 없으면, 용어들에 대한 단순한, 분명한 그리고

보통의 의미가 명세서 및 청구항들의 해석에 적용되는 것이 발명자들의 의도 및 바람이다. 

도면의 간단한 설명

본 발명의 보다 완전한 이해가 다음 예시적인 도면들과 관련되어 고려될 때 상세한 설명을 참조함으로써 얻어질[0016]

수 있다. 도면들에서, 동일한-참조 부호들은 동일한-요소들을 나타내거나 도면들 전체에 걸쳐 작용한다. 본 발

명의 현재 대표적인 실시예들이 첨부 도면들로 예시되며, 상기 도면들에서: 

도 1은 환자의 눈 및/또는 눈꺼풀의 운동에 기초하여 환자를 모니터링하기 위한 실시예의 장치를 착용하는 병원

에서의 환자의 사시도이다. 

도 2는 검출 디바이스 및 프로세싱 박스를 포함하는, 도 1의 실시예의 확장된 사시도이다.

도 3은 사람의 눈 및/또는 눈꺼풀의 운동에 기초하여 사람을 모니터링하기 위한 다른 시스템의 사시도이다. 

도 4는 도 3의 프레임 상의 카메라의 상세도이다. 

도 5a 내지 도 5i는 도 3의 시스템으로 모니터링될 수 있는 몇몇 파라미터의 그래픽 디스플레이들이다. 

도 6은 도 3의 프레임 상의 카메라로부터의 비디오 출력의 상세도이다. 

도 7은 5-요소 센서 어레이로부터의 신호들을 프로세싱하기 위한 회로의 대표적인 실시예를 도시하는 개략도이

다. 

도 8a 및 도 8b는 비행사 헬멧 내로 통합되는 눈 움직임을 모니터링하기 위한 장치의 다른 실시예를 도시한다. 

도 9는 도 8a 및 도 8b의 장치에 포함될 수 있는 카메라의 개략도이다. 

도 10a 및 도 10b는 각각, 사람의 눈의 개폐를 도시하는, 다수의 카메라로부터의 동시발생 출력들을 도시하는,
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그래픽 이미지들이다. 

도 11a 내지 도 11c는 눈 움직임 모니터링을 용이하게 하기 위해 동공의 직경을 식별하기 위해 생성되는 타원형

그래픽을 도시하는, 그래픽 디스플레이들이다. 

도 12a 및 도 12b는 사람의 눈의 운동을 모니터링하기 위한 장치를 착용하는 사람을 경계 검사(vigilance tes

t)하기 위한 방법을 도시하는, 흐름도들이다. 

도 13은 눈의 운동에 기초하여 컴퓨팅 디바이스를 제어하기 위한 방법을 도시하는, 흐름도이다. 

도 14는 광을 경피적으로 눈에 통과시키고 눈의 동공으로부터 나오는 방사된 광을 검출하기 위한 장치의 정면도

이다. 

도 15는 사람의 눈 및/또는 눈꺼풀의 운동에 기초하여 사람을 모니터링하기 위한 장치의 또 다른 실시예의 사시

도이다. 

도 16은 장치를 착용하는 사람의 눈의 이미지들을 획득하는 도 15의 장치를 도시하는 상세도이다. 

도 17은 본 출원에서의 시스템을 및 방법들에 포함될 수 있는 시스템 아키텍처의 대표적인 실시예를 도시한다. 

도 18은 본 출원에서의 시스템들 및 방법들을 위한 아키텍처의 대표적인 실시예를 도시한다. 

도 19는 미디어 이미지들을 선택 및/또는 편집하기 위해 사용될 수 있는 대표적인 팩터들을 도시하는 흐름도이

다. 

도 20은 미디어 이미지들을 공유하기 위한 대표적인 프로세스를 도시하는 흐름도이다.

발명을 실시하기 위한 구체적인 내용

도면들을 참조하여, 도 1은 환자(10)의 눈 및/또는 눈꺼풀 운동을 검출하기 위한 검출 디바이스(30)를 착용하는[0017]

베드(12)에서의 환자(10)를 도시한다. 검출 디바이스(30)는 예를 들어, 효과적인 커뮤니케이션에 대한, 자발적

눈 움직임을 모니터링하기 위해, 비자발적 눈 움직임, 예를 들어, 졸림 또는 다른 상태들을 모니터링하기 위해,

그리고/또는 하나 이상의 전자 디바이스(미도시)를 제어하기 위해 사용될 수 있는, 본 출원에 설명된 임의의 생

체 센서 디바이스들을 포함할 수 있다. 검출 디바이스(30)는 검출된 눈 및/또는 눈꺼풀 움직임을 데이터 스트림

으로, 이해가능한 메시지, 및/또는 예를 들어, 비디오 디스플레이(50)를 사용하여, 의료진(40)에게 전달될 수

있는, 다른 정보로 변환하는 프로세싱 박스(130)에 결합될 수 있다. 

도 2를 참조하면, 종래 안경(20) 한 개에 부착가능한, 조준-가능한 그리고 초점을 맞출 수 있는 검출 디바이스[0018]

(30)를 포함하는 장치 또는 시스템(14)의 대표적인 실시예가 도시된다. 안경(20)은 렌즈들(21) 사이에 연장되는

브리지워크(bridgework)(24)를 포함하는, 프레임(22)에 부착되는 렌즈(21) 쌍, 및 이어 피스들(26)을 지니는 사

이드 부재들 또는 안경 다리 피스들(25)을 포함하며, 이들 전부는 종래의 것들이다. 대안적으로, 렌즈들(21)이

필수적이지는 않을 수 있기 때문에, 프레임(22)은 또한 렌즈들(21) 없이 제공될 수 있다. 

검출 디바이스(30)는 하나 이상의 이미터(emitter)(32) 및 센서(33)(하나만 도시됨)가 장착되는 조절가능한 아[0019]

암(31) 및 사이드 부재들(25) 중 하나에 부착하기 위한 클램프 또는 다른 메커니즘(27)을 포함한다. 이미터(32)

및 센서(33)는 이미터(32)가 안경(20)을 착용하는 사람의 눈(300)을 향해 신호를 방사할 수 있도록 그리고 센서

(33)가 눈(300) 및 눈꺼풀(302)의 표면으로부터 반사되는 신호를 검출할 수 있도록, 미리 결정된 관계로 장착된

다. 대안적으로, 이미터(32) 및 센서(33)는 서로 인접하게 장착될 수 있다. 

일 실시예에서, 이미터(32) 및 센서(33)는 착용자의 정상 시력의 방해 또는 주의를 산만하게 하는 것을 최소화[0020]

하기 위해 예를 들어, 적외선 범위 내, 각각, 연속적 또는 펄싱된 광을 생성 및 검출한다. 이미터(32)는 미리

결정된 주파수의 펄스들로 광을 방사할 수 있고, 센서(33)는 미리 결정된 주파수의 광 펄스들을 검출하도록 구

성된다. 이러한 펄싱된 작동은 이미터(32)에 의한 에너지 소비를 감소시킬 수 있고/있거나 다른 광원들의 방해

를 최소화할 수 있다. 

대안적으로, 가시 스펙트럼을 너머 또는 그 내의 광의 다른 미리 결정된 주파수 범위들, 이를테면 자외선 광,[0021]

또는 에너지의 다른 형태들, 이를테면 무선파들, 음파들 등이 사용될 수 있다. 

프로세싱 박스(130)는 그 안의 하나 이상의 와이어(미도시)를 포함하여 케이블(34)에 의해 검출 디바이스(30)에[0022]

결합된다. 프로세싱 박스(130)는 중앙 처리 장치(CPU)  및/또는 다른 회로를 포함할 수 있다. 프로세싱 박스
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(130)는 또한 이미터(32) 및/또는 센서(33)를 제어하기 위한 제어 회로를 포함할 수 있거나, 또는 CPU는 내부

제어 회로를 포함할 수 있다. 

예를 들어, 일 실시예에서, 제어 회로는 초당 수천 펄스들만큼 높은 내지 초당 약 4-5 펄스, 예를 들어, 초당[0023]

적어도 약 5-20 펄스만큼 낮고, 그렇게 함으로써 눈 깜박임마다 약 200밀리초만큼 짧은 효과적인 또는 비효과적

인 눈 깜박임들의 검출을 용이하게 하는, 미리 결정된 주파수로 펄싱되는 명멸 적외선 신호를 생성하도록 이미

터(32)를 제어할 수 있다. 센서(33)는 단지 이미터(32)의 명멸 주파수에 특유한 미리 결정된 주파수의 광 펄스

들을 검출하도록 제어될 수 있다. 그에 따라, 이미터(32) 및 센서(33)를 미리 결정된 주파수로 동기화함으로써,

시스템(10)은 출력 신호가 예를 들어, 밝은 햇빛, 암흑, 주위 적외선 광 배경들, 또는 상이한 명멸 주파수들로

작동하는 다른 이미터들에 의해 실질적으로 영향을 받지 않고, 다양한 주위 환경 하에서 사용될 수 있다. 명멸

주파수는 전력 소비를 최소로 유지하면서, 단위 시간당 눈 깜빡임들의 수(예를 들어, 분당 약 10번 내지 약 20

번의 눈 깜빡임), 각 눈 깜빡임의 지속기간(예를 들어, 약 200밀리초 내지 약 300밀리초), 및/또는 PERCLOS(즉,

눈꺼풀이 완전히 또는 부분적으로 닫히는 시간의 퍼센테이지)의 효율적인 측정을 최대화하도록, 또는 시스템의

효율을 최대화하도록 조절될 수 있다. 

제어 회로 및/또는 프로세싱 박스(130)는 해당 기술분야의 통상의 기술자들에 의해 인식될 바와 같이, 이미터[0024]

(32)에 의해 방사되는 광의 주파수, 초점, 또는 세기를 조절하기 위해, 이미터(32)를 턴 오프 및 턴 온하기 위

해, 센서(33)의 임계 감도를 조절하기 위해, 그리고/또는 닫힌 눈꺼풀의 최대 적외선 반사를 갖는 자동-초점을

가능하게 하기 위해 수동 및/또는 소프트웨어 제어부들(미도시)을 포함할 수 있다. 

또한, 프로세싱 박스(130)는 또한 이미터(32), 센서(33), CPU, 및/또는 프로세싱 박스(130) 내 다른 구성요소들[0025]

에 전력을 제공하기 위한 전원을 포함할 수 있다. 프로세서 박스(130)는 종래 DC 배터리, 예를 들어, 9볼트 배

터리 또는 재충전가능한 리튬, 카드뮴, 또는 수소-발전 배터리에 의해, 그리고/또는 시스템(14)에 부착되거나

이에 내장되는 태양광 전지들에 의해 전력을 공급받을 수 있다. 대안적으로, 어댑터(미도시), 이를테면 종래 AC

어댑터 또는 12볼트 자동차용 조명 어댑터가 프로세서 박스(130)에 연결될 수 있다. 

대안적으로, 수신기(156)는 사람 및 디바이스들 간에 직접 연결을 제공하기 위해, 다양한 디바이스(미도시), 이[0026]

를테면 라디오 또는 텔레비전 제어장치들, 램프들, 팬들, 히터들, 모터들, 진동-촉각을 이용한 시트들, 원격 제

어 운송 수단들, 운송 수단 모니터링 또는 제어 디바이스들, 컴퓨터들, 프린터들, 전화들, 라이프라인 유닛들,

전자 장난감들, 또는 보완 의사소통 시스템들에 직접적으로 결합될 수 있다. 

추가적인 대안예들에서, 생체 센서 디바이스, 개별적인 이미터, 및/또는 검출기에 의해 방사되고/되거나 검출되[0027]

는 광을 제어하기 위한 하나 이상의 렌즈 또는 필터가 제공될 수 있다. 예를 들어, 방사되는 광의 각도는 프리

즘 또는 다른 렌즈에 따라 달라질 수 있거나, 또는 광은 눈으로 향하는 미리 결정된 형상의 광 빔을 생성하기

위한 또는 센서에 의해 반사된 광을 수용하기 위한 슬릿을 통해 컬럼화(columnate)되거나 집속될 수 있다. 방사

되는 광 빔의, 형상, 예를 들어, 폭 등을 제어하도록 또는 센서의 감도를 조절하도록 조절가능한 렌즈들의 어레

이가 제공될 수 있다. 렌즈들은 해당 기술분야의 통상의 기술자들에 의해 이해될 바와 같이, 플라스틱 등으로

이미터와 함께 둘러싸이거나, 또는 별도의 부착으로서 제공될 수 있다. 

도 3을 참조하면, 눈 움직임을 모니터링하기 위한 시스템(810)의 또 다른 실시예가 도시된다. 일반적으로, 시스[0028]

템(810)은 브리지 피스(814) 및 이어 지지체들(ear supports)(816)의 쌍을 포함할 수 있는 프레임(812), 하나

이상의 이미터(820), 하나 이상의 센서(822), 및/또는 하나 이상의 카메라(830, 840)를 포함한다. 프레임(812)

이 생략될 수 있으나, 그것들은 렌즈들(미도시), 이를테면 주문형 렌즈, 색조, 보호형 렌즈 쌍을 포함할 수 있

다. 대안적으로, 시스템은 사용자의 머리 상에 착용될 수 있는 다른 디바이스들, 이를테면 파일럿의 산소 마스

크, 보호용 귀 장비, 환자의 산소 호흡기, 스쿠버 또는 잠수 마스크, 헬멧, 모자, 머리 밴드, 머리 가리개, 보

호용 머리 장비 상에, 또는 머리 및/또는 얼굴 등을 보호하는 봉입된 수트들 내에(미도시) 제공될 수 있다. 시

스템의 구성요소들은 일반적으로 사용자의 시력 및/또는 디바이스의 정상 사용의 방해를 최소화하는 디바이스

상의 다양한 위치에 제공될 수 있다. 

도시된 바와 같이, 이미터들의 어레이(820)는 예를 들어, 수직 어레이(820a) 및 수평 어레이(820b)로, 프레임[0029]

(812) 상에 제공된다. 추가 또는 대안적으로, 이미터들(820)은 다른 형태들, 이를테면 원형 어레이(미도시)로

제공될 수 있고, 광 필터들 및/또는 확산기들(또한 미도시)을 포함할 수 있거나 포함하지 않을 수 있다. 대표적

인 실시예에서, 이미터들(820)은 본 출원에서의 다른 곳에서 설명된 다른 실시예들과 유사하게, 미리 결정된 주

파수의 펄스들을 방사하도록 구성되는 적외선 이미터들이다. 이미터들(820)은 그것들이 기준 프레임(850)을 사

용자의 눈 중 한쪽을 포함하여 사용자의 얼굴의 영역 상에 투영시키도록 프레임 상에 배열될 수 있다. 도시된
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바와 같이, 기준 프레임은 영역이 네 개의 사분면으로 분할되는 교차된 밴드들(850a, 850b)의 쌍을 포함한다.

대표적인 실시예에서, 교차된 밴드들의 교차 지점은 기본적인 응시 동안, 즉, 사용자가 일반적으로 직시하고 있

을 때,  눈의 동공에 실질적으로 대응하는 위치에 배치될 수 있다. 대안적으로, 다르 기준 프레임들은 예를

들어, 수직적 및 수평적 구성요소들, 각진 및 방사상 구성요소들, 또는 다른 직교적 구성요소들을 포함하여, 제

공될 수 있다. 임의로, 실질적으로 정적 상태를 유지하는 하나 또는 두 개의 기준 프레임 지점들은 아래에 더

설명된 바와 같이, 눈의 상대적 운동을 결정하기에 충분한 기준 프레임을 제공할 수 있다. 

센서들의 어레이(822)는 또한 사용자의 눈꺼풀에서 반사되는 이미터들(820)로부터 광을 검출하기 위한 프레임[0030]

(812) 상에 제공될 수 있다. 센서들(822)은 본 출원에서의 다른 곳에서 설명된 다른 실시예들과 유사하게, 눈꺼

풀이 개폐되는지 여부를 식별하는 세기를 갖는 출력 신호들을 생성할 수 있다. 센서들(822)은 눈꺼풀의 각각의

부분들에서 반사되는 광을 검출하기 위한 각각의 이미터들(820)에 인접하게 배치될 수 있다. 대안적으로, 센서

들(822)은 본 출원에서의 다른 곳에서 설명된 다른 실시예들과 유사하게, 단지 눈꺼풀 폐쇄의 양을 모니터링하

기 위해, 수직적 어레이로, 예를 들어 브리지 피스(814)를 따라 제공될 수 있다. 추가 대안예에서, 이미터들

(820) 및 센서들(822)은 단일 디바이스에 방사 및 감지 기능들 양자를 제공하는 고체 상태 생체 인식 센서들(미

도시)일 수 있다. 임의로, 이미터들(820) 및/또는 센서들(822)은 아래에 더 설명된 바와 같이, 예를 들어, 카메

라들(830, 840)이 충분한 정보를 제공하는 경우, 제거될 수 있다. 

회로 및/또는 소프트웨어는 센서들의 어레이에 의해 생성되는 신호들을 사용하여 PERCLOS 또는 다른 파라미터들[0031]

을 측정하기 위해 제공될 수 있다. 예를 들어, 도 7은 5 요소 어레이로부터의 신호들을 하기 위해, 예를 들어,

PERCLOS 측정치들 또는 다른 각성도 파라미터들을 획득하기 위해 사용될 수 있는 대표적인 개략도이다.

도 3으로 돌아가, 시스템(810)은 또한 일반적으로 사용자의 눈 중 한쪽 또는 두쪽 모두를 향해 배향되는 하나[0032]

이상의 카메라(830)를 포함한다. 각 카메라(830)는 브리지 피스(814)에 또는 이에 인접하게(또는 프레임(812)

상의 다른 곳에, 예를 들어, 사용자의 시각의 방해를 최소화하는 위치에) 장착되는 제1 종단, 및 검출기(838),

예를 들어, CCD 또는 CMOS 센서에 결합되는 제2 종단(837)을 포함하는 광 섬유 번들(832)을 포함할 수 있으며,

이는 이미지들을 디지털 비디오 신호들로 변환할 수 있다. 대물 렌즈(834)는 예를 들어, 이미지들을 광 섬유 번

들(832) 상으로 포커싱하기 위해, 도 4에 도시된 바와 같이, 광 섬유 번들(832)의 제1 종단 상에 제공될 수 있

다. 임의로, 광 섬유 번들(832)은 또한 도 4에 도시된 바와 같이, 이미터들(836)을 제공하기 위해 렌즈(834)에

인접하여 종단될 수 있는 하나 이상의 조명 섬유를 포함할 수 있다. 조명 섬유(들)은 예를 들어, 도 9에 도시되

고 아래에 더 설명된 실시예와 유사하게, 광원(미도시)에 결합될 수 있다. 단지 하나의 카메라(830)가 도 3에

도시되지만(예를 들어, 사용나의 왼쪽 눈을 모니터링하기 위해), 다른 카메라(미도시)가 유사한 구성요소들, 예

를 들어, 광 섬유 번들, 렌즈, 이미터(들) 및/또는 검출기(임의로, 카메라들이 아래에 더 설명된 바와 같이, 공

통 검출기를 공유할 수 있으나)를 포함하여, 사용자의 눈의 다른 쪽(예를 들어, 오른쪽 눈)을 모니터링하기 위

해 대칭적 형태로 제공될 수 있다. 

임의로, 각 눈을 향해 예를 들어, 눈(들)을 마주보는 다양한 각도들에서 지향되는 다수의 카메라(미도시)를 갖[0033]

는 것이 바람직할 수 있다. 임의로, 이러한 카메라(들)는 광 섬유 연장부들, 프리즘형 렌즈들, 및/또는 반사 미

러들(예를 들어, 적외선 광을 반사하는), 눈을 마주보는 렌즈들의 측부 상의 관통불가능한 또는 블로킹 미러링

된 표면들 등을 포함할 수 있다. 그러한 악세사리들은 원하는 방식으로 카메라(들)에 전송되는 눈의 이미지들을

굴절, 회전, 반사, 또는 반전시키기 위해 제공될 수 있다. 

카메라(들)(830)는 이미터들(820 및/또는 836)에 의해 방사되는 광 예를 들어, 적외선 광 또는 가시 범위를 넘[0034]

어선 다른 광의 주파수를 검출하기 위해 구성될 수 있다. 임의로, 광 섬유 번들(들)(832)이 이미터들(836)을 위

한 하나 이상의 조명 섬유를 포함하는 경우, 프레임(812) 상의 이미터들(820)이 제거될 수 있다. 이러한 실시예

에서, 예를 들어, 아래에 더 설명된 바와 같이, 센서들(822)을 제거하고, 사용자의 눈(들)의 운동을 모니터링하

기 위해 카메라(들)(830)를 사용하는 것이 또한 가능할 수 있다. 임의로, 시스템(810)은 예를 들어, 사용자의

환경, 이를테면 사용자의 얼굴 바로 앞의 영역을 모니터링하기 위해, 사용자의 머리로부터 떨어져 배향되는 제2

카메라(840)를 포함할 수 있다. 카메라(840)는 카메라(830)와 유사한 구성요소들, 예를 들어, 광 섬유 번들

(841), 렌즈(미도시), 및/또는 이미터(들)(또한 미도시)을 포함할 수 있다. 임의로, 카메라(830)는 주위 조명

조건 하에서 이미지들을 생성하기에 충분히 민감할 수 있고, 이미터들은 생략될 수 있다. 카메라(840)는 도 3에

도시된  바와  같이,  별개의  검출기(839)에  결합될  수  있거나,  또는  아래에  더  설명된  바와  같이,  카메라

(들)(830)과 검출기(838)를 공유할 수 있다. 

이어 지지체들(816) 중 하나 또는 양자는 하나 이상의 구성요소, 예를 들어, 제어기 또는 프로세서, 이를테면[0035]
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프로세서(842), 전송기(844), 안테나(845), 검출기(들)(838, 839), 및/또는 배터리(846)를 장착하기 위한 패널

(818)을 포함할 수 있다. 프로세서(840)는 이들의 작동을 제어하기 위해 이미터들(820), 센서들(822), 및/또는

카메라들(830, 840)에(예를 들어, 검출기(들)(838, 839)에) 결합될 수 있다. 전송기(844)는 아래에 설명된 바와

같이, 센서들(822) 및/또는 카메라들(830, 840)로부터의 출력 신호들을 수신하기 위해, 예를 들어, 신호들을 원

격 위치로 전송하기 위해 프로세서(842) 및/또는 검출기(들)(838, 839)에 결합될 수 있다. 대안적으로, 전송기

(844)는 센서들(822) 및/또는 카메라들(830, 840)로부터의 출력선들에 직접적으로 결합될 수 있다. 프레임(81

2)은 또한 예를 들어, 전력을 턴 오프 및 턴 온하기 위해, 또는 이미터들(820), 센서들(822), 및/또는 카메라들

(830, 840)의 세기 및/또는 임계를 조절하기 위해, 예를 들어, 이어 지지체(816) 상에, 수동 제어부들(미도시)

을 포함할 수 있다. 

원하는 경우, 시스템(810)은 또한 예를 들어, 사용자의 인지, 감정, 및/또는 거동 상태와 관련된 추가적인 생체[0036]

- 또는 신경-생리학적 데이터를 통합시키고 상호-상관관계를 보여주기 위해, 프레임(812) 상에 하나 이상의 추

가적인 센서, 예를 들어, 생리학적 센서들을 포함할 수 있다. 센서들은 센서들로부터의 신호들이 모니터링, 레

코딩,  및/또는 원격 위치에 전송될 수 있도록 프로세서(842)  및/또는 전송기(844)에 결합될 수 있다.  예를

들어, 하나 이상의 위치 센서들(852a, 852b)이 예를 들어, 프레임(812), 및 결과적으로 사용자의 머리의 공간적

방향을 결정하기 위해, 제공될 수 있다. 예를 들어, 활동 기록 센서들이 머리의 기울기 또는 운동을 측정하기

위해, 예를 들어, 사용자의 머리가 전방으로 숙이고 있는지 또는 측방으로 기울이고 있는지를 모니터링하기 위

해 제공될 수 있다. 음향 센서들, 예를 들어, 마이크로폰(854)이 환경 소음 또는 사용자에 의해 생성되는 소리

를 검출하기 위해 제공될 수 있다. 

또한, 시스템(810)은 프레임(812) 상에 또는 피드백 디바이스를 포함할 수 있다. 이러한 디바이스들은 미리 결[0037]

정된 조건, 예를 들어, 졸음 또는 의식 부족 상태가 검출될 때, 예를 들어, 사용자에게 경보하고/하거나 사용자

를 깨우기 위해, 사용자에게 피드백을 제공할 수 있다. 피드백 디바이스들은 이들의 활동을 제어할 수 있는, 프

로세서(842)에 결합될 수 있다. 예를 들어, 기계적 진동자 디바이스(860)가 사용자에 접촉할 수 있는 위치에,

예를 들어, 이어 지지체(816) 상에 제공될 수 있으며, 이는 피부 접촉을 통한 촉각적 진동 자극을 제공할 수 있

다. 상대적으로 저 전력 전기 자극을 생성할 수 있는 전극(미도시)이 제공될 수 있다. 가시성 백색광 또는 유색

광 이미터, 이를테면 하나 이상의 LED가 원하는 위치들에, 예를 들어, 브리지 피스(814) 위에 제공될 수 있다.

대안적으로, 본 출원에서의 다른 곳에서 설명된 다른 실시예들과 유사하게, 오디오 디바이스들(862), 이를테면

버저 또는 다른 알람이 제공될 수 있다. 추가 대안예에서, 아로마-이미터들이 프레임(810) 상에, 예를 들어, 브

리지 피스(814) 상에 또는 이에 인접하게 제공될 수 있다. 

추가 또는 대안적으로, 하나 이상의 피드백 디바이스가 프레임(812)과 별개로, 그러나 사용자에 피드백 응답을[0038]

제공할 수 있는 방식으로 위치하여 제공될 수 있다. 예를 들어, 청각적, 시각적, 촉각적(예를 들어, 진동 시

트), 또는 후각적 이미터들이 본 출원에서의 다른 곳에서 설명된 임의의 디바이스들과 같이, 사용자에 근접하게

제공될 수 있다. 추가 대안예에서, 사용자에게 열적 자극을 생성할 수 있는 발열 또는 냉방 디바이스들 예를 들

어, 원격 제어 팬 또는 공기 조화 유닛이 제공될 수 있다. 

시스템(810)은 또한 본 출원에서의 다른 곳에서 설명된 다른 실시예들과 유사하게, 프레임(812)로부터 원격에[0039]

있는 구성요소들을 포함할 수 있다. 예를 들어, 시스템(810)은 프레임(812)으로부터 원격인 위치에, 예를 들어,

동일한 공간에, 모니터링 스테이션 근처에, 또는 보다 별개의 위치에 수신기, 프로세서, 및/또는 디스플레이(미

도시)를 포함할 수 있다. 수신기는 센서들(822), 카메라들(830, 840), 또는 프레임(812) 상에 제공되는 임의의

다른 센서들로부터의 출력 신호들을 포함하여, 전송기(842)에 의해 전송되는 신호들을 수신할 수 있다. 

프로세서는 예를 들어, 그래픽 디스플레이를 위한 신호들을 준비하기 위해, 프레임(812) 상의 구성요소들로부터[0040]

의 신호들을 분석하기 위해 수신기에 결합될 수 있다. 예를 들어, 프로세서는 모니터 상에 디스플레이를 위해

센서들(822) 및/또는 카메라들(830, 840)로부터의 신호들을 준비하고, 그렇게 함으로써 사용자가 다른 자들에

의해 모니터링되게 할 수 있다. 동시에, 다른 파라미터들이 단일 또는 별개 중 어느 하나의 디스플레이(들) 상

에, 디스플레이될 수 있다. 예를 들어, 도 5a 내지 도 5i는 프레임(812) 상에 있을 수 있는 다양한 센서의 출력

을 나타내는 신호들을 도시하며, 이는 공통 시간축에 따라 디스플레이되거나 예를 들어, 사용자의 눈의 운동 및

/또는 졸음도와 상관관계를 다른 방법으로 보일 수 있다. 프로세서는 의사 또는 다른 개인이 모니터링하고 이러

한 파라미터들을 사용자의 거동과 개인적으로 상관관계를 보이게 하기 위해 다른 감지된 파라미터들과 함께 비

디오 신호들을 중첩 또는 다른 방법으로 동시에 디스플레이할 수 있다. 

카메라(830)로부터의 비디오 신호들이 다양한 눈 파라미터들, 이를테면 동공 크기, 위치(예를 들어, 교차된 밴[0041]
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드들(850)에 의해 규정되는 네 개의 사분면 내의), 눈 추적 운동, 눈의 주시 거리 등을 모니터링하기 위해 프로

세싱될 수 있다. 예를 들어, 카메라(들)(830)가 이미터들(822)에 의해 방사되는 광을 검출할 수 있을 수 있기

때문에, 카메라(들)(830)은 이미터들에 의해 사용자의 눈의 영역 상에 투영되는 기준 프레임을 검출할 수 있다.

도 6은 수직적 배열로 배치되는 20개의 이미터를 갖는 시스템에 포함되는 카메라로부터의 대표적인 비디오 출력

을 도시한다. 

카메라는 수직적 밴드로서 배열되는 광의 20개의  별개의 영역을 검출할 수  있다.  카메라는 또한 "반짝이는[0042]

(glint)" 지점(G), 및/또는 이동하는 밝은 동공(P)을 검출할 수 있다. 그에 따라, 동공의 운동이 반짝이는 지점

(G)에 관하여, 그리고/또는 수직적 밴드(1-20)에 관하여 모니터링될 수 있다. 

이미터들(822)이 프레임(812)에 고정되기 때문에, 기준 프레임(850)은 사용자에 관하여 실질적으로 정적 상태를[0043]

유지할 수 있다. 그에 따라, 프로세서는 기준 프레임(850)에 관하여 직교 좌표(예를 들어, x-y 또는 각-반경)

면에서 동공의 위치를 결정할 수 있다. 대안적으로, 기준 프레임이 제거되는 경우, 동공의 위치는 사용자의 눈

상의 임의의 정적 상태의 "반짝이는" 지점 또는 다른 미리 결정된 기준 지점에 관하여 결정될 수 있다. 예를 들

어, 카메라(830) 그 자체가 카메라에 의해 반사 및 검출될 수 있는 눈 상으로 광점을 투영시킬 수 있다. 이러한

"반짝이는" 지점은 카메라(830)가 프레임(812)에 고정되기 때문에 실질적으로 정적 상태를 유지하고, 그렇게 함

으로써 눈의 후속 상대적 운동이 결정될 수 있는 원하는 기준점을 제공할 수 있다. 

도 3으로 돌아가, 대안적인 실시예에서, 카메라들(832, 840)은 도 9에 도시된 형태와 유사하게, 단일 검출기(미[0044]

도시)에 결합될 수 있다. 광 섬유 번들들(832, 841)은 카메라들(830, 840)로부터의 이미지들을 검출기의 각각의

영역들 상에 전달 및/또는 포커싱하기 위해 하나 이상의 렌즈에 결합될 수 있다. 검출기는 예를 들어, 단면도에

서 약 5 내지 10 밀리미터(5-10 mm)인 활성 이미징 영역을 갖는 CCD 또는 CMOS 칩일 수 있다. 대표적인 실시예

들에서, 검출기의 활성 이미징 영역은 카메라(830) 및 카메라(840) 양자로부터 동시발생 이미지들을 수신하기에

충분한 영역이 존재하는 한, 사각형, 직사각형, 원형, 또는 타원형일 수 있다. 카메라들(830, 840)로부터의 동

시발생 비디오 이미지들을 디스플레이하는 대표적인 출력들이 도 10a 및 도 10b에 도시되고, 아래에서 더 설명

된다.  대안예에서,  충분한  해상도  및  프로세싱을 이용하여,  시스템(810)에서 이미터들(820)  및/또는 센서들

(822)을 제거하는 것이 가능할 수 있다. 

도 8a 및 도 8b를 참조하면, 장치(910)를 착용하는 개인의 눈꺼풀 운동을 모니터링하기 위한 장치(910)의 다른[0045]

실시예가 도시된다. 본 출원에서의 다른 곳에서 설명된 바와 같이, 장치(910)는 생체 센서, 커뮤니케이터, 및/

또는 제어기로서 사용될 수 있고/거나, 예를 들어, 사용자의 눈 중 한쪽 또는 양쪽의 자발적-효과적인 그리고/

또는 비자발절-비-효과적인 운동을 모니터링하기 위해 시스템에 포함될 수 있다. 

도시된 바와 같이, 장치(910)는 사용자의 머리에 착용될 수 있는 헬멧(912), 및 생체 센서 어셈블리(920)를 포[0046]

함한다. 헬멧(912)은 예를 들어, 그 위에 장착되는 야간 투시경 튜브들 또는 다른 고글들(914)을 포함하는, 표

준 비행사의 헬멧, 이를테면 헬리콥터 또는 제트 항공기 파일럿들에 의해 사용되는 것들일 수 있다. 임의로, 헬

멧(912)은 하나 이상의 헤드-업 디스플레이, 예를 들어, 한쪽 또는 양쪽 눈(미도시) 앞에 또는 이에 인접하게

장착되는 소형 플랫-패널 LCD를 포함할 수 있다. 

대안적으로, 헬멧(912)은 사용자의 머리에 착용되도록 구성되는 프레임 또는 다른 디바이스로 대체될 수 있다.[0047]

예를 들어, 도 15는 본 출원에서의 다른 곳에 더 설명된 바와 같이, 프레임(1012) 생체 센서 어셈블리(1020)를

포함하는 장치(1010)의 대표적인 실시예를 도시한다. 일반적으로, 프레임(1012)은 본 출원에 설명된 다른 실시

예와 유사하게, 브리지 피스(1012a), 개구(1012c)를 형성하는 각 눈 위 또는 주위에 연장되는 테(1012b), 및/또

는 이어 지지부재(1012d)의 쌍을 포함한다. 프레임(1012)은 그것들이 장치(1010)의 작동에 필수적이지 않으나,

개구들(1012c) 내에 또는 이들에 걸쳐 장착되는 렌즈의 쌍(미도시), 이를테면 처방용, 색조, 및/또는 보호형 렌

즈들을 포함할 수 있다. 예를 들어, 렌즈들은 청색 또는 회식 필터들, 편광 렌즈들 등을 포함할 수 있다. 대표

적인 실시예에서, 렌즈들은 예를 들어, 과포화, 반짝임 등이 카메라들(1024)에 의해 획득되는 이미지들에 발생

하는 것을 감소시키기 위해, 카메라들(1024)에 의해 검출되는 대역폭에 대응하는 광의 미리 결정된 대역폭을 필

터링하도록 선택될 수 있다. 

대안적으로, 한쪽 또는 양쪽 렌즈는 디스플레이들, 예를 들어, 상대적으로 소형인 플랫 패널 LCD들로 대체될 수[0048]

있거나, 또는 아래에 더 설명된 바와 같이, 시뮬레이터 및/또는 레크리에이션 디바이스로서 사용될 수 있는, 예

를 들어, 헤드-업 디스플레이(미도시)와 유사하게, 이미지들이 투영될 수 있는 영역들을 포함할 수 있다. 추가

대안예들에서, 본 출원에서의 장치는 사용자의 머리에 사용될 수 있는 다른 디바이스들, 이를테면, 모자, 머리

밴드, 머리 가리개, 보호용 눈 및 머리 장비, 얼굴 마스크, 산소 마스크, 산소 호흡기 마스크, 스쿠버 또는 잠
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수 마스크 등(미도시)을 포함할 수 있다. 

장치(910 또는 1010)의 구성요소들은 본 출원에서의 다른 곳에 더 설명된 바와 같이, 예를 들어, 일반적으로 장[0049]

치(910 또는 1010)를 착용하면서 사용자의 시야 및/또는 정상 활동의 방해를 최소화하기 위해, 헬멧(912) 또는

프레임(1012)(또는 다른 헤드-착용 디바이스) 상의 다양한 위치에 제공될 수 있다. 

도 8a 및 도 8b에 도시된 바와 같이, 생체 센서 어셈블리(920)는 예를 들어, 벨크로, 끈들, 및/또는 다른 일시[0050]

적 또는 착탈가능한 연결기들(미도시)을 사용하여, 헬멧(912)의 상부에 장착되는 카메라(922)를 포함한다. 이는

카메라(922)가 사용하지 않을 때 제거되게 할 수 있다. 대안적으로, 카메라(922)는 본 출원에 설명된 다른 실시

예들과 유사하게, 헬멧(912)에 실질적으로 영구적으로 연결되거나, 헬멧(912)(또는 다른 프레임) 내로 직접적으

로 통합되거나, 헤드-장착 텔레비전, LCD 모니터 또는 다른 디지털 디스플레이등에 연결될 수 있다. 

생체  센서  어셈블리(920)는  또한  사용자의  눈(들)을  이미징하기  위한  하나  이상의  "엔도-카메라(endo-[0051]

camera)"를 제공하기 위해 카메라(922)에서 헬멧(912) 앞까지 연장되는 하나 이상의 광 섬유 번들들(924)을 포

함한다. 카메라(922)에서 고글들(914)의 각각의 튜브들까지 연장되는 광 섬유 번들(924)의 쌍이 도시된다. 대표

적인  실시예에서,  광  섬유  번들들(924)은  카메라(922)에서  고글들(914)까지  연장되기에  충분한  길이,  예를

들어, 약 12 내지 18 인치일 수 있으나, 대안적으로, 광 섬유 번들들(924)은 헬멧(910) 상의 카메라(922)의 위

치에 따라(또는 카메라(922)가 헬멧(910)과 별개로 제공되는 경우), 보다 긴 길이, 예를 들어, 약 2 내지 4 피

트 길이, 또는 보다 짤은 길이일 수 있다. 

광 섬유 번들들(924)의 종단들(926)은 고글들(914)에, 예를 들어, 고그들(914)에 연결되거나 이들에서 다른 방[0052]

법으로 연장되는 브래킷들(916)에 영구적으로 또는 착탈가능하게 부착될 수 있다. 대안적으로, 광 섬유 번들들

(924)은 클립들, 파스너들, 접착제 등(미도시)을 사용하여 고글들(914) 상에 일시적으로 또는 실질적으로 영구

적으로 고정될 수 있다. 도시된 바와 같이, 광 섬유 번들들(924)의 종단들(926)은 고글들(914) 아래에 그리고

사용나의 눈을 향해 상향으로 각지게 장착된다. 종단들(926)의 각도는 예를 들어, 약 15도 초과 또는 약 45도의

기준각 미만으로, 조절가능할 수 있다. 대안적으로, 광 섬유 번들들(924)의 종단들(926)은 헬멧(912) 및/또는

고글들(914) 상의 다른 위치들에 제공되나, 사용자의 눈을 향해 지향될 수 있다. 

도 9를 추가로 참조하면, 각 광 섬유 번들(924)은 광 섬유 이미지 가이드(928), 즉, 광 이미징 섬유들의 번들,[0053]

및 예를 들어, 카메라(922) 및 광 섬유 번들(924)의 종단들(926) 사이에 연장되는, 수축 튜브(미도시)에 봉입되

는, 조명 섬유 번들(930)을 포함할 수 있다. 각 조명 섬유 번들(930)은 예를 들어, 카메라(922) 내, 광원에 결

합되는 하나 이상의 광 섬유를 포함할 수 있다. 예를 들어, 카메라(922)는 하나 이상의 LED(934)(단순화를 위해

하나만 도시)를 포함하는 발광 다이오드(LED) 하우징(932)을 포함할 수 있고, 조명 섬유 번들(들)(930)은 광을

종단(들)(926)에 전달하기 위해 LED 하우징(932)에 결합될 수 있다. 

광원(934)에 의해 방사되는 광은 방사되는 광이 사용자의 정상 시야를 실질적으로 방해하지 않도록, 정상적인[0054]

사람의 시야의 범위 밖, 예를 들어, 적외선 범위 내, 예를 들어, 약 840 내지 880 나노미터(840-880 nm)의 정상

출력 파장을 가질 수 있다. 광원은 본 출원에서의 다른 곳에서 설명된 실시예들과 유사하게, 실질적으로 연속적

인 광 또는 원하는 주파수의 광 펄스들을 생성할 수 있다. 예를 들어, 제어기(미도시)는 원하는 경우, 방사되는

펄스들의 주파수, 지속기간, 및/또는 진폭 중 하나 이상을 조절하기 위해 광원(들)(934)에 결합될 수 있다. 

대안적으로, 사용자의 얼굴 및/또는 한쪽 또는 양쪽 눈을 조명하기 위한 다른 광원들이 조명 섬유 번들(930) 대[0055]

신 제공될 수 있다. 예를 들어, 본 출원에서의 다른 곳에서 설명된 실시예들과 유사하게, 하나 이상의 이미터

(미도시), 예를 들어, 헬멧(912) 및/또는 고글들(914)의 하나 이상의 영역을 따라 배치되는 이미터들의 어레이

가 제공될 수 있다. 

각 광 섬유 번들(924)의 종단(926)은 예를 들어, 사용자의 눈을 향해, 원하는 방식으로 이미지 가이드(928)에[0056]

포커싱할 수 있는 하나 이상의 렌즈, 예를 들어, 대물 렌즈(936)(도 8a에 도시)를 포함할 수 있다. 각 이미지

가이드(928)는 전방 가시선(0도(0°) 시야)을 가질 수 있고 대물 렌즈(936)은 예를 들어, 약 45도(45°)의 보다

넓은 시야를 제공할 수 있다. 임의로, 가시선은 대물 렌즈(936)을 조절함으로써 예를 들어, 약 30 내지 60도

(30-60°)로 조절가능할 수 있다. 또한, 대물 렌즈(936)는 약 2인치(2in.)로 가시 거리를 최적화하고,그렇게 함

으로써 사용자의 눈(들) 상의 포커스를 향상시킬 수 있다. 그에 따라, 이미지 가이드(들)(928)은 사용자의 눈

(들)의 이미지들을 광 섬유 번들(들)(924)을 통해 카메라(922)로 전달할 수 있다. 

도 9에 도시된 바와 같이, 카메라(922)는 이미지 가이드(들)(928)(및/또는 카메라(944)로부터의 이미지들을 이[0057]

미징 디바이스(940)의 활성 영역(942) 상에 전달 및/또는 포커싱하기 위해, 하나 이상의 렌즈, 예를 들어, 확대
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부(938)를 포함할 수 있다. 이미징 디바이스(940)는 이미지들을 수신하기 위한 2-차원 활성 영역을 제공하는 다

양한 알려진 디바이스, 예를 들어, CMOS 또는 CCD 검출기일 수 있다. 대표적인 실시예에서, 이미징 디바이스

(940)는  CMOS  디바이스,  이를테면  Sensovation에  의해  제조된  디바이스,  Model  cmos  SamBa  HR-130,  또는

Micron Imaging에 의해 제조된 Fast Camera 13, Model MI-MV13일 수 있다. 확대부(938)는 C-마운트 또는 다른

연결(미도시)을 통해 카메라(922)와 기계적으로 짝지어질 수 있다. 

대표적인 실시예에서, 각 이미지 가이드(928)는 이미징 디바이스(940)의 활성 영역(942) 상에 투영될 수 있는,[0058]

예를 들어, 본 출원에서의 다른 곳에서 설명된 광 섬유 번들들과 유사하게, 이미지 데이터의 1만 내지 5만

(10,000 내지 50,000) 픽셀만큼을 제공할 수 있을 수 있다. 도 8a 및 도 8b에 도시된 장치(910)에 대해, 광 섬

유 번들들(924) 양자로부터의 이미지들이 도 9에 도시된 바와 같이, 즉, 각각의 사용자의 눈으로부터의 이미지

들이 활성 영역(942)의 절반 미만을 차지하도록, 단일 이미징 디바이스(940) 상에 투영된다. 

임의로, 장치(910)는 본 출원에서의 다른 곳에서 설명된 실시예들과 유사하게, 예를 들어, 사용자의 환경을 모[0059]

니터링하기 위해, 사용자의 머리에서 떨어져 배향되는 "엑소-카메라(exo-camera)"(944)를 포함할 수 있다. 

예를 들어, 도 8a에 도시된 바와 같이, 카메라(922)에서 연장되는 다른 광 섬유 번들(945)이 제공될 수 있다.[0060]

도시된 바와 같이, 광 섬유 번들(945)는 "전방으로", 즉, 일반적으로 사용자가 직선 앞을 볼 때와 같은 방향으

로 배향되고, 마이크로 렌즈(946)에서 종료된다. 광 섬유 번들(945)은 이의 시야가 헬멧(912)에 관하여 실질적

으로 고정되도록 상대적으로 짧고/거나 실질적으로 강성일 수 있다. 대안적으로, 엑소-카메라(944)는 위에서 설

명된 엑소-카메라(840)와 유사하게, 예를 들어, 광 섬유 번들을 포함하여, 헬멧(912) 및/또는 고글들(914) 상의

다른 위치들에 제공될 수 있다. 그에 따라, 엑소-카메라(944)는 사용자에서 떨어져, 예를 들어, 사용자의 얼굴

직선 앞에 이미지들 제공할 수 있다. 

엑소-카메라(944)는 하나 이상의 조명 섬유를 포함할 수 있거나 포함하지 않을 수 있으나, 예를 들어, 확대부[0061]

(938)를 통해 또는 별도로, 이미징 디바이스(940)에 결합될 수 있는 이미지 가이드를 포함할 수 있다. 그에 따

라, 엑소-카메라(944)로부터의 이미지들이 본 출원에 설명된 다른 실시예들과 유사하게, 이미지 가이드들(928)

로부터 수신되는 각각의 사용자의 눈의 이미지들과 동일한 활성 영역(942) 상에 전달될 수 있다. 이러한 구성은

시간 및/또는 공간 동기화를 가능하게 하거나 용이하게 하여, 사용자의 눈이 사용자의 머리 방향 위치에 관해

 "어디를", "무엇을", 그리고/또는 "얼마나 오래"(시선의 지속기간) 보고 있는지를 식별할 눈 추적 목적들을 위

해 "삼각 측량법" 또는 다른 알고리즘들을 통해, 또는 엑소-카메라 이미지들 위에 엔도-카메라 이미지(들)을 오

버레이 또는 중첩하게 할 수 있다. 

그에 따라, 카메라(922)는 하나 이상의 "엔도-카메라"로부터, 즉, 광 섬유 번들들(924)로부터 그리고 엑소-카메[0062]

라(944)로부터 이미지들을 동시에 캡처할 수 있다. 이는 각 디바이스에 의해 캡처되는 이미지들이 서로 동기화

된다는 것, 즉, 한쪽 눈의 이미지가 실질적으로 동시에 찍힌 다른 쪽 눈의 이미지에 특정한 시간에 대응하도록

시간이 함께 링크된다는 것을 보장할 수 있다. 또한, 이러한 이미지들은 다른 센서들, 예를 들어, 하나 이상의

생리학적 센서들로부터의 데이터와 실질적으로 동기화될 수 있으며, 이는 사용자를 모니터링 및/또는 진단하는

그리고/또는 사용자의 거동을 예측하는 능력을 향상시킬 수 있다. 동기화로 인해, 이미지 데이터가 상대적으로

높은 속도로, 예를 들어, 약 500 내지 750의 초당 프레임 또는 헤르츠(500-750 Hz)으로 캡처될 수 있다. 대안적

으로, 예를 들어, 데이터를 수신하는 프로세서에 의해 동기화될 수 있는 이미지 데이터를 캡처하는 별개의 검출

기들이 제공될 수 있다. 이러한 대안예에서, 캡처에 후속하여 프로세서 또는 다른 디바이스에 의한 동기화를 용

이하게 하기 위해, 보다 느린 캡처 속도, 예를 들어, 30 내지 60 헤르츠(30-60 Hz)가 사용될 수 있다. 임의로,

카메라(922) 및/또는 관련 프로세서가 상대적으로 느린 생체 측정 측량, 예를 들어, 약 15 내지 60(15-60)의 초

당 프레임의 속도로 캡처할 수 있다. 

도 10a 및 도 10b는 두 개의 엔도-카메라(2010) 및 엑소-카메라(2020)로부터(또는 별개의 카메라들 및/또는 검[0063]

출기들로부터의 이미지들을 엮는 디바이스로부터) 동시발생 이미지 신호들을 수신하는 카메라로부터의 대표적인

출력들을 예시한다. 도시된 바와 같이, 엔도-카메라는 각각의 사용자의 눈을 향해 지향되고, 엑소-카메라는 사

용자의 환경에서 밖(즉, 일반적으로 사용자의 얼굴 직선 앞)을 향해 지향된다. 도 10a에서, 사용자의 양쪽 눈

(2010L, 2010R)이 개방되고 엑소-카메라 이미지(2020)는 사용자 앞에 있는 방의 수평적 뷰를 도시한다. 그에 반

해, 도 10b에서, 사용자의 한쪽 눈(2010L)은 완전히 폐쇄되고, 다른 눈(2010R)은 눈꺼풀이 동공의 대부분을 가

리도록 부분적으로 폐쇄된다. 엑소-카메라(2020)는 사용자의 머리가 좌측으로 기울어지고 전방으로 숙여지기 시

작했다는 것을 도시한다. 

도 8a, 도 8b 및 도 9로 돌아가, 카메라(922)(및/또는 카메라(944))로부터의 이미지들은 케이블(948)을 통해 장[0064]
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치(910)로부터 전송될 수 있다(도 8a에 가장 잘 도시됨). 예를 들어, 이미징 디바이스(940)는 본 출원에서의 다

른 곳에서 설명된 다른 실시예들과 유사하게, 활성 영역(942)으로부터의 광학 이미지들을 케이블(948)을 통해

하나 이상의 프로세서 및/또는 제어기(미도시)로 전달될 수 있는 전기 신호들로 변환할 수 있다. 대안적으로,

광 섬유 번들들(942) 및/또는 엑소-카메라(944)로부터의 이미지들이 본 출원에 설명된 다른 실시예들과 유사하

게, 장치(910)에서 하나 이상의 원격 디바이스, 예를 들어, 카메라, 검출기, 및/또는 프로세서(미도시)로 전달

될 수 있다. 이러한 대안예에서, 번들들(924)은 예를 들어, 사용자가 정상적으로 이동하게 하나 원격 디바이스

(들)에 결합되게 유지하기에 충분한 길이를 제공하는, 약 2 내지 6 피트 길이일 수 있다. 

대안적으로 또는 추가로, 장치(910)는 카메라(922)에 결합될 수 있는, 무선 전송기(미도시), 이를테면 예를 들[0065]

어, 블루투스 또는 다른 프로토콜들을 사용하는, 단 또는 장 범위 무선 주파수(RF) 전송기를 포함할 수 있다.

전송기는 카메라(922)에 또는 헬멧(912) 상의 다른 곳에 위치될 수 있다. 전송기는 본 출원에서의 다른 곳에서

설명된 다른 실시예들과 유사하게, 이미지 데이터를 나타내는 이미지 신호들을 원격 위치에 있는 수신기로 전송

할 수 있다. 또 다른 대안예에서, 장치(910)는 전송기 및/또는 케이블(948) 대신 또는 이에 추가하여, 이미지

데이터를 저장하기 위한 메모리(또한 미도시)를 포함할 수 있다. 예를 들어, 데이터는 예를 들어, 항공기에서

사용되는 "블랙 박스" 레코더와 유사한, 레코더 디바이스에 저장될 수 있고, 따라서 예를 들어, 레코더가 운송

수단 사고, 의료 사고 이후 분석을 위해, 나중에 검색될 수 있다. 

임의로, 장치(910)는 장치(910)의 다양한 구성요소를 제어하기 위해 예를 들어, 카메라(922) 내에, 그리고/또는[0066]

헬멧(912) 상에 또는 이 내에, 하나 이상의 제어기(미도시)를 포함할 수 있다. 예를 들어, 제어기는 LED들(93

4)이 예를 들어, 장치(910)의 에너지 소비를 감소시키기 위해, 펄스들의 주파수, 지속기간, 및/또는 진폭 중 하

나 이상을 달리하는, 미리 결정된 펄스들 또는 가변 펄스들로 광을 방사하도록, 하나 이상의 LED(934)에 결합될

수 있다. 또한, 장치(910)는 장치(910)의 하나 이상의 구성요소에 전력을 제공하기 위해, 하나 이상의 전원, 예

를 들어, 배터리 및/또는 케이블을 포함할 수 있다. 예를 들어, 하나 이상의 배터리(미도시)가 이미징 디바이스

(940) 및/또는 LED(들)(934)에 전력을 제공하기 위해 카메라(922)에 제공될 수 있다. 

도 15를 참조하면, 본 출원에 설명된 임의의 다른 실시예들 상에 제공될 수 있고/거나 임의로, 본 출원에 설명[0067]

된 다른 실시예들의 임의의 구성요소들을 포함할 수 있는, 대안적인 생체 센서 어셈블리(1020)가 도시된다. 어

셈블리(920)와 달리, 프레임(1012) 상의 여러 위치에 복수의 광원(1030)이 제공된다. 예를 들어, 각 광원(103

0)은 상대적으로 좁은 또는 넓은 대역폭의 광, 예를 들어, 하나 이상의 약 640-700 나노미터 파장의 적외선, 광

대역 가시광, 예를 들어, 백색 광 등을 방사하기 위해 구성되는 발광 다이오드를 포함할 수 있다. 광원들(103

0)은 본 출원에서의 다른 실시예들과 유사하게, 예를 들어, 사용자의 눈 및/또는 얼굴에 광을 비추기 위해, 렌

즈들, 확산기들, 또는 다른 피처들(미도시)를 포함할 수 있다. 광원들(1030)은 프레임(1012) 내 각각의 개구들

(1012c) 주위에 위치되게 예를 들어, 하나 이상의 수직 어레이로 또는 다른 어레이로, 서로 이격될 수 있다. 

또한, 사용자의 눈의 한쪽 또는 두쪽을 모니터링하기 위한, 그리고, 임의로, 사용자의 환경을 모니터링하기 위[0068]

한 개별적인 마이크로-카메라(1024, 1046)가 제공될 수 있다. 예를 들어, 도시된 바와 같이, CMOS, CCD, 또는

다른 검출기(1024)가 프레임(1012) 상에, 예를 들어, 각 개구(1012c) 아래에 제공될 수 있고, 따라서 검출기

(1024)는 장치(1010)를 착용하는 사용자의 각각의 눈을 향해 배향된다. 도 16에 도시된 바와 같이, 각 검출기

(1024)는 예를 들어, 프레임을 착용하는 사람의 일반적 시야에서 떨어져 검출기(1024)를 배치하기 위해, 프레임

(1012) 내 각각의 개구(1012c)로부터 오프셋될 수 있다. 예를 들어, 도시된 바와 같이, 프레임은 일반적으로 개

구(1012c)를 통해 연장되는, 예를 들어, 프레임(1012)에 의해 일반적으로 형성되는 평면에 직교하게, 눈-시선축

(1013)을 형성할 수 있다. 눈-시선축(1013)은 사람이 개구(1012c)를 통해 직선 앞을 볼 때 프레임을 착용하는

사람이 보는 방향에 대응할 수 있다. 검출기(1024)는 예를 들어, 검출기(1024)의 활성 영역의 시야의 중심을 식

별하는, 검출기(1024)의 중심선 이미징 축(1025)이 눈-시선축(1013)으로부터 오프셋되도록, 프레임(1012)에 장

착될 수 있다. 일 실시예에서, 눈-시선축(1013) 및 중심선 이미징 축(1025)은 예를 들어, 검출기(1024)의 방향

을 조절하기 전에 또는 조절한 후에, 서로 교차하여, 축들 간 정확한 각도를 형성할 수 있다. 

예를  들어,  각  검출기(1024)는  검출기(1024)의  방향의  조절을  가능하게  할  수  있는  스위블  마운트(swivel[0069]

mount)(1026)에 제공될 수 있다. 하나 이상의 렌즈, 필터 등(미도시)이 또한 카메라(922)와 유사하게, 검출기

(1024) 위 스위블 마운트(1026)에 고정되거나 검출기(1024)에, 예를 들어, 이의 활성 영역 위에 직접적으로 고

정될 수 있다. 

스위블 마운트(들)(1026)는 하나 이상의 축에 대해 조절가능, 예를 들어, 사용자의 눈 또는 얼굴을 향해, 예를[0070]

들어, 프레임(1012)에서 떨어져 그리고 대각선 상향으로 배향되는 회전축, 이를테면 중심선 이미징 축(1025)에
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대해 회전가능할 수 있다. 스위블 마운트(1026)는 예를 들어, 검출기(1024)의 활성 영역 내에 개별적인 사용자

의 눈의 중심을 두기 위해, 검출기(1024)의 방향의 조절을 가능하게 할 수 있다. 스위블 마운트(1026)는 원하는

방향으로 스위블 마운트(1026)(그리고 결과적으로 검출기(1024))를 선택적으로 잠금하나, 스위블 마운트(1026)

이 필요할 때, 해제 및 조절되게 하기 위해 고정 나사들, 짝을 이루는 스레드들, 칼라, 및/또는 다른 피처들(미

도시)을 포함할 수 있다. 

검출기(1024)는 검출기(1024)의 활성 영역 상에 이미지들을 포커싱하기 위해 렌즈(미도시)를 포함할 수 있다.[0071]

임의로, 필터(미도시)가 예를 들어, 검출기(1024)에 의해 획득되는 이미지들로부터 원치 않는 파장들의 광을 필

터링하기 위해, 검출기(1024) 상에 제공될 수 있다. 예를 들어, 필터는 세기를 감소시키거나, 또는 그렇지 않으

면 이미지들 상에 반짝임 또는 다른 원치 않는 결함들을 생성할 수 있고, 검출기(1024)를 포화 상태로 만들 수

있는 등의, 검출기(1024)의 활성 영역 상에 그렇지 않으면 수용되는 가시광 및/또는 자외선 광을 완전히 제거할

수 있다. 

추가 또는 대안적으로, 기울어진 렌즈들이 본 출원에서의 다른 곳에서 설명된 바와 같이, 눈의 이미지들 상에[0072]

반짝임 또는 다른 결함들을 생성할 수 있는 원치 않는 대역폭의 외부 광을 필터링하기 위해 프레임(1012) 상에

제공될 수 있다. 예를 들어, 렌즈들은 정적으로 또는 동적으로 광 세기를 감소시키거나, 또는 사용 동안 그렇지

않으면 모니터링되는 눈의 동공, 눈꺼풀, 또는 다른 구조에 의한 원치 않는 반응을 야기할 수 있는, 원치 않는

파장들의 광을 제거할 수 있다. 추가 대안예에서, 검출기(1024)는 단지 원하는 대역폭의 광, 예를 들어, 약

640-700 나노미터 파장들의 적외선 광 내에서 이미지들을 캡처하기 위해 구성될 수 있다. 

또한, 하나 이상의 엑소-카메라(1046, 1047)가 장치(1010)를 착용하는 사람의 환경의 이미지들을 획득하기 위해[0073]

프레임(1012) 상에 제공될 수 있다. 도시된 바와 같이, 제1 검출기(1046)는 이전 실시예들과 유사하게, 프레임

(1012)의 브리지 피스(1012a)에 장착되고 사용자에서 떨어져 배향된다. 검출기(1046)는 본 출원에서의 다른 검

출기들  또는  카메라들과  유사하게,  프레임(1012)에  고정되게  장착될  수  있거나,  또는  예를  들어,  스위블

마운트, 구부릴 수 있는 팁 등을 포함하여, 조절가능할 수 있다. 

임의로, 검출기들(1047)의 예를 들어, 쌍이 검출기(1046)에 추가하여 또는 그 대신, 예를 들어, 테(1012b)의 좌[0074]

측 및 우측 상에 제공될 수 있다. 예를 들어, 좌측 및 우측 검출기들(1047)이 검출기들(1047)에 의해 3차원으로

획득되는 이미지들 내 대상물들의 삼각측량 또는 다른 식별을 용이하게 할 수 있다. 

엑소-카메라들(1046, 1047)은 원하는 바와 같이, 유사하거나 상이한 시야, 해상도, 초점 길이, 또는 다른 피처[0075]

들을 가질 수 있다. 예를 들어, 상이한 엑소-카메라들은 상대적으로 보다 넓거나 보다 좁은 시야를 가질 수 있

고/거나, 프레임을 착용하는 사람을 둘러싸는 상이한 영역들의 이미지들을 획득하기 위해 상이한 축들에 따라

연장될 수 있고/거나, 보다 높고 낮은 상대적인 해상도, 초점 길이 등을 포함할 수 있다. 예를 들어, 상대적으

로 저 해상도, 광각의 제1 검출기가 상대적으로 고 해상도, 협각의 제2 검출기와 함께 사용될 수 있고, 따라서

예를 들어, 제1 검출기로부터의 이미지들은 일반적 분석을 위해 사용될 수 있는 한편, 제2 검출기로부터의 이미

지들은 보다 세분화가 요구될 때 사용될 수 있다. 추가 또는 대안적으로, 제1 및 제2 검출기들은 상이한 초점

길이를 가질 수 있고, 따라서 예를 들어, 하나의 검출기가 다른 검출기보다 근접한 대상물들 또는 씬들의 이미

지들을 획득한다. 

각 검출기(1024, 1046)는 개별적인 케이블, 와이어들의 세트 등에 결합될 수 있고, 따라서 각각의 검출기(1024,[0076]

1046)에 의해 생성되는, 즉, 검출기(1024, 1046)의 활성 영역 상에 수신되는 이미지들에 대응하는 신호들이 검

출기(1024, 1046)에서 떨어져 전달된다. 예를 들어, 도 15에 도시된 바와 같이, 케이블(1048)은 검출기들(1024,

1046)에 결합되는 개별적인 케이블들 또는 와이어들의 세트들을 포함하는 프레임(1012)에서 연장될 수 있다. 케

이블(1048)은 각각의 광원들(1030)에 결합되는 개별적인 케이블들 셋팅 와이어들의 세트들을 포함할 수 있다.

개별적인 케이블들 셋팅 와이어들의 세트들은 예를 들어, 원하는 경우, 장치(1010)의 전체 프로필을 감소시키기

위해, 케이블(1048) 내에 캡처될 때까지 예를 들어, 각각의 검출기(1024, 1046) 또는 광원(1030)으로부터 테

(1012b)를 따라 프레임(1012)에 내장될수 있다. 

케이블(1048)은 예를 들어, 본 출원에서의 다른 실시예들과 유사하게, 프레임(1012)과 별개인 프로세서 박스[0077]

(1050)에 연장될 수 있다. 예를 들어, 프로세서 박스(1050)는 광원들(1030), 검출기들(1024, 1046)로부터의 이

미지 신호들을 저장하기 위한 메모리 등을 제어하기 위해 하나 이상의 제어기 또는 프로세서를 포함할 수 있다.

또한, 프로세서 박스(1050)는 예를 들어, 장치(1010)의 구성요소들을 작동시키기 위해, 하나 이상의 전원을 포

함할 수 있다. 대안적으로, 하나 이상의 프로세서, 전원 등이 본 출원에서의 다른 실시예들과 유사하게, 프레임

(1012) 상에 제공될 수 있다. 임의로, 프레임(1012)은 또한 본 출원에서의 다른 실시예들과 유사하게, 데이터를
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전송하고, 지시들을 수신하는 등을 위한 하나 이상의 전송기 및/또는 수신기(미도시), 하나 이상의 센서(또한

미도시), 및/또는 다른 구성요소들을 포함할 수 있다. 

장치(910)(또는 1010)를 포함하는 시스템은 본 출원에서의 다른 곳에서 설명된 다른 실시예들과 유사하게, 장치[0078]

(910)로부터 원격에 있는 구성요소들을 포함할 수 있다. 예를 들어, 도 8a 및 도 8b의 장치(910)(그러나 장치

(1010)와 동일한 애플리케이션을 갖는)를 참조하면, 시스템은 장치(910)로부터 원격 위치에, 예를 들어, 동일한

공간에, 근처 모니터링 스테이션에, 또는 보다 먼 거리에 하나 이상의 수신기, 프로세서, 및/또는 디스플레이

(미도시)를 포함할 수 있다. 수신기는 카메라(922)로부터의 이미지 신호들 및/또는 장치(910) 상의 다른 센서들

로부터의 신호들을 포함하여, 장치(910) 상의 전송기에 의해 전송되는 신호들을 수신할 수 있다. 

프로세서는 예를 들어, 그래픽 디스플레이를 위한 신호들을 준비하기 위해, 장치(910)로부터의 신호들을 분석하[0079]

기 위해 수신기에 결합될 수 있다. 예를 들어, 프로세서는 도 10a 및 도 10b에 도시된 이미지들과 유사하게, 모

니터 상의 디스플레이를 위해 카메라(922)로부터의 비디오 신호들을 준비하고, 그렇게 함으로써 사용자가 제3자

들, 예를 들어, 전문 의료진들, 관리자들 또는 다른 동료들 등에 의해 모니터링되게 할 수 있다. 동시에, 다른

파라미터들이 본 출원에서의 다른 곳에서 설명된 다른 실시예들과 유사하게, 단일 모니터 상에 또는 별개의 디

스플레이들 상에, 디스플레이될 수 있다. 프로세서는 의사 또는 다른 개인이 이러한 파라미터들을 모니터링하고

이들을 사용자의 거동과 개인적으로 상관관계를 보이게 하기 위해, 단독으로 또는 다른 감지된 파라미터들과 함

께, 사용자의 눈의 비디오 신호들 및/또는 엑소-카메라 이미지들을 중첩 또는 다른 방법으로 동시에 디스플레이

할 수 있다. 

또한, 도 11a 내지 도 11c를 참조하면, 프로세서는 눈(300)의 동공(301)을 식별 및/또는 모니터링하는 것을 용[0080]

이하게 하기 위해 디스플레이 상에 예를 들어, 비디오 이미지들 상에 그래픽을 중첩할 수 있다. 도시된 바와 같

이, 동공(301) 및 주변 홍채(304)의 가장자리 간 차이로 인해, 프로세서는 이의 경계의 근사치를 내고, 한쪽 또

는 양쪽 눈(단순화를 위해 도 11a 내지 도 11c에서 단지 하나의 눈(300)이 도시됨)의 이미지 데이터 상에 중첩

될 수 있는 그래픽 광륜, 타원, 또는 다른 그래픽(306)을 생성할 수 있다. 관측자는 장치(910)의 사용자를 모니

터링하는 것을 용이하게 하기 위해 이러한 그래픽(306)을 사용할 수 있다. 

추가 또는 대안적으로, 프로세서는 디스플레이 상에 광륜을 실제로 디스플레이하지 않고 사용자를 모니터링하는[0081]

것을 용이하게 하기 위해 가상으로 광륜의 크기 및/또는 형상을 결정할 수 있다. 예를 들어, 프로세서는 광륜을

실제로 디스플레이하지 않고 동공(301)의 가장자리를 식별하고 식별된 가장자리에 기초하여 동공(301)의 크기

및 형상을 결정할 수 있다. 그에 따라, 프로세서는 실시간으로 광륜(306) 및/또는 동공(301)의 단면적 또는 직

경을 결정할 수 있다. 추가 또는 대안적으로, 프로세서는 광륜(306) 또는 동공(301)의 중심을 식별하고, 그렇게

함으로써 예를 들어, x-y 좌표계에서, 광륜(306) 또는 동공(301)의 중심의 좌표들을 결정하기 위해 크기 및/또

는 형상을 사용할 수 있다. 

추가 또는 대안적으로, 프로세서는 동공(301)(또는그래픽(306))의 크기 및/또는 형상에 관한 정보를 자동으로[0082]

분석하고, 그렇게 함으로써 사람의 졸림의 정도 또는 신체적 및/또는 정신 상태를 결정하기 위해 비디오 신호들

의 상관관계를 보일 수 있다. 이러한 분석은 예를 들어, 시간 경과에 따른, 동공의 상대적 위치, 동공의 크기,

및/또는 동공의 이심률을 모니터링하는 것을 포함할 수 있다. 예를 들어, 프로세서는 시간 경과에 따른 동공

(300)의 직경을 모니터링할 수 있으며, 이는 예를 들어, 실시간으로, 차트 형태로 디스플레이되고/거나, 시간의

함수로서 메모리에 저장되고/거나, 눈의 이미지들 상에 중첩될 수 있다. 

예를 들어, 도 11a는 주위 조건 하 예를 들어, 직경 "d1"을 갖는 그래픽(306)에 대응하는, 이완 상태의 동공[0083]

(301)을 도시할 수 있다. 도 11b에 도시된 바와 같이, 사용자가 눈을 깜빡이거나 눈(300)을 감는 경우, 동공

(301)은 확장될 수 있고, 따라서 동공(301)은 눈(300)이 다시 떠질 때, 직경 "d2"를 갖는 그래픽(306)에 의해

표현되는 바와 같이, 초기에 확장된다. 프로세서는 동공(301)이 눈 깜빡임 또는 다른 눈 폐쇄 이후 직경 "d1"으

로 복귀하는데 걸리는 지연을 측정하기 위해 그래픽(306) 또는 동공(301)의 직경의 변화를 비교할 수 있다. 이

러한 가시 또는 비가시 광 플래시에 대한 지연 또는 반응도의 상실은 치사 또는 불치의 이벤트들 이를테면 저산

소혈증, 저혈당, 충격, 심근경색, 독소, 독극물질 등으로 인한 뇌 손상 또는 뇌사를 포함하여, 졸림의 정도, 기

능 장애, 예를 들어, 중독의 정도, 및/또는 의료 이벤트의 시작을 적어도 부분적으로 나타낼 수 있다. 

추가 또는 대안적으로, 프로세서는 예를 들어, 그것이 눈꺼풀(302)에 의해 부분적으로 가려질 때, 동공의 근사[0084]

이심률을 결정할 수 있다. 예를 들어, 도 11c에 도시된 바와 같이, 눈꺼풀(302)이 부분적으로 감길 때, 이미지

들 상에 중첩되는(또는 그렇지 않으면 실제로 디스플레이되지 않고 프로세서에 의해 가장으로 결정되는) 광륜
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(306)은, 동공(301)의 노출된 부분의 폭 "w" 및 높이 "h"에 대응하는 타원 형상을 채택할 수 있다. 높이 "h"는

직경 "d1"과 관련이 있을 수 있다, 즉, 높이 "h" 대 직경 "d1"의 비가 눈꺼풀(302)이 동공(301)을 가리는 정도

의 지표로서, 1 이하일 수 있다(h/d1 ≥ 1). 예를 들어, 이러한 비는 동공(301)이 눈꺼풀(302)에 의해 완전히

가려지면 1에서 0으로 감소될 수 있다. 

유사하게, 폭 "w"는 또한 예를 들어, 눈꺼풀(302)이 동공(301)의 절반보다 많이 가리기 시작할 때, 눈꺼풀(30[0085]

2)이 동공(301)을 가리는 정도의 지표로서, 직경 "d1"과 관련이 있을 수 있다(w// di ≥ 1). 추가 또는 대안적

으로, 높이 대 폭의 비(h/w ≥ 1)는 예를 들어, 눈꺼풀(302)에 의해 가려지는 범위에 기초하여, 동공(301)의 이

심률에 대한 정보와 관련이 있을 수 있다. 유사하게, (예를 들어, 광륜(306) 내) 동공(301)의 면적이 산출 및

모니터링될 수 있다. 그러한 파라미터들은 사용자의 추가 거동을 모니터링, 분석 및/또는 예측하기 위해 개별적

으로, 총괄적으로, 그리고/또는 다른 생체 측정 측량 및/또는 생리학적 파라미터들과 함께 분석될 수 있다. 

도 12a를 참조하면, 본 출원에 설명된 임의의 장치 및 시스템들의 사용자의 경계를 검사하기 위한 대표적인 방[0086]

법이 도시된다. 예를 들어, 사용자는 위에서 더 설명된 바와 같이, 사용자의 눈 중 한쪽 또는 양쪽을 모니터링

하는 도 8에 도시된 장치(810)를 착용할 수 있다. 단계(2210)에서, 사용자의 눈(들)의 기저 또는 파라미터들이

이완된 상태 하에서 결정될 수 있다. 예를 들어, 동공의 이완된 직격이 주위 조건 하에서 측정 또는 다른 방법

으로 모니터링될 수 있다. 

단계(2220)에서, 광의 하나 이상의 펄스가 눈(들)을 향해 방사될 수 있으며, 이는 눈(들)이 예를 들어, 펄싱된[0087]

광 플래시의 주파수와 실질적으로 동일한 주파수에서, 이완된 상태에서 확장 및/또는 수축되게 할 수 있다. 예

를 들어, 장치(810) 상의 하나 이상의의 이미터가 눈(들)이 확장되게 하기 위해 미리 결정된 시퀀스로 활성화될

수 있다. 그 후에, 단계(2230)에서, 사용자의 눈(들)이 이완된 상태로 복귀하기 위한 눈의 반응 시간을 측정하

기 위해, 예를 들어, 카메라(830) 또는 센서들(822)을 이용하여 잠재적으로 또는 무의식적으로, 모니터링 될 수

있다. 반응 시간은 사용자가 의식이 있고/거나, 깨어 있고/거나, 살아 있음을 확인하기 위해 경험적 데이터베이

스 또는 다른 데이터와 비교될 수 있다. 원하는 경우, 단계들(2220 및 2230)이 반응 시간을 확인하기 위해 그리

고/또는 원하는 경우, 예를 들어, 부정 오류 측정을 방지하기 위해, 평균 반응 시간을 제공하기 위해, 다수 회

반복될 수 있다. 

예를 들어, 역치 검사 동안, 단일 플래시의 광을 생성하는 것 및 동공의 반응을 모니터링하는 것이 충분할 수[0088]

있다. 대안적으로, 일련의 플래시가 예를 들어, 단일 플래시로부터 발생할 수 있는 부정 데이터를 제거하거나

경향을 연구하기 위해, 시간 경과에 따른 동공 반응을 모니터링하는데 사용될 수 있다. 일련의 플래시에 대해,

펄스율은 동공이 광의 플래시에 반응하여 확장된 후 이의 이완된 상태로 자연적으로 복귀하는데 걸리는 시간보

다 길어야 한다, 예를 들어, 적어도 약 50  내지 100  밀리초(50-100  ms)이어야 한다. 대안적으로, 광, 예를

들어, 근-적외선 광(약 640-700 나노미터의 파장들을 갖는)의 펄스들이 사용자의 눈(들)에 지향될 수 있다. 시

스템은 동공 반응의 율동적인 변동을 검출할 수 있다. 그러한 응답들은 야간 시력, 예를 들어, 어둠에서 "보는

것" 또는 어둠에서 적외선 광원들을 감지하는 것과 관련이 있을 수 있는, 초기 생체 측정 측량 반응으로부터 기

인할 수 있다. 

그러한 동공 반응 검사는 또한 예를 들어, 사용자가 사망했으나, 시스템이 임의의 눈 폐쇄 및/또는 움직임를 검[0089]

출하는데 실패할 때, 긍정 오류를 식별하기 위해 사용될 수 있다. 유사하게, 동공 반응 검사는 또한 사용자가

잠 들었거나 의식을 잃었는지를 결정할 수 있을 수 있다. 또한, 동공 반응 검사는 동공이 광의 플래시에 반응하

여 확장된 후 이의 완화된 상태로 다시 수축되는 속도에 영향을 미칠 수 있는, 사용자가 알코올, 약물 등의 영

향 하에 있는지를 결정하기 위해 사용될 수 있다. 추가 또는 대안적으로, 동공 반응 검사는 또한 생체 측정 측

량 및 대응하는 과학적으로-결정된 혈액 수준 간 상관관계에 따라 사용자의 신체 내 약물 또는 알코올의 양 또

는 혈액 농도를 측정하기 위해 사용될 수 있다. 

도 12B를 참조하면, 임계 경계를 검사하기 위한 다른 방법이 도시된다. 이러한 방법은 일반적으로 단계(2240)에[0090]

서, 원하는 방식으로, 사용자가 그들의 눈(들)을 의도적으로 움직이도록 지시하는 자극을 제공하는 단계, 및 원

하는 방식으로 사용자가 지시들을 따랐는지 그리고 그들의 눈(들)을 움직였는지를 확인하는 예를 들어, 의도적

인 움직임에 대해, 단계(2250)에서 눈을 모니터링하는 단계를 수반한다. 본 출원에 설명된 임의의 장치는 하나

이상의 자극 디바이스들, 예를 들어, 스피커들, 광, 진동식 또는 다른 촉각적 디바이스들을 포함할 수 있다. 대

안적으로, 그러한 디바이스들은 사용자로부터 원격으로, 예를 들어, 운송 수단의 대시보드, 비디오 디스플레이

등 상에 제공될 수 있다. 
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예를 들어, 사용자는 장치 상의 가시광이 활성화되는 경우 미리 결정된 시간 동안 그들의 눈(들)을 감도록 지시[0091]

될 수 있다. 광이 활성화되면, 시스템은 사용자가 미리 결정된 시간 프레임 내에 그리고/또는 미리 결정된 방식

(미리 결정된 시퀀스로 예를 들어, 한 번 이상 눈을 깜빡임이는 것)으로 반응한다는 것을 확인하기 위해 눈

(들)을 모니터링할 수 있다. 대안적으로, 다른 자극, 이를테면 디스플레이 상의(장치 상의 또는 이와 별개의)

시각적 지시들, 청각적 신호들(예를 들어, 디바이스 상의 또는 그 근처 스피커로부터의 음성 명령들), 촉각적

신호들 등이 광 플래시 대신 제공될 수 있다. 이러한 실시예들에서, 사용자는 일련의 행동, 예를 들어, 위아래

로, 좌우로 보는 것, 원하는 시퀀스로 눈을 깜빡이는 것, 지시될 때까지 그들의 눈을 감고 있는 것, 디스플레이

상의 포인터를 따라가는 것을 수행하도록 지시될 수 있다. 그러한 검사는 예를 들어, 검사 주체가 일련의 검사

동안 또는 다양한 활동을 수행하면서 깨어 있는지, 의식하고 있는지, 그리고/또는 기민한지를 확인하는데 유용

할 수 있다. 

다른 실시예에서, 장치 및 시스템들, 이를테면 본 출원에서의 다른 곳에서 설명된 것들이 예를 들어, 컴퓨터 마[0092]

우스, 조이스틱 등과 유사한, 컴퓨터 시스템을 제어하기 위해 사용될 수 있다. 예를 들어, 도 3을 참조하여 도

시되고 설명된 장치(810)를 참조하면, 카메라(들)(830)는 컴퓨터 스크린 또는 다른 디스플레이 상에 마우스 포

인터를 지향 및/또는 활성화시키기 위해 사용자의 동공(들)을 모니터링하는데 사용될 수 있다. 카메라(922)로부

터의 이미지 데이터를 수신하는 프로세서는 검출기(940)의 활성 영역(942) 내 동공(들)의 상대적 위치를 결정하

기 위해 이미지 데이터를 분석할 수 있다. 임의로, 하나 이상의 디스플레이는 사용자의 눈 중 한쪽 또는 양쪽의

시야 앞 또는 내에 배치되는 프레임(812)에 관해 고정될 수 있다. 예를 들어, 플랫 패널 LCD 또는 다른 디스플

레이(미도시)가 렌즈들을 대신해서 프레임(812)에 장착될 수 있다. 그러한 장치는 예를 들어, 의료 또는 다른

연구 설비 내에서, 자극용으로, 예를 들어, 비디오 게임 콘솔으로서, 레크리에이션용으로, 그리고 기타 용도로

사용될 수 있다.

도 13을 참조하면, 본 출원에 설명된 임의의 장치 또는 시스템들을 사용하여 검출된 눈 움직임에 기초하여 컴퓨[0093]

팅 디바이스를 제어하기 위한 대표적인 방법이 도시된다. 예를 들어, 사용자의 한쪽 또는 양쪽 눈을 이미징하기

위해 광-섬유 번들(924)를 포함하는 도 8a에 도시된 장치(910)가 사용될 수 있다. 임의로, 아래에 더 설명된 바

와 같이, 장치는 또한 사용자의 전방 뷰를 따라 밖을 향해 배향될 수 있는 예를 들어, 사용자의 한쪽 또는 양쪽

눈에 인접하게 배치되는, 하나 이상의 엑소-카메라를 지닐 수 있다. 먼저, 단계(2310)에서, 그러한 장치를 포함

하는 시스템을 초기화하는 것, 즉, 기준 프레임, 이를테면 기저 또는 기준 위치, 직교 성분들을 갖는 기준 프레

임 등을 설정하는 것이 바람직할 수 있다. 예를 들어, 사용자는 디스플레이 상의 포인터 또는 다른 미리 결정된

위치를 보도록, 그렇게 함으로써 사용자의 눈(들), 그리고 결과적으로 실질적으로 정적 상태인 사용자의 동공

(들)을 유지하도록 지시될 수 있다. 프로세서는 사용자의 예를 들어, 눈(들)이 기준 지점 또는 "기저 위치"에

대응하는 이미지들 상에서 동공의 위치를 결정하기 위해, 사용자의 눈(들)이 실질적으로 정적 상태에 있는 동안

카메라(830)로부터의 이미지 데이터를 분석할 수 있다. 예를 들어, 포인터 또는 기저 위치가 사용자의 동공의

실질적으로 직선 앞에 위치될 수 있다. 임의로, 사용자는 디스플레이 상의 두 개 이상의 식별된 위치를 순차적

으로 보도록, 그렇게 함으로써 사용자의 눈의 상대적 움직임에 대한 스케일을 제공하도록 지시될 수 있다. 이러

한 대안예에서, 사용자가 예를 들어, 디스플레이에 관한 적절한 눈 움직임의 한계들을 식별하기 위해, 디스플레

이의 반대쪽 모서리들을 보게 하는 것이 바람직할 수 있다. 

초기화가 완료되면, 사용자는 예를 들어, 포인터 및/또는 디스플레이의 나머지에 관해, 예를 들어, 좌우로, 위[0094]

아래로, 그들의 눈(들)을 움직이는 것이 자유로울 수 있다. 단계(2320)에서, 시스템은 눈의 그러한 움직임을 모

니터링할 수 있다, 즉, 프로세서는 기저 위치(들)로부터의 사용자의 동공(들)의 상대적 위치를 결정하기 위해

이미지 데이터를 분석할 수 있다. 예를 들어, 사용자가 그/그녀의 눈(들)을 기저 위치로부터 위로 그리고 우측

으로, 즉, 컴퓨터 스크린 상의 포인터에 관해 위로 그리고 우측으로 움직이는 경우, 프로세서가 이러한 움직임

을 측정할 수 있다. 이에 대응하여, 단계(2330)에서, 프로세서가 포인터를 위로 그리고 우측으로 이동시키고,

즉, 그렇게 함으로써 사용자의 시선을 추적할 수 있다. 사용자가 그/그녀의 눈(들)을 움직이는 것을 정지할 때,

프로세서가 포인터가 사용자가 디스플레이 상에서 현재 보고 있는 위치에 도달하면 그것을 정지시킬 수 있다. 

임의로, 단계(2340)에서, 사용자는 포인터가 예를 들어, 마우스 상의 버튼을 작동시키는 것과 유사하게, 디스플[0095]

레이 상의 원하는 위치로 이동하면, 명령을 실행할 수 있을 수 있다. 예를 들어, 프로세서는 사용자로부터의 신

호, 예를 들어, 미리 결정된 시퀀스로 한 번 이상 효과적으로 눈을 깜빡이는 것에 대한 이미지 데이터를 모니터

링할 수 있다. 이는 예를 들어, 사용자의 눈 중 한쪽 또는 양쪽을 포함하여, 보다 복잡한 일련의 눈 깜빡임에

대해, 미리 결정된 지속 기간, 예를 들어, 수 초 길이의 한 번의 눈 깜빡임만큼 단순할 수 있다. 대안적으로,

신호는 아무런 눈 깜빡임이 없는 미리 결정된 기간, 예를 들어, 3, 5초 이상 길이일 수 있다. 프로세서가 신호
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를 식별할 때, 프로세서는 명령을 활성화할 수 있다. 예를 들어, 사용자는 그것이 디스플레이 상의 아이콘, 단

어 명령 등에 도달할 때 그들의 눈(들)을 움직이는 것을 정지시킬 수 있고, 프로세서는 지점이 아이콘 또는 명

령 위에 오버레이되거나 또는 다르게 위치될 때까지 그것을 이동시킬 수 있다. 그 다음 사용자는 컴퓨터 마우스

상의 버튼의 "더블-클릭"과 유사하게, 위에서 설명된 바와 같이, 눈을 깜빡이거나 행동하고, 그렇게 함으로써

프로세서에게 선택된 명령을 완료하거나 원하는 목적지까지 선택된 명령을 전달하도록 지시할 수 있다. 예를 들

어, 선택된 명령은 컴퓨터 프로그램이 실행되게, 또는 장비 또는 다른 디바이스의 피스가 원하는 방식으로 활성

화, 비활성화, 또는 다른 방법으로 제어되게 야기할 수 있다. 그에 따라, 시스템은 광 스위치 또는 운송 수단을

턴 온 또는 턴 오프 하기 위해, 프로세서 및/또는 디스플레이에 결합되는 컴퓨터 디바이스를 제거하는 것으로부

터, 다양한 작업을 완료하기 위해 사용될 수 있다. 그렇게 함으로써 그러한 장치 및/또는 시스템들은 핸즈-프리

컴퓨터를 사용하기 위한 즉, 단지 사용자의 눈(들)의 움직임을 사용하기 위한 방법들을 제공할 수 있다. 

예를 들어, 하나의 적용예에서, 시스템은 운송 수단, 이를테면, 헬리곱터, 제트, 또는 다른 항공기를 작동시키[0096]

기 위해, 예를 들어, 무기들, 항해, 또는 다른 온보드 시스템들을 활성화 또는 다르게 제거하기 위해 사용될 수

있다. 다른 적용예에서, 시스템은 예를 들어, 가상 현실 몰입을 향상시키기 위해, 비디오 게임 또는 다른 시뮬

레이션에 사용될 수 있다. 예를 들어, 시스템은 다른 기능들을 수행하기 위해, 예를 들어, 동시에 보다 및/또는

보다 복잡한 작업들을 가능하게 할 수 있는, 눈-제어 기능들에 추가로 또는 동시에 다른 활동들을 수행하기 위

해 사용자의 손을 자유롭게 남기면서, 사용자가 다중 메뉴를 통해, 씬, 또는 다른 활동을 빠르게 처리하게 할

수 있다. 

또한, 하나 이상의 엑소-카메라가 디스플레이 상의 포인터에 관한 눈 움직임을 추적하는 것을 향상시키고/거나[0097]

다르게 용이하게 하기 위해 사용될 수 있다. 예를 들어, 엑소-카메라는 적어도 한쪽 눈에 인접하게, 예를 들어,

디스플레이를 향해 배향되는, 눈으로부터의 미리 결정된 거리 또는 다른 관계에 제공될 수 있다. 그에 따라, 엑

소-카메라는 예를 들어, 엔도-카메라로 모니터링되는 눈의 움직임과 동기화될 수 있는 실시간 포인터의 움직임

을 도시하는, 디스플레이의 이미지들을 제공할 수 있다. 프로세서는 눈 움직임에 따라 포인터를 추적하는 정확

도를 향상시키기 위해 삼각측량 또는 다른 알고리즘을 사용하여 이러한 데이터를 관련시킬 수 있다. 이는 사용

자가 명령에 따라 포인터를 따라 눈을 깜빡임으로써 명령을 수행하도록 의도할 때, 의도된 명령이 예를 들어,

디스플레이가 다수의 이용가능한 명령을 제시할 때, 실제로 선택된다는 정확도를 보장할 수 있다. 

대안적인 실시예에서, 프로세서는 엔도-카메라 이미지들에 기초하여 눈의 동공의 가장자리를 식별하기 위해, 그[0098]

리고 식별된 가장자리를 엔도-카메라 이미지들의 기준 프레임에 관한 동공의 좌표들의 근사치를 내는데 사용하

기 위해, 엔도-카메라로부터의 비디오 신호들을 수신 및 프로세싱할 수 있다. 예를 들어, 프로세서는 x-y 좌표

계를 엔도-카메라 이미들에 부여하고 이러한 좌표계 내에서 동공의 중심을 식별하기 위해 동공의 가장자리를 사

용할 수 있다. 프로세서는 또한 엔도-카메라로부터의 이미지들을 수신 및 프로세싱하고 디바이스를 착용하는 사

람이 사람의 환경에 관해 보고 있는 위치의 근사치를 내기 위해 사람의 환경의 엑소-카메라 이미지들과 엔도-카

메라 이미지들로부터 획득되는 좌표들의 상관관계를 보일 수 있다. 

예를 들어, 디스플레이(미도시)는 엑소-카메라 이미지들을 디스플레이 하기 위해 프로세서에 결합될 수 있고,[0099]

사람이 보고 있는 근사화된 위치를 식별하기 위해 디스플레이 상에 도시되는 엑소-카메라 이미지들 상에, 그래

픽, 예를 들어, 십자선들의 세트, 커서 등을 중첩시킬 수 있다. 디스플레이가 장치를 착용하는 사람에게 제시되

는, 예를 들어, 장치 외부에 있는 또는 프레임 내로 통합되는 컴퓨터 디스플레이인 경우, 사람은 디스플레이 상

에서 항해하기 위해 그래픽을 사용할 수 있다. 예를 들어, 사람은 액션을 요청하기 위해, 이를테면 객체에 관한

식별 또는 추가적인 정보를 요청하기 위해, 예를 들어, 미리 결정된 지속 기간 동안 눈을 깜빡이거나 응시함으

로써, 커서를 디스플레이 상에 제시된 객체로 이동시키고 객체를 "클릭"할 수 있다. 

도 14를 참조하면, 다른 실시예에서, 장치(2410)는 장치(2410)를 착용하는 사용자의 눈(300)에 경피적으로 광을[0100]

비추기 위해 제공될 수 있다. 장치(2410)는 일반적으로 본 출원에 설명된 임의의 실시예들, 이를테면 일반적으

로 도 3에 도시된 프레임(812)과 유사할 수 있다. 

도 17을 참조하면, 본 출원에 설명된 임의의 기능들을 수행하기 위해 사용될 수 있는, 전체 시스템 아키텍처의[0101]

대표적인  실시예가  도시된다.  도시된  바와  같이,  시스템  아키텍처는  일반적으로  프로세서(1035)  및  메모리

(1040), 하드웨어 추상 계층(HAL)(1030) 및 외부 하드웨어로의 물리적 연결부들(1235), 운영 체제(1025), 이하

에서 EF-EyeP라 칭해지는, 헤드 장착 디바이스에 미들웨어 서비스들을 처리하는 제어부(1000)를 포함한다. 상기

미들웨어 서비스는 제3 애플리케이션을 이용하여 EF-EyeP 객체의 소프트웨어 통합을 용이하게 하기 위한 소프트

웨어를 포함하는 소프트웨어 계층(1015)이다. 또한 상기 미들웨어 서비스는 IEEE 1149.1 스탠다드 테스트 액세
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스 포트 및 바운더리-스캔 아키텍처에 의해 지원되는 - 연합 검사 수행 그룹(JTAG)을 통해 동작들 이를테면 싱

글 스테핑 및 브레이크-포인팅을 포함하여, 제3 하드웨어 통합 및 디버깅을 위해 사용되는 소프트웨어 도구들

(1020)의 세트이다. 상기 도구들 및 통합 계층은 애플리케이션들(1005)이 뒤따르는, API(1010)이다. 

도 18은 상단의 애플리케이션들(1100, 1105, 1110 1115 및 1116)이 소프트웨어 객체 블록(1000) 내에서 실행되[0102]

는 다양한 유틸리티를 도시하는, 객체(1000)의 중단을 도시한다. EyeC 라 명명된 블록(1110)은 EyeClips 또는

EC로 지칭되는 비디오 이미지 양상들을 나타내며, 이는 일반적으로 예를 들어, 미디어 이미지들을 획득, 편집,

조작, 및/또는 프로세싱하기 위해, 본 출원에 설명된 시스템들을 사용하여 수행될 수 있는 방법들을 나타내기

위해 사용된다. 

본 출원 내 모든 개시내용 및 청구항에 대해, "미디어 이미지"는 비디오 이미지 및 스틸 이미지 중 적어도 하나[0103]

로 정의된다. 임의의 유형의 미디어 이미지들에 관해, 컨텐츠 생산자를 위한 전형적인 목적은 특정한 대상 그룹

에 바람직한 컨텐츠를 제작하는 것이다. "바람직한"의 정의는 대상 그룹에 기초하여 변경될 수 있다. 특히 비디

오 이미지들에 대해, 비디오 이미지들을 선택 및 편집하기 위한 하나의 방법 또는 기준 설정이 하나의 대상 그

룹에 적절하나 다른 대상 그룹에는 그렇지 않을 수 있다. 뿐만 아니라, 다른 이미지들과 가까운 시간에 캡처되

는 이미지들은 상이한 이유들로 인해 바람직할 수 있다. 바람직함 및 적합성의 이러한 다양한 형태가 간단히 "

돌출"로 지칭될 수 있다.

미디어 이미지는 다음 많은 이유로 인해 돌출로 고려될 수 있다: 그것은 주목할 만한 이벤트를 포함할 수 있다,[0104]

그것은 특정한 친구 또는 친척을 포함할 수 있다, 그것은 다른 이들이 소셜 미디어 수단에 관심이 있다는 것을

고려하는 일을 포함할 수 있다, 그것은 특정한 장소에서 캡처되었을 수 있다, 그리고/또는 그것은 사용자가 캡

처하기 원하는 감정을 포함할 수 있다. 다른 센서들에의 눈 추적의 부가는 사용자가 눈 추적의 출현 없이 이용

가능할 수 없었을 이러한 프로세스 중에 분석 및 제어 수준을 가능하게 한다는 것이 추정된다. 

단어 "편집"에 의해 의도되는 범위를 논의할 때 충분한 고려가 요구된다. 전형적인 사진 및 비디오 애플리케이[0105]

션들에서, "편집"은 전형적으로 이미지들에 대한 조작을 함축하거나, 또는, 비디오의 경우, 또한 트리밍된 이미

지들을 보다 바람직한 순으로 재배열하는 프로세스를 포함한다. 추가 단계들이 수행될 이미지들을 선택 또는 태

그하는 단계들이 편집 프로세스의 부분으로 형식상 고려되어야 하더라도, "편집"하는 행동은 보통 그러한 단계

들을 배제한다. 그러나, 본 출원 내 본 개시내용 및 청구항들을 위해, "편집"은 선택 및 태그 단계들을 포함할

것이다. 뿐만 아니라, 디지털 미디어 생산 전 시대에서, 모든 편집(선택 및 태그를 포함하여)이 반드시 캡처 시

간 상당히 후에 발생하지는 않았다. 그러나, 이제 편집 프로세스가 캡처 시간 직후, 또는 "비공개"로 발생하게

하는 피처들이 비디오 및 스틸 카메라들에 포함된다. 본 발명은 본 출원에 편집 프로세스가 캡처 동안 또는 그

훨씬 전 시간을 포함하도록 바뀔 수 있는 방법을 설명한다. 그러나, 본 출원에 설명된 시스템들 및 방법들이 구

현될 때까지 그렇게 하는 것은 사실상 실행가능하지 않았었다. 

유감스럽게도, 많은 사용자에게, 캡처된 대로의 비디오 이미지들을 소모가능한 완성 비디오로 변환하는데 소요[0106]

되는 시간은 프로세스의 구제불능의 장애물이다. 이러한 장애를 접한 후 두 가지 공통적인 결과가 존재한다. 첫

째는 전체 프로세스가 폐기된다는 것, 및 어떠한 비디오 이미지도 대상 그룹과 공유되지 않는다는 것이다. 두

번째 공통적인 결과는 모든 편집이 삼가지고 매우 저 품질 및 낮은 관련성의 이미지들이 대상 그룹과 공유된다

는 것이다. 생산자에게 그리고 대상 그룹에게, 이러한 결과들 중 어떤 것도 바람직하지 않다. 그것을 남 앞에

내놓을 만한 형태로 편집하는 것이 매우 어렵다는 것을 안, 생산자에게, 이는 그 또는 그녀가 비디오를 녹화할

의지를 낮출 수 있다. 소비자가, 열악한 비디오 이미지들을 시청하는 것은 그들에게 부정적 강화 효과를 제공하

고 그들이 앞으로 비디오 이미지들을 시청하는 것을 원치 않게 할 수 있다. 

기술이 발전함에 따라, 사용자가 컨텐츠를 생산하기 위해 휴대할 수 있는 디바이스들의 폼 팩터도 바뀌어왔다.[0107]

컨텐츠-생산 디바이스들은 다른 기술이 없는 것을 사용했다. 스마트 폰 및 태블릿이 비디오를 캡처할 수 있게

되고, 그렇게 함으로써 이전에 상상도 할 수 없었던 소형화의 시대에 들어서게 되었다. 이제, 그것이 단지 센서

들 또는 기타로부터 데이터를 기록하는 대신 컨텐츠를 생산하게 하는 웨어러블 기술의 변화에 주목하여, 헤드-

장착 디스플레이들이 소비자 디바이스들로 실행가능하게 되기 시작하고 있다. 또한, 콘택트 렌즈 및 인공 망막

은 사람의 시각계에 대해 효과적인 기능을 하는 향상이다. 본 출원에서의 시스템들 및 방법들은 비디오를 캡처

하고, 눈 방향을 추적하며, 돌출 비디오를 편집하는 이러한 모드들에도 적용가능하고, 본 발명의 부분으로 고려

된다. 눈 추적을 통해 사용자의 시선을 결정하는데 필요한 기술이 이제 웨어러블 및 주입형 디바이스들 내로 통

합될 수 있기 때문에, 눈이 디바이스 입력 및 편집을 위해 실행가능한 도구가 된다. 

대상 그룹에 보다 양호한 비디오 클립들의 궁극적인 전달을 보장하기 위해 극복할 제1 장애물은 관심 있는 이미[0108]
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지들을선택 또는 "태그"하는 것이다. 전형적으로, 이는 제1 편집 단계들 동안 실현된다. 그러나, 이미지들의 온

-더-플라이 평가를 가능하게 하는 성능들이 최근 스틸 카메라들에 추가되었다. 웨어러블 디바이스에서 이러한

성능을 가능하게 하기 위한 사고 전환은 상이한 태그 방법을 필요로 하나, 또한 하나 이상의 센서로부터의 입력

을 사용하는 태그를 가능하게 한다. 

입력을 태그하기 위한 하나의 그러한 센서가 눈 추적 시스템이다. 비디오는 눈으로 볼 수 있는 무언가를 캡처할[0109]

목적으로 레코딩되고, 따라서 태그 프로세스에 유용할 수 있는 레코딩 프로세스 동안 사용자의 시선에 대해 해

당 정보를 추론하는 것이 정상적이다. 메트릭스, 이를테면 사용자의 시선 방향, 시선 지속 기간("체류"), 동공

직경, 및 비약 움직임(saccadic activity)은 레코딩 이벤트 동안 사용자의 의도에 대한 가치 있는 정보의 단지

몇몇 예이다. 

본 출원에서의 시스템들 및 방법들의 몇몇 실시예는 단안(한-눈)용의 눈 추적 기술들에 따라 설계되는 눈 추적[0110]

서브시스템을 채용할 수 있고, 시스템의 다른 실시예들은 양안(두-눈)용의 눈 추적 기술들에 따라 설계되는 눈

추적 서브시스템을 채용할 수 있다. 이러한 실시예들은 웨어러블 디바이스의 설계 및 의도된 사용에 특유하다.

웨어러블 디바이스의 몇몇 실시예는 사용자에게 제공되는 단일 디스플레이를 이용할 수 있는 한편,다른 실시예

들은 사용자에게 제공되는 두 개의 디스플레이를 이용할 수 있다. 눈 추적 서브시스템의 실시예는 반드시 디스

플레이 구성의 실시예에 매칭시킬 필요는 없을 수 있다. 

본 출원에서의 눈 추적 서브시스템의 몇몇 실시예는 서브시스템용 일차 입력으로서 이미지 센서들을 이용할 수[0111]

있는 한편, 추가 실시예들은 사용자의 시선의 방향을 결정하기에 적합한 데이터를 생성할 수 있는 대안적인 센

서들을 이용할 수 있다. 

다른 센서들이 눈 추적 데이터와 협력하여 사용될 수 있다는 결론에 이른다. 예를 들어, 사용자는 단어 "저장"[0112]

또는 이후 용이한 검색을 위한 보다 복잡한 구두 신호 이를테면 친구의 이름(또는 이미지 내 개인들의 다른 식

별자들)를 진술하는 것 만큼 간단한 태그를 구두로 배치시킬 수 있다. 다수의 센서로부터의 입력을 조합하는 보

다 복잡한 방법들은 가속도계 데이터, 위치 및/또는 방향 데이터, 카메라 센서로부터의 윈도잉 데이터, 마이크

로폰 데이터 등을 포함할 수 있고, 그러한 방법들은 그러한 센서들 중 하나 이상으로부터의 데이터의 해석을 포

함할 수 있다. 

예를 들어, 사용자가 응시하고 있는 위치에 대응하는, 씬을 마주보는 카메라의 센서의 영역에서의 포화도의 급[0113]

속한 변화는, 저장될 평균 초과의 가능성을 가질 수 있는 비디오의 섹션에 대한 명백한 인스턴스이다. 추가적으

로, 디바이스의 마이크로폰의 급격한 그리고 지속적인 변화는 크게 환호하는 군중에 대응할 수 있고, 이는 비디

오 이미지가 바람직할 가능성이 높다는 것에 대응할 수 있다. 

명백한 그리고 단순한 사례는 사용자가 막 레코딩된 비디오가 특히 중요하다는 것을 의식적으로 결정하는 것을[0114]

수반한다. 사용자는 특히 특정한 사건이 얼마나 많이 태그되어야 하는지에 관해 시스템의 작동을 돕기 위해 추

가적인 정보를 제공할 수 있다; 예를 들어, a) 비디오의 마지막 십(10)초, b) 특정인이 미디어 이미지들에 얼마

나 오래 나타났는지, 그리고/또는 c) 사용자가 클립의 종료점(또는 중간점)을 태그하기 바로 직전에 사용자의

시선이 동일한 사람 또는 위치에 얼마나 오래 지향되었는지. 보다 복잡한 사례는 사용자가 중요하게 생각할 수

있는 이벤트들 그 자체로 분석할 보다 복잡한 휴리스틱스를 갖는 시스템을 수반한다. 예를 들어, 사용자는 특정

얼굴이 나오는 임의의 비디오를 태그하도록, 또는 가속도계 레코드들이 >0.5G, 또는 심지어 다수의 센서 데이터

에 대한 휴리스틱스의 조합인 동안 임의의 비디오를 태그하도록 시스템을 미리 지정할 수 있다. 

모든 이러한 설명된 시스템 피처는 편집 프로세스에서의 단지 제1 단계인, 태그 프로세스를 돕도록 설계된다.[0115]

편집 프로세스를 더 개선하기 위한 방법들이 아래에 설명되고/되거나 도 19 및 도 20에 도시된다. 

웨어러블 디바이스들 상에서 일반적으로 행해지는 광시야각 카메라들에 관해, 사용자가 그 또는 그녀의 최종 비[0116]

디오 영상이 보다 타이트한 윈도우로 크로핑되기를 바랄 수 있는 절호의 기회가 존재한다. 임의의 주어진 인스

턴스에서, 사용자가 보고 있는 씬에서의 위치("주의점")가 그 또는 그녀가 편집 동안 그롭하기를 원할 수 있는

요소들을 포함할 보다 높은 가능성을 가진다. 그에 따라, 기본 비디오 레코딩 동안 또는 단순한 또는 복잡한 태

그 절차들 동안 주의점 정보를 캡처하는 것은 편집 프로세스에 가치를 추가한다. 

양안용 눈-추적에 관해, 시야 내 평면 (x-y) 위치를 결정하는 것에 추가하여, 깊이(z) 위치가 시선에 대해 산출[0117]

될 수 있다. 이는 카메라가 비디오 프레임 샷들이든 스틸 프레임 샷들이든, 보다 전문적인 레코딩을 위해 조정

될 필드의 목표가 된 거리, 또는 피사계 심도로 포커싱되게 한다. 

또한, 레코딩된 비디오의 인스턴스 동안 비약 움직임은 사용자의 부분에 대한 상이한 수준의 관심을 나타낼 수[0118]
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있다. 응시 목표들의 급격한 변화는 목표로 된 상이한 관심 영역을 나타낼 수 있을 뿐만 아니라, 사용자의 태도

의 또는 레코딩되는 씬의 요소들의 속성들을 나타내기 위한 메타데이터로서의 역할을 할 수 있다. 추가적으로,

출원인은 사용자의 비약들의 정도가 편집 프로세스 동안 크로핑할 영역의 경계들을 나타낼 수 있다는 것을 발견

할 수 있다. 

다른 공통적인 비디오 편집 기능은 느린- 또는 빠른-모션 클립들을 생성하는 것, 프레임의 상이한 영역들 사이[0119]

를 패닝(panning)하는 것, 및 흔들리는 영상을 안정화하는 것을 포함한다. 모든 이러한 피처는 눈 추적 단독으

로, 또는 위에서 논의된 바와 같이 외부를 향하는 카메라와 조합될 때 하나 이상의 다른 센서로부터의 데이터와

눈 추적 데이터를 조합함으로써 향상될 수 있다. 

예를 들어, 흔들리는 비디오를 안정화하는 것은 보통 프레임들 간 유사한 피처들을 식별함으로써 그리고 그러한[0120]

피처들을 정적 상태로 유지하기 위해 인접한 프레임을 정규화함으로써 실현된다. 유감스럽게도, 정규화 프로세

스가 프레임의 가장자리로부터 픽셀들을 제거하기 때문에, 이는 또한 비디오를 크로핑하는 것을 필요로 한다.

눈 추적 데이터를 조합하는 것은 안정화의 용인가능한 양을 결정하는 것을 도울 수 있다, 예를 들어, 사용자가

전체 프레임에 관심이 있는 경우, 최소 수준의 안정화가 가능한 많은 픽셀을 보존하기 위해 적용될 수 있다. 그

러나, 사용자가 단지 프레임의 특정한 영역에만 관심이 있는 경우, 최대 안정화가 완전한 이미지를 야기하기 위

해 적용될 수 있다. 

임의로, 동공 확장 및 수축이 예를 들어, 특정한 클립이 느린-모션 클립으로 늘어져야 하는지를 결정하기 위해,[0121]

사용자 흥분의 측정으로서 이용될 수 있다. 추가적으로, 추가 센서 데이터가 사용자의 감정 상태를 결정하기 위

해 확장 데이터와 조합될 수 있으며, 이의 확대는 관심 영역들에 대해 분석할 때 비디오에 적용할 기준들의 상

이한 세트일 수 있다. 

시스템은 전형적으로 관심이 있는 사건들,  이를테면 무지개,  일출,  일몰,  및  월출을 인식하도록 구성될 수[0122]

있다. 이들은 디바이스에서의 나침반(또는 다른 방향 센서)으로부터의 입력이 또한 비디오 이미지를 태그하는

결정의 부분일 수 있다는 인스턴스들에 대응한다. 

이들은 군중 속 다수의 웨어러블 디바이스가 법률 집행 조직들을 위한 사용일 수 있다는 인스턴스들이다. 폭탄[0123]

이 폭발하고 극심한 공포가 뒤따르는 인스턴스를 고려하자. 군중 속 복수의 사람이 본 시스템을 구비한 디바이

스를 착용하고 있는 경우, 모든 디바이스가 그것들의 마이크로폰을 이용하여 폭발 소리를 동시에 인식하고/하거

나, 주위 광 및/또는 픽셀 포화의 크고 급속한 변화를 동시에 인식할 수 있다. 이러한 광범위한 센서 입력 및

분석은 모든 디바이스가 사고("카메라 고장(crash camera)")에 이르는 비디오 이미지들을 저장하게 프롬프트하

고/하거나 그것들이 사고 이후 시간에 비디오 이미지들을 계속해서 저장하게 프로프트할 수 있다. 모든 디바이

스로부터의 이러한 비디오 이미지들의 수집은 법률 집행관에세 증거 및 용의자들을 찾기 위해 스캐닝할 다각도

를 제공할 수 있다. 뿐만 아니라, 사고 시점의 마이크로폰 및 카메라 데이터의 공간적 분석은 법률 집행관이 사

고 이전, 사고 동안, 그리고 사고 이후 시점들을 재구성하게 할 수 있다. 

공통적인 시선 데이터는 카메라-장착된 웨어러블 디바이스들을 구비한 눈 추적 장비를 착용하는 다수의 사람에[0124]

대해 캡처된 비디오와 조합될 수 있다. 카메라들이 공통적인 목표들을 관찰하고 있는지를 결정하기 위해 다수의

웨어러블 카메라에 의해 캡처된 비디오를 프로세싱하는 것은 다량의 이미지 프로세싱을 수반한다. 눈-추적 데이

터의 포함은, 공통적인 요소들을 관찰하기 위해 조회자들의 경향을 고려해 볼 때, 정렬 프로세스를 극적으로 감

소시키고 프로세싱 전력을 감소시킬 수 있다. 또한, 의도가 목표들을 관측한 공통적인 군중을 추출하는 것인 경

우, 눈-추적 데이터의 사용은 알려진 퍼센테이지의 군중이 공통적인 목표를 관측하고 있음을 선언하기 위해 보

다 넓은 시야의 이미지들을 오버레이하는 것과 연관된 추측에 근거한 개연론에 의거한 프로세싱을 제거한다. 

눈 추적 서브시스템이 사용자의 시선이 눈을 향해 지향되는 카메라(들)에 관해 특정한 영역을 향에 지향될 때[0125]

보다 높은 시선 정확도를, 또는 시선이 다른 곳으로 이동할 때 보다 낮은 정확도를 생성할 수 있는 인스턴스들

이 존재할 수 있다. 예를 들어, 눈을 추적하는 카메라가 눈의 앞에 직접적으로 위치되는 경우, 사용자의 눈이

아래를 봄에 따라, 속눈썹, 또는 눈꺼풀이 눈-추적시 사용되는 눈의 중요한 피처들을 부분적으로 가려, 산출된

시선의 정확도를 감소시킬 수 있다. 눈이 특정한 시선 위치들로 움직임에 따른 이러한 감소된 정확도가 이하에

서 "우아한 성능 저하(graceful degradation)"로서 지칭되고, 완전히 작동이 안 되는 것은 아니나, 눈-추적 시

스템 성능이 저하됨에 따라, 이와 같이 저하된 정보가 표시될 수 있다는 것, 및 편집 시스템에 제공될 때 감소

된 정확도에 따라 위태롭게 된 데이터로서 처리될 수 있다는 것을 나타낸다. 

그러한 경우, 눈 추적 데이터는 다수의 센서로부터의 돌출을 컴퓨팅하면서 중요하거나 유효한 가치를 달리하여[0126]
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처리될 수 있다. 눈 추적 데이터가 돌출로 고려되는 유일한 센서 데이터인 경우, 마진이 보다 낮은 정확도의

(저하된)  데이터가  시스템으로부터  원치  않는  성능을  야기하지  않도록  정의될  수  있다.  정확도가  감소됨에

따라, 사용자의 경험은 예측가능하고 일관되어야 하고, 이러한 우아한 성능 저하으로부터 이행불능이 발생하지

않아야 한다. 

눈 추적 서브시스템의 정확도가 최고치인 영역은, 눈 및 디스플레이를 향하는 센서의 기하학적 구조에 따라, 시[0127]

스템의 디스플레이에 의해 차지되는 사용자의 시야의 영역에 대응할 수 있다. 그러나, 디스플레이의 크기 및/또

는 위치가 시스템의 상이한 실시예들에서 변화됨에 따라, 해당 영역에서의 눈 추적 서브시스템의 정밀도가 변할

수 있다. 뿐만 아니라, 눈 추적 서브시스템은 디스플레이에 의해 차지되는 사용자의 시야의 보다 큰 영역에 대

해 보다 높은 정밀도를 갖도록 설계될 수 있으나, 눈 추적 서브시스템의 정밀도가 저하될 영역들이 존재할 수

있다는 것을 추정하는 것은 여전히 자연적이다. 이러한 경우, 해당 저하는 또한 우아해야 하고 사용자에게 불필

요하게 관심을 끌지 않아야 한다. 

시스템은 오디어 센서로부터의 웃음 소리와 조합되는(또는 조합되지 않는), 기쁨 또는 미소의 표시로서 가늘게[0128]

뜬 눈을 해석하도록 구성될 수 있다. 이는 시스템이 비디오 이미지에 돌출을 부여하는 메트릭으로서 구성될 수

있다. 뿐만 아니라, 비디오 이미지는 가늘게 뜬 눈의 시작 및 종료에 의해 경계가 정해지는 시간 기간에 따라,

또는 웃음 소리의 시작 및 종료에 의해 경계가 정해지는 시간 기간에 따라 트리밍될 수 있다. EEG 센서에 의해

측정되는, 뇌파 활동이 또한 사용될 수 있다. 

많은 웨어러블 전자 디바이스는 배터리 수명을 보호하기 위해 공격적인 전력-관리 기법에 의존적이다. 이러한[0129]

디바이스들에서의 실질적인 전력 인출 중 하나는 디스플레이이고, 이러한 기법들은 보통 디스플레이의 작동 상

태의 공격적인 관리를 포함한다. 이와 같이, 디바이스의 디스플레이는 미디어 이미지들을 캡처하는 프로세스 동

안 전력을 낮출 수 있다. 시스템 설계의 몇몇 측면이 원하는 제어를 보장하기 위해 디바이스의 디스플레이와의

상호작용을 반드시 포함할 수 있으나, 모든 시스템 기능이 적절하게 작동하기 위해 디바이스의 디스플레이에 전

력을 인가하는 것에 의존할 필요는 없다. 디바이스의 디스플레이가 전력을 인가할 필요가 없는 상황의 하나의

그러한 예는 오디오 센서로부터의 입력에 기초하여 비디오 이미지를 돌출로서 태그하는 것일 수 있다. 사용자가

시스템이 설계된 대로 작동하고 있다는 피드백을 받는 것이 여전히 바람직할 수 있고, 따라서 디바이스의 스피

커(구비한 경우)가 사용자에 의해 인식가능한 독특한 톤(tone) 또는 다른 오디오를 출력하도록 시스템에 의해

지시될 수 있다. 

다른 실시예에서, 시스템은 "특별한 순간들(magic moments)", 또는 사용자가 예상하고 있을 수 있는 것을 넘는[0130]

돌출을 갖는 미디어 이미지들을 자동으로 인식하도록 구성될 수 있다. 이러한 특별한 순간들은 제3 자들, 이를

테면 제품이 비디오 이미지의 결정적인 시간에 나타날 수 있는 회사에 관심이 있을 수 있다. 이러한 예는 산맥

의 외딴 정상으로 하이킹하는 친구들의 그룹일 수 있다. 이러한 친구들 중 한 명 이상이 본 시스템을 구비한 디

바이스를 착용하고 있음에 따라, 그룹이 정상에 있는 동안 비디오 이미지들이 캡처되고 있다. 그룹 중 한 멤버

가 다른 사람들을 웃게 하는 농담을 말한다; 동시 발생적으로 동일한 순간에 그룹 중 다른 멤버가 그의 가방에

서 상표명 청량 음료를 꺼내고 그것을 연다. 그렇지 않으면 해당 청량 음료 회사는 광고 대행사를 통해 해당 순

간을 창작하기 위해 수 십만 달러를 소비해야 할 수 있고, 따라서 그들은 대신 이러한 사용자에게 그의 "특별한

순간"을 보상하는 것에 관심이 있을 수 있다. 

또 다른 실시예에서, 시스템은 미디어 이미지를 크로핑하기 위해 사용자의 손 제스처를 인식하도록 구성될 수[0131]

있다. 사용자는 그 또는 그녀의 손 및 손가락들을 이용하여, 시스템이 미디어 이미지가 크로핑되어야 하는 직사

각형 영역으로서 해석할, 픽처 프레임을 생성하는 옵션을 가질 수 있다. 이러한 가상의 픽처 프레임은 사용자에

의해 임의의 방향으로 이동될 수 있고, 시스템은 출력 비디오 이미지를 연속적으로 조절기 위해 프레임의 크기

및/또는 위치 양자를 추적할 수 있다. 

또 다른 실시예에서, 시스템은 디바이스 상에 물리적으로 위치되거나 이에 연결되지 않는, 센서들로부터의 입력[0132]

을 수신하도록 구성될 수 있다. 이러한 센서들의 예들은 심박수 모니터들, EEG, 펄스 옥시미터들, 또는 피트니

스 디바이스들 이를테면 자전거 역률계들을 포함할 수 있다. 예를 들어, 시스템은 자전거를 타는 사람의 출력이

미리 결정된 수준을 초과하는 임의의 시간에, 이러한 순간들이 레이스의 흥미진진한 구간들에 대응할 수 있기

때문에, 그에 대응하는 임의의 비디오 크립들을 자동으로 태그하도록 프로그래밍될 수 있다. 

다른 실시예에서, 시스템은 개별 지도 또는 교육 비디오들을 용이하게 생산하기를 원하는 사용자들의 영합하도[0133]

록 구성될 수 있다. 이는 시선-기반 크로핑을 미리 구성된 절들 이를테면 "다음 단계로", 또는 "우리가 여기서

참조하는 것", 또는 "이것에 집중하시오"의 인식에 의해 실현되는 태그와 조합함으로써 실현될 수 있다. 이러한
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인스턴스들에서, 사용자의 대상 그룹은 해당 씬에서 보고 있었던 것을 정확히 아는 것에 관심이 있을 수 있고,

따라서 사용자의 주의점이 자동으로 오버레이될 수 있거나, 또는 편집 프로세스에서 나중에 오버레이되게 별도

로 저장될 수 있다. 

또 다른 실시예에서, 시스템은 소셜 미디어 애플리케이션들과 인터페이싱하도록 구성되어, 사용자가 인식할 수[0134]

있는 동적인 돌출을 가능하게 할 수 있다. 예를 들어, 특정한 장소가 주목할 만한 그리고 뉴스 가치가 있는 이

벤트로 인해 트위터 상에서 유행하고 있는 경우, 시스템은 사용자가 가까이 있을 수 있는 임의의 그러한 장소들

에 기초하여 돌출에 대한 이의 메트릭스 및 휴리스틱스를 주기적으로 업데이트할 수 있다. 그 다음, 사용자가

임의의 그러한 장소를 입력하는 경우, 거기서 캡처되는 미디어 이미지이 이들이 그 외 있었을 것보다 높은 돌출

이 부여될 수 있다. 이러한 프로세스는 사용자에 의해 거절 또는 조장되도록 구성될 수 있고, 이러한 피처의 동

작은 사용자에게 분명하거나 사용자가 인식할 수 있다. 

다른 실시예에서, 미디어 이미지들을 선택 및 편집하기 위한 방법이 사용자의 특정한 요구를 맞추기 위해 맞춤[0135]

화될 수 있다. 그러나, 여러 번, 사용자는 시스템 내에 통합되거나 이에 원격으로 위치되는 센서 또는 센서들로

부터의 입력에 기초하여 복수의 메트릭스 및 휴리스틱스를 포함하는 미리 정의된 템플릿을 간단히 선택하기를

원할 수 있다. 

다른 실시예에서, 착용자, 예를 들어, Mary가 또한 디스플레이를 갖는 눈-추적 장비 디바이스를 착용하고 있는[0136]

원격에 위치한 개인, 예를 들어, John에게 비디오를 방송할 수 있다. John은 디스플레이로 비디오를 관측함에

따라, 그의 시선 정보가 Mary의 주의 미치 비디오 캡처를 유도하기 위해, 네트워크(예를 들어, 전화통신 네트워

크, 인터넷 등)를 통해, 방송될 수 있다. 또한, John은 Mary의 비디오 캡처를 명시된 방향으로 이동시키거나,

Mary를 전방 또는 후방 또는 위아래로 이동시키기 바라는 그의 바람을 나타내는, 관련 의미를 이용하여 그의 디

스플레이 상의 아이콘들을 바라봄으로써, Mary가 그녀의 머리를 돌리게 유도할 수 있다. 예를 들어, Mary는

John에게 간접적인 뷰를 제공하기 위해 어드벤처 비디오를 레코딩하고 있을 수 있거나, 또는 그녀는 뉴스 또는

엔터테인먼트 비디오를 레코딩하고 있을 수 있다. Mary에게 제공되는 지시는 집계된 원하는 방향이 Mary에게 제

공될 수 있는 다수의 원격 조회자들/제어자에 의해 집계될 수 있다. 

다른 대표적인 실시예에서, 본 출원에서의 시스템이 시선-제어, 헤드-장착 또는 신체 장착 카메라 줌, 포커싱,[0137]

회전, 및/또는 패닝(panning)을 위해 사용될 수 있다. 예를 들어, 많은 HMD가 외부에 마주보는 카메라들을 갖는

다. 몇몇은 높은 해상도 카메라들 및 렌즈들을 갖는다. 다른 실시예들에 따라, 어떤 식으로든 사용자의 시선을

따라 추적하고, 그에 의해 제어되거나, 또는 이에 반응할 수 있는 전자 제어 기계적 또는 전기적/광학적 줌, 포

커싱, 또는 패팅 성능을 갖는 통합 또는 부착가능한 악세사리를 결합하기 위한 시스템 및 방법이 제공될 수 있

다. 

제어는 목표로 된 또는 바람직한 광을 캡처하기 위해 카메라 칩, 및/또는 다른 수단 내에서 사용될 픽셀들의 전[0138]

자 선택 및/또는 광학 요소들의 물리적 움직임을 야기할 수 있다. 그러한 시스템은 사용자의 환경의 미디어 이

미지들을 캡처하기 위해 장착되는 씬 카메라를 갖는 웨어러블 디바이스; 카메라의 렌즈 또는 카메라 시스템을

포커싱, 줌, 패닝 또는 다른 방법으로 제어하도록 디지털 방식으로 제어가능한 통합 또는 부착가능한 메커니즘;

사용자의 적어도 한쪽 눈의 눈 추적 데이터를 캡처하는 눈-추적 시스템; 및 디지털 방식으로 (전자적으로) 제어

가능한 메커니즘과 통신하는 하나 이상의 프로세서를 포함할 수 있고, 씬 카메라, 및 눈 추적 서브시스템은 제

어 메커니즘에 눈-추적 데이터에 적어도 부분적으로 기초하여 씬에 대해 줌, 포커싱, 또는 패닝하도록 지시하기

위한 것이다. 

시스템은 사용자의 눈의 시선 움직임에 기초하여, 이미지 캡처의 다양한 모드(스틸 또는 비디오)를 수행하기 위[0139]

해 눈-추적 데이터를 해석할 수 있다. 카메라의 제어는 2d 또는 3d 공간에서의 사용자의 시선 지점들(한 눈 또

는 양 눈에 의해 결정되는), 시선 지속 기간, 일반적인 비약 움직임의 패턴들, 보이는 개체들 또는 상황들의 맥

락에서의 비약 움직임의 패턴들(텍스트, 얼굴들, 씬들, 콘텐츠를 담은 디스플레이 스크린들, 영화들, 스토어 디

스플레이들, 수술들, 군사 훈련들, 보안 업체들에 의한 보안 활동들, 스포츠 활동들에 걸친 눈-움직임), 비약들

의 주파수, 신체 부위들(상호간의 눈-상호작용을 갖는 눈), 의류 등에 따른 시선을 포함하는 개인-특정 시선,

눈 깜빡임 수 및 지속 기간, 동공 확장, 가늘게 뜬 눈, 윙크들(의도적인 눈 깜빡임들), 상기 요소들의 예측가능

한 미리 정의된 조합을 포함하는 다른 생체 측량 측정, 사용자의 눈에 대해 수집되는 데이터를 사용하여 결정되

는 돌축의 활동들을 매치하기 위해 결정되는 조합된 활동들 중 하나 이상을 포함하여 시스템에 의해 캡처되는

개별 또는 복합 데이터에 의해 결정될 수 있다. 

시스템은 의도적인 활동(예를 들어, 줌, 포커싱, 또는 패닝을 제어하기 위해 착용자에 의해 명백하게 의도되는[0140]
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눈-제스처들) 또는 의도치 않은 활동(예를 들어, 카메라 줌, 패팅 및 포커싱 메커니즘의 바람직한 제어 및 씬

이미지화의 돌출 캡처과 그러한 패턴들의 연관 및/또는 해석)의 패턴들을 식별 및 추출하기 위한 다수의 사용자

를 포함하여, 다수의 사용자에 걸쳐 데이터(빅 데이터)를 수집할 수 있다. 

눈 움직임에 관해 캡처된 이미지 데이터에 메타데이터를 더한 출력에 결합되는 편집 시스템이 고려된다. 편집[0141]

시스템을 이용하여 사용자들에 의해 수행되는 움직임들이 분류 및/또는 저장될 수 있다. 임의로, 다른 센서들이

카메라 제어 및 상기 시스템의 수행, 분석, 및 향상에 기여하는 데이터를 캡처하기 위해 포함될 수 있다. 이들

은 본 출원에서의 다른 곳에서 설명된 바와 같이, 하나 이상의 관성, 오디오, 생체 인식 및/또는 다른 센서들을

포함할 수 있다. 

렌즈 제어 메커니즘이 헤드 장착 디바이스(HMD; Head Mounted Device)에 부착가능한 악세사리로서 제공될 수 있[0142]

거나, 또는 HMD 내 통합 하드웨어 및 소프트웨어 솔루션으로서 제공될 수 있다. 악세사리로서 제공될 때, 하드

웨어는 추가적인 추가 대체가능한 구성요소들 이를테면 가변 광출력을 갖는 렌즈들을 가질 수 있다. 시스템은

설치 프로세스 동안 사용자의 시선으로 캘리브레이트될 수 있다. 이러한 캘리브레이션은 씬 카메라 및/또는 디

스플레이를 통합할 수 있고, 그에 따라 씬 카메라에 대한 악세사리 카메라의 상대적 위치가 결정된다. 캘리브레

이션은 진행 중인 자동 업데이팅을 수반할 수 있다. 

데이터 템플릿들은 클립의 시작 및/또는 종료점들을 구체화하기 위해 조회자의 눈, 씬, 소리, 및/또는 다른 입[0143]

력들의 이전 지식을 사용하여 예측가능한 비디오 클립들의 인스턴스들을 최적으로 추출하도록 생성될 수 있다.

그러한 이전 지식은 이론적으로 정의되고, 그 다음 비디오 레코딩 상황의 범위 내의 사용자들 중에서 수집 및

세분화될 수 있다. 이는 사용자가, 충분한 배터리 전력을 이용하여, 전체 이벤트들; 예를 들어, 농구 게임을 위

해 이들의 카메라를 턴 온할 수 있다는 것을 의미한다. 주요한 히트들, 실행들, 출력들, 및 다른 재생들이 눈을

뗄 수 없는 비디오들로 클리핑 및 구성될 수 있다. 그러한 비디오들은 소셜 미디어를 통해, 수동으로 또는 자동

으로 개인적으로 공유될 수 있거나, 또는 심지어 구매자들에게 판매되거나 라이프-블로그 라이브러리 요소들로

서 유지될 수 있다. 다른 템플릿-가능한 비디오들은 다음을 포함할 수 있다: 

● 생일 파티: 초들을 끄며 생일 축하 노래를 부름; [0144]

● 트랙/크로스 컨트리 레이스: 부모(HMD 구비)에 의해 달리거나 결승선을 통과하는 딸/아들 [0145]

● 축구 게임: 볼을 잡고 터치다운으로 달리는 리시버에 축구공을 던지는 쿼터; [0146]

● 야구 게임: 홈런 - 및 다른 이벤트들 - 을 치는 타자에게 투구하는 투수, 따라서 사용자는 전체 게임을 레코[0147]

딩할 수 있고 사용자의 물리적 관점에서의 돌출 이벤트들이 추출될 수 있다. 또한 클립들은 본 출원에서의 다른

곳에서 설명된 바와 같이, 적절히 제어된 카메라 장비를 이용한 자동 줌, 포커싱, 피사계 심도, 및 패닝에 의해

향상될 수 있다;

● 디너 테이블에서 사람들을 스캐닝하는 디너 파티 : 착용자는 손님들 주위를 본다. 사용자 스캔의 끝에서 다[0148]

시 처음으로, 또는 그 반대로 눈으로 클리핑되는 비디오. 예를 들어, 축배 동안, 추가로 부분-선택될 수 있다; 

● 휴가 중 풍경 앞 가족/ 그룹 비디오: 가장 관심을 끄는 그룹 집회에 대해 추출되는 비디오 또는 이미지들; [0149]

● 휴일들; [0150]

● 구체적인 업무 기능들: [0151]

● 어워드 이벤트들; [0152]

● 기념 행사. [0153]

추가적인 데이터와 맥락화될 때, 이러한 비디오 템플릿들은 시간, 장소, 사람들, 이벤트, 서브-이벤트, 성과 정[0154]

보 이상에 관한 보충 텍스트로 자동으로 향상될 수 있다. 

다른 실시예에서, 다수의 사용자의 씬은 공공 장소에서 다수의 사용자를 위해 레코딩되는, 위에서 설명된 바와[0155]

같은 템플릿들에 의해 통지되는, 그리고 그 다음 - 실시간으로 또는 비-실시간으로 - 주목하지 않을 수 없는 비

디오 제작을 형성하기 위해 씬 샷들의 복합 세트로 만들어지는 클립들을 포함할 수 있다. 이들은 템플릿들, 시

선 데이터, 및 다른 센서의 입력에 의해 유도되는 고-품질 전자 제어 카메라들을 이용하여, HMD들을 착용하는

많은 사용자들 가질 수 있을 것이다. 비디오 공급물 및 클립들은 고 품질 실-시간 또는 비-실시간 "크라우드-소

싱된(crowd-sourced)"  비디오를  제작하기  위해  시선-동기화,  지리-동기화  및/또는  시간-동기화될  수  있다.

등록특허 10-2246310

- 27 -



또한, 비디오 캡처와 조합되는 유명 인사들, 전문직 종사자들, 또는 전문가의 시선 데이터로부터의 인증된 시선

-증강된 비디오가 실-시간 또는 비-실시간 용으로 캡처되고 판매될 수 있다. 다른 씬은 씬 카메라를 이용하여

플레이어의 관점에서의 시선 데이터를 방송하는 볼 게임이다. 플레이어의 시선(위에서 강조된 바와 같이) 및/또

는 다른 센서들에 의해 유도되어, 비디오는 플레이어의 시선 방향의 표시자(십자선)와 오버레이될 수 있거나,

또는 비디오가 줌 등으로 향상될 수 있다. 십자선-오버레이된 비디오 또는 시선-증강된(줌된+) 비디오가 실시간

으로 게임의 조회자들에게, 훈련 평가를 위한 플레이어의 코치에게, 장차 취학-연령의 스포츠 플레이어들에게,

또는 비디오 게임 제작자들에게 제공/판매될 수 있다. 그러한 증강된 비디오의 가치는 스포츠 및 엔터테인먼트

로부터, 군사 훈련, 수술 등까지의 광범위한 활동으로 확장될수 있다. 

EyeClips에 대한 다른실시예는 광고주들을 위한 비디오 클리핑이다. 광고주는 제품 샷들을 포함하거나, 또는 제[0156]

품 샷들과 관련 있을 수 있는 리얼-라이프, 주목하지 않을 수 없는, 감정적 상황들을 생산하기 위해 거금을 지

출한다. HMD 착용자들은 이들의 카메라들이 광고주들에게 가치 있는 품질 비디오(; 예를 들어, 코카 콜라(Coca

Cola) 캔들을 포함하는 클립들)를 레코딩할 의도로 특정한 활동들(급류 타기, 산악 자전거 타기, 스키 타기, 스

카이 다이빙)을 위해 실행하게(충분한 전력이 공급될 때) 하도록 동기를 부여 받을 수 있다. 광고주들에게 선택

클립들을 전송하기 위한, 그리고 광고주들이 가치 있는 클립들의 대금을 지불하기 위한 시스템이 제공될 수 있

다. 

집합 의식(Collective Consciousness)이라 칭해지는 다른 실시예는 사람의 관찰, 센서의 입력, 및 관련 측정가[0157]

능한 사람의 반응에 기초하여 어떤 방식으로든 예측가능한 개별 종목들, 주식 시장 동향, 국제적인 이벤트들,

정치적인 결과들, 실-시간 스포츠-이벤트 예측, 건강 상의 위협 맟 다른 사건들을 예측하기 위한 시스템 및 방

법을 포함한다. 

본 출원에 설명된 바와 같은 센서의 캡처 데이터를 갖는 웨어러블 컴퓨터는 이전에는 존재하지 않았던 예측 데[0158]

이터 생산을 가능하게 한다. 데이터들의 착용자들은 특정한 데이터를 캡처하도록 요청되고 이미지들, 소리, 사

람의 반응들, 및/또는 다른 센서의 입력이 요구되는 특정한 장소들을 가능하게 찾아낼 수 있다. 또는, 착용자들

은 데이터가 개인적으로 캡처되게 하기 위해 이들의 허가를 요청 받을 수 있거나, 또는 이들의 개입 없이, 집계

되고 익명으로 이루어지게 될 수 있다. 관련 눈-추적 데이터, 생체 측정 측량, 생체 인식, 및 다른 센서들를 이

용하는 비디오 캡처의 급증에 관해, 장래 이벤트들 및 결과물들을 예측하기 위해 집합 의식 또는 집합 잠재 의

식을 이용하기 위한 시스템이 제공될 수 있다. 예를 들어, 플로리다 오렌지 농장의 노동자들이 카메라들 및 디

스플레이들을 갖는 눈-추적-가능한 웨어러블 컴퓨터를 구비할 수 있다. 다가오는 오렌지 쥬스 선물을 예측하기

위해 그들의 수확 거동 및 관찰에 관한 거동 데이터가 수집될 수 있다. 때로는, 개인 작업자들이 디스플레이 정

보를 통해, 보다 유용한 데이터, 이를테면 보다 근접하게 오렌지를 검사하는 데이터, 또는 작물 또는 다른 정보

에 관한 그들의 의견을 묻는 질문에 대응하는 데이터를 캡처하는 특정한 액션들을 취하도록 지시될 수 있다. 카

메라들 및 디스플레이들을 갖는 눈-추적 가능한 웨어러블 컴퓨터들을 착용하는 사무직 직원들은 이들의 텔레비

전 시청, 라디오 청취, 또는 웹 브라우징 취미들 및/또는 텔레비전 방송(휴대용, 센서-캡처-구비, Neilson 모니

터링 디바이스), 라디오 쇼들, 및/또는 웹 컨텐츠에 대한 이들의 반응에 대해 모니터링될 수 있다. 그러나 데이

터로부터 유도가능한 집합 의식이 또한 해석될 수 있고 실-시간으로 또는 비-실시간으로 착용자들에게 다시 전

달될 수 있는 질문들, 지시들, 및/또는 액션들을 유도할 수 있다. 

다른 실시예는 UI, UX 및/또는 다른 증강 현실 양안/단안 추적에 3D 증강을 제공하기 위해 단안 디스플레이로[0159]

양안 눈-추적을 사용하는 것을 포함한다. 3차원(3D) 시선 데이터(z-축을 이용하여, 한 눈으로부터 제공되는 평

면 x-y 축 데이터에 추가하여)를 캡처하기 위해 두 개의 카메라를 이용하는 추적은 3차원 주의점을 제공한다.

시스템은 디스플레이를 구비하지 않거나 다양한 방식으로 양안 추적 데이터를 사용하기 위해 한 눈에 대한 하나

의 디스플레이, 양 눈에 대한 하나의 디스플레이, 또는 각 눈에 대한 하나의 디스플레이를 구비할 수 있다. 

디스플레이들에 대한 옵션들은, 두 개의 디스플레이가 제공될 때, 부분적인 시야에서든, 정보의 디스플레이들[0160]

및 증강 현실 오버레이를 통해 투명성을 갖는 전체 시야에서든, 또는 외부 세계의 모든 이미지로 인해 가려지는

모든 시야에서든, 각 눈에 대해 하나, 및 다른 불투명한 디스플레이들 상에 제시되는 임의의 증강 현실 오버레

이를 포함할 수 있다. 

양안 시선 정보를 획득하기 위해 눈을 향해 지향되는 두 개의 카메라를 사용하면, 프로세서 산출 시선 정보는[0161]

정보를, 한 눈에 의해 시청가능한 단일 모노 디스플레이, 양 눈에 의해 시청가능한 단일 모노 디스플레이, 또는

양 눈에 의해 별도로 시청가능한 두 개의 모노 디스플레이 상에 일정량의 시뮬레이트된 스테레오 이미지를 생성

하기 위한 UI 정보 또는 "증강 현실"(또는 "AR") 정보/이미지의 3차원 오버레이된 이미지를 제공하기 위해 디스
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플레이 데이터를 제어하는 프로세서들에 송신할 수 있다. 이러한 방식으로, 양안 추적은 단일 디스플레이 스크

린 상의 효과적인 3차원 디스플레이 또는 3차원 대화를 가능하게 할 수 있다. 사용자가 그들의 눈을 수렴 또는

발산함함에 따라, 디스플레이는 차원 감각을 생성하기 위해 변할 수 있다. 사용자의 양 눈이 거리(Z)의 아이템

들로 초점을 맞출 때, 이들은 사용자가 아마도 지배적인 눈으로, 제시된 씬을 보기 위해 단지 한 눈을 사용하고

있을 때에도, 켤레근을 통해 동시에 움직일 수 있다. 차원수를 에뮬레이트하기 위해 정보를 제공하기 위한 시스

템은 눈 지배성에 민감할 수 있다. 

UI는 디스플레이상의 초점 밖에 있는 요소에 이미지를 제공하여, 사용자가 그들의 눈을 발산 또는 수렴함으로써[0162]

초점을 맞추게 동기를 부여한다. 예를 들어, 이미지가 표면상으로 더 가까이 있고, 사용자가 이미지에 초점을

맞추도록 선택하는 경우, 사용자가 그의 눈을 수렴(양안 눈-추적 카메라들에 의해 측정될 수 있는 바와 같이,

더 가까이 보기 위해) 또는 발산(더 멀리 보기 위해)함에 따라 적절한 피드백과 함께, 이미지들은 서로에 관해

이동되고, 초점이 맞춰지거나 초점이 흐려질 수 있다. 사용자가 어렴풋한 이미지에 부자연스럽게 제시될 수 있

는, 더 가까운 무언가를 보기를 원할 때, 사용자의 눈이 수렴/발산하는 경우, 이미지들은 한 눈 또는 양 눈에

의해 보여질 수 있는 바와 같이 변형될 수 있다. 

추가로, 또는 대안적으로, 동공 확산이 또한 씬 뷰 내 지각된 차원수를 변경할 때를 결정하기 위해 추적될 수[0163]

있다. 예를 들어, 단일 지배적 눈을 이용하여 먼 대상물을 볼 때, 전경에 보일 대상물이 초점이 맞지 않게 보여

질 수 있다. 사용자가 이러한 지배적인 초점이 흐려진 전경 이미지를 응시하기 위해 훨씬 소량(예를 들어, 0.5

도) 눈을 움직일 때, , 이미지는 사용자의 동공이 반응하게 할 뿐만 아니라, 새로운 목표물이 더 가깝다는 감각

을 불러일으켜, 초점에 맞춰질 수 있다. 동시에, 먼 이미지는 거리에 대한 보다 높은 지각을 불러일으키도록 변

형될 수 있다. 

의도적/잠재적 태그 또는 편집은 다양한 방식으로 디스플레이와 상호작용함으로써 가치 있게 될 가능성이 있는[0164]

클립의 시작 및/또는 종료의 실-시간 의도적 사용자 태그를 가능하게 한다. 이러한 태그는 디스플레이를 이용하

여 또는 디스플레이를 이용하지 않고 상호작용을 통해 발생할 수 있다. 디스플레이는 이용하여 상호작용할 때,

사용자가 응시하는 시각적 메뉴를 통합하는, 디스플레이 및 사용자 간 대화가 존재하여, 제어, 주시, 체류, 비

약들, 스크린-상의, 스크린-밖의, 스크린 상의/밖의 액션들을 이용하여 디스플레이를 제어할 수 있다. 디스플레

이는 불투명,  반투명,  또는 투명할 수 있다.  부분적 시야의 디스플레이 또는 전체 시야의 디스플레이일 수

있다. 대화는 사용자가 태그 활동을 더 신속히 처리하는 것, 태그할지 열부를 결정하는 것, 무엇을 태그할 지

결정하는 것, 클립이 얼마나 길어야 하는지에 관한 정보를 획득하는 것, 시야 내 돌출 영역들에 초점을 맞추는

것, 텍스트, 음성 주석, 특수 효과들을 이용하여 클립을 향상시키는 것, 메타데이터로서 이용가능한 또는 가시

적일 수 있는 다른 센서의 입력을 통합하는 것을 도울 수 있다. 미디어 이미지들을 태그하기 위한 추가적인 옵

션들은 다음 중 하나 이상을 포함할 수 있다: 

● 태그는 클립이 레코딩되기 전 또는 된 후 비-실시간일 수 있다; [0165]

● 태그는 디스플레이를 사용하지 않고 다른 입력들 또는 제어로 수행될 수 있다; [0166]

● 태그는 시스템이 눈-추적 및/또는 디스플레이 성능을 통합할 수 있는 콘택트 렌즈의 사용자를 통합할 때 발[0167]

생할 수 있다. 

태그 및 편집을 제어하기 위한 사용자 및 프로세서 간 대화는 EEG 또는 다른 생체 인식 소스들로부터의 데이터[0168]

집합을 통합할 수 있고, 뇌파 자극 또는 센서의 피드백을 통해 사용자에게 피드백을 제공할 수 있다. 편집 클립

들, 오버레이들, 효과들, 및 향상을 산출하기 위한 프로세싱은 국부적으로 수행되거나, 분산된 사용자 프로세서

들 간에 공유될 수 있거나, 또는 원격 서버 상에서 수행될 수 있다. 

본 발명은 디스플레이가 사용자의 부분적 시야, 다수의 부분적 시야, 또는 사용자의 전체에 이르는 시야 내에서[0169]

관찰가능한 작동을 지원한다. 디스플레이는 그 범위가 완전히 투명한 것에서 디스플레이 및 세계의 사용자의 뷰

를 증강하기 위해 디스플레이를 통해 보는 실세계 이미지 상에 오버레이되는 임의의 이미지의 임의의 휘도 수준

에 이를 수 있다. 또한, 이의 이미지가 완전히 전자적으로 생성되는(전형적으로 가상 현실 디스플레이로서 지칭

되는), 비-투명한 디스플레이를 통합하는 형태는 위에서 언급된 바와 같이 오버레이되는 피드백 및 시각적 제어

또는 보충 이미지와 함께 사용되고, 이의 종료점이 사용자의 명백한 액션에 의해 태그되는 비디오 클립의 시작

점의 휴리스틱스 선택을 지원 및 확실히 증명할 수 있다. 

편리함을 위해, 본 출원에 제시되고 설명된 작동들이 다양한 인터커넥트된 기능 블록들 또는 별개의 소프트웨어[0170]

모듈들로서 설명된다. 이는 반드시는 아니나, 이러한 기능 블록들 또는 모듈들이 확실한 경계들 없이 단일 로직
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디바이스, 프로그램 또는 작동으로 동등하게 가져오는 경우들이 존재할 수 있다. 임의의 이벤트에서, 기능 블록

들 및 소프트웨어 모듈들 또는 설명된 피처들은 그것들 자체로, 또는 하드웨어 또는 소프트웨어 중 어느 하나로

다른 작동들과 함께 구현될 수 있다. 이러한 기능 블록들은 망막, 통합된, 투영된, 또는 다른 디스플레이들을

갖는 웨어러블 콘택트 렌즈들, 및 통합된 눈 추적 성능들을 갖는 웨어러블 콘택트 렌즈들 상에 이미지들을 투영

하는 것을 포함하는 웨어러블 디스플레이 기술들의 사용을 분명히 지원한다. 

본 출원에서의 임의의 실시예와 함께 도시된 요소들 또는 구성요소들이 특정한 실시예에 대해 대표적인 것이고[0171]

본 출원에 개시된 다른 실시예들 상에서 또는 이들과 조합하여 사용될 수 있다는 것이 이해될 것이다. 본 발명

은 다양한 변형예들, 및 대안적인 형태들에 영향을 받기 쉬우나, 이들의 특정한 예들이 도면들에 도시되었고 본

출원에서 상세하게 설명되었다. 그러나, 본 발명이 개시된 특정한 형태들 또는 방법들로 제한되지 않을 것이라

는 것, 본 발명이 모든 변형예들, 균등물들을 포함할 것이라는 것 및 대안예들이 첨부된 청구항들의 범위 내에

들어간다는 것이 이해되어야 한다.
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도면20

【심사관 직권보정사항】

【직권보정 1】

【보정항목】청구범위

【보정세부항목】청구항 13

【변경전】

방법으로서,

이미터에서, 사용자의 눈에 기준 프레임을 투영하는 단계와;

웨어러블 디바이스의 시선 추적 카메라에서, 사용자의 눈의 동공 및 눈꺼풀의 이미지들을 포함하는 시선 추적

데이터를 캡처하는 단계와;

상기 기준 프레임에 대한 사용자의 눈의 파라미터들을 모니터링하는 단계 - 모니터링하는 단계는 상기 시선 추

적 카메라에 의해 캡처된 이미지들에 기초하여 상기 적어도 하나의 눈의 동공의 가장자리들을 식별하는 단계 및

상기 식별된 가장자리들에 기초하여 상기 기준 프레임에 대한 동공의 좌표들의 근사치들을 구하는 단계를 포함

하며 - 와;

상기 기준 프레임에 대한 동공의 좌표들을 상기 엑소-카메라에서 캡처된 사용자의 주변의 이미지들과 연관시키

는 단계와; 그리고

디스플레이에 표시된 상기 사용자의 주변의 엑소-카메라 이미지들 상에 그래픽을 중첩시켜 상기 사용자의 주변

과 관련하여 사용자가 바라보는 대략적인 위치를 식별하는 단계를 포함하는 것을 특징으로 하는

방법.

【변경후】

방법으로서,

이미터에서, 사용자의 눈에 기준 프레임을 투영하는 단계와;

웨어러블 디바이스의 시선 추적 카메라에서, 사용자의 눈의 동공 및 눈꺼풀의 이미지들을 포함하는 시선 추적
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데이터를 캡처하는 단계와;

상기 기준 프레임에 대한 사용자의 눈의 파라미터들을 모니터링하는 단계 - 모니터링하는 단계는 상기 시선 추

적 카메라에 의해 캡처된 이미지들에 기초하여 적어도 하나의 눈의 동공의 가장자리들을 식별하는 단계 및 상기

식별된 가장자리들에 기초하여 상기 기준 프레임에 대한 동공의 좌표들의 근사치들을 구하는 단계를 포함하며 -

와;

상기 기준 프레임에 대한 동공의 좌표들을 엑소-카메라에서 캡처된 사용자의 주변의 이미지들과 연관시키는 단

계와; 그리고

디스플레이에 표시된 상기 사용자의 주변의 엑소-카메라 이미지들 상에 그래픽을 중첩시켜 상기 사용자의 주변

과 관련하여 사용자가 바라보는 대략적인 위치를 식별하는 단계를 포함하는 것을 특징으로 하는

방법.
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