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OBJECT-LEVEL IMAGE EDITING

TECHNICAL FIELD
[0001] This description relates generally to image editing; it is particularly related to, but in no way
limited to, systems and methods for editing digital images using information about objects in those

images.

BACKGROUND

[0002] Image processing tools such as Microsoft's Digital Image Suite (trade mark), Adobe Photoshop
(trade mark) and Illustrator (trade mark) as well as Google Picasa (trade mark) are known. There is an
increasing demand for such tools in both the domestic and professional markets. It is required to simplify
the actions needed by the user in order to operate the image processing tools as well as to provide a tool
that operates quickly and effectively. In addition it is required to provide increased functionality within
the tools such that users can perform more types of operations on digital images as well as to improve
existing functionality such that the results of opérations are more realistic and aesthetically pleasing.
[0003] It is required to provide an improved system and method for image editing or ir‘nage processing .

which overcomes or at least mitigates one or more of the problems mentioned herein.

SUMMARY
[0004] The following presents a simplified summary of the disclosure in order to provide a basic
understanding to the reader. This summary is not an extensive overview of the disclosure and it does not
identify key/critical elements of the invention or delineate the scope of the invention. Its sole purpose is
to present some concepts disclosed herein in a simplified form as a prelude to the more detailed
description that is presented later.
[0005] Systems and methods for editing digital images using information about objects in those images
are described. For example, the information about objects comprises depth ordering information and/or
information about the class each object is a member of. Examples of classes include sky, building,
aeroplane, grass and person. “This object-level information is used to provide new and/or improved
editing functions such as cut and paste, filling-in image regions using tiles or patchworks, digital tapestr).',
alpha matte generation, super resolution, auto cropping, auto colour balance, object selection, depth of ‘
field manipulation, and object replacement. In addition improvements to user interfaces for image editing
systems are described which use object-level information.
[0006] The present example provides a method of editing a source digital image co;nprising the steps of:
e accessing automatically generated object-level information about the source digital image, that
information comprising segmentation of the image into one or more objects and, for each of the

objects, details of a class that the object is 2 member of; and
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e automatically processing the source digital image on the basis of the object-level information to form
an output digital image.

[0007] In another example a corresponding apparatus for editing a source digital image is provided

comprising: .

e an interface arranged to access automatically generated object-level information about the source
digital image, that information comprising segmentation of the image into one or more objects and,
for each of the objects, details of a class that the objectis a member of; and

s aprocessor arranged to automatically process the source digital image on the basis of the object-level
information to form an output digital image

[0008] Preferably the object-level information comprises any of: information about depth ordering of at

least some of the objects; object attributes; and information about the position of the object paris.

[0009] In some examples the method further comprises combining at least part of the source digital

image with one or more reference digital images to form the output digital image and wherein the method

comprises accessing automatically generated object-level information about the reference digital images,
that information comprising segmentation of the reference images into one or more objects and, for each
of the objects, details of a class that the object is a member of.

{0010] In some examples, the method is carried out fora plurality of source digital imageé to create a

single output image and the output image is formed automatically on the basis of object-level information

about each of the source images. For example, in digital tapestry, photo-montage or other image
blending techniques. Preferably those methods comprise selecting parts of the source images for
inclusion in the output image on the basis of the object-level information. For example, selecting
locations in the output image to position parts of the source images on the basis of the object-level

information. l

[0011] In other examples the source image is of 2‘1 low resolution compared with the output image. For

example, the step of processing the source image comprises accessing a database of images, having

higher resolution than the source image, and selecting images from that database 10 use in forming the
output image, on the basis of the object-level information.

[0012] In some embodiments the output image is cropped from the source image and the step of

processing the source image comprises automatically cropping the source image on the basis of the object

level information. Preferably the method further comprises automatically cropping the source image on
the basis of a template, rule or criteria selected from a plurality of specified templates rules of criteria. In
some examples the step of processing the source image comprises adjusting the colour balance of that
source image on the basis of the object-level information.

{0013] Preferably said step of processing the source image comprises receiving only a single user input

for selecting an object in the source image and presenting an indication to a user via a user interface as to

which object in the source image is selected as a result of that single user input, the selection having been

made by the user with a single action.
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. [0014] Preferably the method further comprises arranging the user interface such that editing options
presented to a user via the interface are selected on the basis of the object-level information associated
with the selected object.

[0015] In some examples the method further comprises modifying any of the colour, focus or depth
order of the selected object.

[0016] Preferably said step of processing the source image comprises replacing an object or part of an
6bject in the source image with an image of a selected object or object part from a database and wherein
selection of the object or object part is made on the basis of the object-level information.

[0017] The apparatus described above may have any suitable features to perform the methods described
above.

[{0018] Another example provides a computer program comprising computer program code means
adapted to perform all the steps of any of the methods when said program is run on a computer.

[0019] For example, the computer program is embodied on a computer readable medium.

{0020] The method may be performed by software in machine readable form on a storage medium. The
software can be suitable for execution on a parallel processor or a serial processor such that the method
steps may be carried out in any suitable order, or simultaneously.

[00211 This acknowledges that software can be a valuable, separately tradable commodity. It is
intended to encompass software, which runs on or controls “dumb?” or standard hardware, to carry out the
desired functions, (and therefore the software essentially defines the functions of the register, and can
therefore be termed a register, even before it is combined with its standard hardware). For similar
reasons, it is also intended to encompass software which “describes” or defines the configuration of
hardware, such as HDL (hardware description language) software, as is used for designing silicon chips,
or for configuring universal programmable chips, to carry out desired functions.

{0022] Many of the attendant features will be more readily appreciated as the same becomes better = .
understood by reference to the following detailed description considered in connection with the

accompanying drawings.

DESCRIPTION OF THE DRAWINGS

[0023] The present description will be better understood from the following detailed description read in
light of the ac&ompanying drawings, wherein:

FIG. 1.is a schematic diagram of input to an object-level image editing system;

FIG. 2 is a schematic diagram of an object-level image editing system in more detail;

FIG. 3 is a high level flow diagram of a method of editing an image using an object-level image editing
system;

FIG. 4 is a flow diagram of a method of editing an image using tiling guided by object-level information;
FIG. 5 shows two example user interface displays of an object-level image editing system used for

semantic object removal;
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FIG. 6 is a flow diagram of a method of smart copy and paste and smart cut and paste;

FIG. 7a and FIG. 7b are schematic diagrams indicating smart copy and paste;

FIG. 8 is an example of an output image produced using smart digital tapestry;

FIG. 9 is a flow diagram of a method of digital tapestry guided using object-level information;

FIG. 10 is a flow diagram of a method of super resolution using object-level information;

FIG. 11 is a flow diagram of a method of automatically cropping an image using object-level
information;

FIG. 12 is a flow diagram of a method of automatically adjusting the colour of a source image using
object-level information;

FIG. 13 is a flow diagram of a single user-action method of selecting an object;

FIG. 14 shows a source image and the results of selecting a foreground object being a group of four cows
from the source imaée using object-level information;

FIG. 15 shows example user interface displays demonstrating object replacement using the image editing
system;

FIG. 16 is a flow diagram of a method of object replacement using object-level information;

FIG. 17 shows two user interface displays demonstrating depth of field manipulation using object-level

information;

FIG. 18 is a flow diagram of a method of providing a user interface of an image editing system using
object level information;

{0024] Like reference numerals are used to designate like parts in the accompanying drawings.
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DETAILED DESCRIPTION

[0025] The detailed description provided below in connection with the appended drawings is intended as
a description of the present examples and is not intended to represent the only forms in which the present
example may be constructed or utilised. The description sets forth the functions of the example and the
sequence of steps for constructing and operating the example. However, the same or equivalent functions
and sequences may be accomplished by different examples. '
[0026] FIG. 1 is a schematic diagram showing inputs to an object-level image editing system. A
source image 10 of any suitable type in digital form is provided to an object recognition system 11. The
source image 10 in the present example shows a light aircraft standing on grass in front of a building. A
cloudy sky is visible above the building. The object recognition system produces an analysis of the
source image. The analysis results are represented in FIG. 1 as an image 12 although this is not essential.
Any suitable form of representation can be used. The analysis of the source image comprises a
segmentation of that source image into one or more objects. In the example shown the image is
segmented into four main regions which are indicated by shaded regions in image 12 of FIG. 1. The
object recognition system also labels each segmented region as being of a particular type of object class.
In this example the four regions are identified as being of object classes sky 14, grass 16, building 15 and
plane 17. The information produced by the object recognition system is referred to herein as object-level
information and this is accessible to the image editing system 13 of the present invention together with
the source image 10 itself.

[0027] Any suitable type of object recognition system 11 can be used which has the ability to segment a .
source image and identify appropriate object classes for segmented regions of the source image. At least
a plurality of possible object classes is used to label the segmented image regions and in a preferred
example, around 20 object classes it is possible to increase the scale of the system and use much higher
numbers of object classes. Examples of object classes comprise sky, grass, person, building, horse,
plane, cow, sheep, water, boat, tree, road and flower. In some embodiments the object recognition’
system 11 is preferably also able to provide depth ordering information for the identified objects although
this is not essential. Also, the object recognition system is preferably, but not essentially, able to identify
particular instances of objects (e.g. recognise an image of a person as being of a particular named
individual) and to identify information about the object such as its orientation, object attributes, presence
and position of object parts (e.g. person’s face, leaves of a tree, roof of a building). The object
recognition system may optionally comprise semantic information associated with the object classes such
as information about the relative sizes of objects of class person and building or information about the
general position of objects such as sky in images.

[0028] FIG.2isa schematic diagram of the object-level image editing system 13 of FIG. 1 in more
detail. One or more source images 10 and optionally one or more reference images 9 are input to the
object recognition system 11 discussed above. For example, the source image may comprise a

photograph of a person against a walled background. The reference image may comprise a garden
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landscape. In the case that the image of the person is to be pasted onto the garden landscape the output
image would comprise an image of the person against a garden landscape. The object recognition system
is preferably used to analyse both the source images and reference images. The recognition results, in
addition to the source 10 and reference images 9 are made available to the object-level image editing
system 13. That system comprises an object-level information interface 8 which interfaces with the
object recognition system 11 or accesses results of that object recognition system in any suitable manner.
A processor 7 is also provided and optionally a user interface 6. The processor is of any suitable type
such as a personal computer, an operating system, a dedicated processor or a distributed system. The
object-level image editing system produces an output image 5 on the basis of the various inputs.

[0029] By using the object-level information provided by the object recognition system we are able to
provide new ways of automaticalty editing images and to improve existing methods of automatically
editing images. A high level summary of a method of editing an image is now given and then examples
of particular methods are set out.

[0030] In any of the embodiments described herein it is also possible for a user to optionally modify or
correct the object-level information prior to using that information for image editing. The user can make
these modifications or corrections manually or in any other suitable manner.

[0031] FIG. 3 is a high level flow diagram of a method of editing an image using an object level image
editing system. Object level information about one or more source images, and optionally one or more
reference images is accessed (see box 35). This is done using the interface 8 of FIG. 2. The source
image(s) and any reference image(s) are processed on the basis of the object level information (see box
36) and an output image formed (see box 37).

[0032] Examples of particular methods of editing images using object-level information are now given:

Smart tiling

[0033] In our earlier US patent application entitled “Image region filling by example-based tiling”
published on 26 August 2004 with publication number US2004-0165787A1, we describe using tiles of
image data to perform various tasks including, but not limited to, repairing (e.g. hiding tears, scratches,
stains, and other damage), correcting (e.g. removing red eyes and other undesirable features), and
modifying (e.g. removing features of the image) a digital image. In many such activities, the task may be
accomplished by “filling” a region in the image with other image data. In that earlier patent application
we describe borrowing example tiles of image data from the proximity of a destination image region or
some other source to generate new image data for filling in the region. The example-based ﬁiling
system described identifies appropriate filling material to replace a destination region in an image and
fills in the destination region using this material, thereby alleviating or minimising the amount of manual
editing required to fill in a region in an image. Destination regions may be designated by user input (e.g.

selection of an image region by a user) or by other means (e.g. specification of a colour or feature to be

replaced).
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[0034] In the present application we extend and build on that earlier work by enabling the selection of
appropriate filling material to be guided using the object-level information. In addition, we enable the
designation of destination regions to be automatically achieved, by using the object-level information.
The term “tile” is used herein to refer to a region or patch of image data suitable for filling a destination
region ofa digital image. A tile can be represented by a group or grid of pixels or in any other suitable
manner.

[0035] FIG. 4 isa flow diagram of a method of using tiles in the object-level image editing system of
the present application. This figure is the same as FIG. 3 except that tiles of image data are used in the
processing stage (see box 39). For example, the tiles of image data are patches of pixels or grids of
pixels. The tiles of image data can be used for example, to fill in regions of an image where an object has
been deleted. Preferably the tiles of image data are selected on the basis of the object-level information
(see box 38). For example, they are selected from an object of the same class (or the same object part) as
an object/parts which needs to be filled. The tiles can be selected from any of: the source and reference
.images, other objects of the same class in the source and reference images, and a store of other objects of
the same class (as the object being filled).

[0036] In addition, depth ordering information can be used to guide selection of tiles for filling in image
regions. For example the selected tiles need only be consistent with objects behind the object to be
removed. This is now discussed with reference to the example in FIG. 5. FIG. 5 gives two example user
interface displays 35, 36 from our object-level image editing system used for semantic object removal.
Display 35 comprises an image of a person 31 standing in a grassed area with a path receding into a
background 30 which has trees and sky visible. Each display 35, 36 has graphical user interface devices
such as a hierarchical selection structure 34 and an operation bar 33. In the display 35 the operation bar
33 indicates that the focus of the image is being worked on, presents a slider bar 33 to adjust the amount
of blur in the image and provides a selection box to make the image greyscale rather than colour for
example. Buttons to apply the settings or cancel them are also provided. In the example of display 35
the user has selected the person 31 in any suitable way, such as by placing the mouse pointer over the
person 31 and is presented with a menu 32 of available actions including in this example, erase, focus, fix
red eye, and colour levels. Suppose the user selects the erase function from menu 32. The image of the
person 31 is “semantically” erased giving the result shown in display 36.

[{0037] In display 36 it can be seen that the background 30 is preserved, the image of the person 31 is
omitted and the image region previously taken up by the image of the person 31 is filled in, in a manner
appropriate to the rest of the image.

[0038) The image region previously taken up by the person is indicated by reference numerals 40 and 41
in FIG. 5. Depth ordering and shape information is used to infer that the region behind the person is to
be filled in using “grass like” tiles in region 41 and “tree like” tiles in region 40. Without this depth
ordering information it could be that “grass like” tiles are used to fill in the whole region where the image

of the person 31 previously was. Also, if there were objects in front of the person being erased, the depth
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information would allow them to be ignored during the fill in. In addition, segmentation information,

segmenting the image into grass, trees, people objects and sky is used to infer which types of tiles to use.

Smart copy and paste (and smart cut and paste)

{0039] The processes of copying and cutting image regions are preferably identical except that the
process of cutting also involves filling in the area of source image from which a region is cut. Preferably
the filling in process is carried out intelligently using object-level information.

[0040] FIG. 6 is a flow diagram of a method of using the object-level information for smart copy and
paste, or smart cut and paste. Assume thata source image comprises an object to be cut or copied and a
reference image which in this case is referred to as a target image is provided to paste the cut/copied
object into. The method comprises accessing object-level information about the source and target image
as discussed above (see box 60 of FIG. 6). The object-level information is used to copy or cut an object
from the source image (see box 61). For example, the segmentation information is used to identify
objects and one of these is selected either automatically (for example, using depth ordering information
to pick a foreground object, or using pre-specified rules in conjunction with the object class information)
or as a result of user input. Once an object is selected, any suitable method of cutting or copying that
object is used as known in the art. In the case of cutting, we preferably also fill-in the area of the source
image from which a region is cut. This filling in is carried out intelligently using object-level
information.

. [0041] An assessment is then made as to whether there are any regions of the cut/copied object which
are occluded in the source image. Depth ordering information and or other object-level information is
used to make this assessment. If there are occluded regions, these are filled in (see box 63) using tiles
selected using the object-level information from the source image (as discussed above). In addition
regions in the source image that are left blank as a result of any cut operation are filled in if required.
This is done using tiles selecting using the object-level information.

[0042] The next stage comprises comparing the object-level information about both the cut/copled
object and the target image and deciding whether the cut/copied object needs to be edited (see box 64).
For example, the size of the cut/copied object may need to be altered to correspond to the scale of the
objects in the target image. Object class information may comprise information about the relative size of
objects of different classes. For example, objects of class building can be specified as larger by a certain
factor than objects of class person. Using this information in conjunction with depth ordering
information it is possible to automatically determine an appropriate size for the object to be pasted into
the target image. In another example, the focus of the object to be pasted may need to be altered to match
the focus in the target image. Again, depth ordering information can be used together with information
about depth of field information in the target image to decide what focus to apply to the object to be
pasted. In another embodiment the colour of the object to be pasted can be altered according to colour

details of the target image. Other options include changing the illumination or orientation of the object to
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be pasted, changing facial expressions in images of people to match those of objects in the target image
and others.

[0043] If a determination is made to edit the object to be pasted in a particular way that object is
automatically edited as required (see box 65) and then pasted into the target image (66). It is noted that
any of the steps of the method may be carried ou;t in parallel or in different orders to achieve an
equivalent result.

[0044] FIGs. 7a and 7b illustrate an example of using smart copy and paste. FIG.7a schematically
shows an image of a person 71 standing behind a post 70. The image of the person is to be copied and
pasted into a reference image, referred to in this example as a target image 74 (see FIG 7b). The result of
copying the image of the person is indicated in FIG 7a and it can be seen that a blank region 72 exists
where the post 70 previously occluded part of the image of the person. During the copying process the
object-level information about the person is used which provides segmentation for the person and depth
ordering information about the post and person.

[0045] The occluded region 72 is filled in using tiles to yield a complete image 73 (see FIG. 7b). That
complete image 73 is to be pasted into target image 74 which shows a house. Object-level information
about the target image indicates that the relative size of a house and a person is such that the complete
image 73 needs to be resized. After appropriate re-sizing, and any other determined edits such as

refocusing or recolouring the image of the person 75 is pasted into the reference image.

Improved digital tapesiry

[0046] FIG. 8is an example of an output image produced from our object-level image editing system
after performing improved digital tapestry. The term “digital tapestry” is used herein to refer to using
parts of a plurality of source images and blending those parts together to form a single output image. In
the example shown in FIG. 8 12 source images were used to form the single digital tapestry output
image.

[0047] Any suitable method of blending the image parts together can be used. For example, our earlier
European Patent application number 05254745.2, filed on 28 July 2005, entitled “Image Blending”
describes a suitable method of digital tapestry. Our CVPR conference paper entitled “Digital Tapestry”
Carsten Rother, Sanjiv Kumar, Vladimir Kolmogorov, Andrew Blake, 2005, San Diego, USA also
describes a suitable method of digital tapestry. 1n the present application, digital tapestry is improved by
enabling selection of image parts from the source image to be guided using the object-level information
about the source images. In addition, selection of positions in the output image to place those image
parts is guided using the object-levél information.

[0048] FIG. 9 is a flow diagram of a method of improved digital tapestry or image blending. It
comprises accessing object-level information about each of a plurality of source images using the
methods described above (see box 90). The object-level information is used to select source image

region to be used (see box 91). For example, object class information may be used in conjunction with

9
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specified criteria or rules to select pertinent image regions. If there are many images of people for
example, it may be specified to select only a threshold number of these for inclusion. Criteria or rules
may be specified to prefer some classes of object over others, for example, with grass or roads given
lower preference than animals or people. It is also possible to give preference to objects of rare classes of
which only one or two for example exist in the source images.

[0049] The object-level information may also be used to automatically select locations in the output
image for the selected source image regions (see box 92). For example, source image regions may be
positioned such that objects of class sky are placed near the top of the output image. The source image
regions are then blended to form the digital tapestry as discussed above (see box 93). For example, in
FIG. 8 it can be seen that the source image regions containing sky are all positioned so that the sky is at
the top of the composite, output image. Also, the images of people are selected such that different people

are shown, or where the same person is shown more than once, different poses of that person are given.

Super resolution using object level information

[0050] Super resolution is the process of making a high resolution image from a low resolution one.
Existing super resolution methods ignore the type of object when creating the high resolution image and
hence often fill in inappropriate details. An example of existing super resolution methods is given in
William T. Freeman, Thouis R. Jones, and Egon C. Pasztor, “Example-based super-resolution”, IEEE
Computer Graphics and Applications, March/April, 2002.

[0051] FIG. 10 is a flow diagram of a method of using object-level information to improve super
resolution. The source image has lower resolution than the output image. Object level information is
accessed about the source image (see box 110) as described above. A database of patches or tiles of
images having higher resolution than the source image is then accessed (see box 110). The image editing
system selects patches or tiles of the same object class or object part as an object in the source image (see
box 112) and constructs a high resolution image using the selected patches or 'tiles (see box 113). The
tiles and the method of filling using those tiles may be as described above in the section headed “smart

tiling” or any other suitable method may be used.

Auto-crop using object level information

[0052] A common need in image editing is the ability to crop images to create aesthetically pleasing
images in which the proportions of various objects depicted and the relative positions of objects and
colours are harmonious and pleasant. It is also required to be able to crop images to meet particular
requirements, such as passport photograpbs, and to illustrate bbjects or scenes in the most clear and
understandable way. Previously artists and graphic designers have manually cropped digital images to
achieve these and similar objectives. However, there is a desire to enable non-skilled users to crop

images effectively and to provide systems which automaticaily crop images without the need for human
intervention.
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[0053] FIG. 11.isaflow diagram of a method of automatically cropping a source image using object-
level information. The object level information about the source image is accessed (see box 120) as
described above. The image editing system then accesses rules, criteria and/or templates (which may be
probabilistic) for image cropping. These rules, criteria and/or templates are pre-specified. For exaﬁple,
they are created on the basis of empirical data about how expert artists and image croppers transform a
given digital image into a cropped one. The rules, criteria and/or templates may be associated with
particular situations, such as templates for passport photograi)hs, templates for landscape photographs,
templates for portrait photographs, rules for images of still life objects, rules for images of moving
objects etc. An example of a rule may be to preserve a ratio of 1/3 sky to 2/3 ground in an image of a
landscape scene.

[00541 Appropriate ones of the rules, criteria and/or templates are then selected (see box 122). This
selection can be made on the basis of user input or automatically on the basis of the object level
information in the source image. For example, if the object level information indicates that the image
comprises a person in the foreground and grass in the background, the portrait photograph template may

be selected.

[0055] Using the selected rules, criteria or templates the source image is then cropped (see box 123).

Auto-colour balance using object level information

[0056] It can often be the case that due to artifacts and other processes, the colour distribution of a given
digital image is not realistic, not aesthetically pleasing or inaccurate. In such situations it is known to
change the colour distribution either manually or semi-automatically by trial and error. We improve on
this by enabling object-level information to be used to guide and improve colour balancing.

{0057] FIG. 12 is a flow diagram of a method of automatically colour balancing an image using object—
level information. The object —level information about the source image is accessed (see box 130) as
described above. A comparison is then made (see box 131) of the colour details of an object in the
source image with pre-specified colour details about objects of the same class (see box 131). For
example, suppose an image comprises an object of class grass. The colour distribution of that object in
the actual image might be biased towards a particular value which is substantially different from known,
pre-specified colour distributions for objects of class grass. The difference between the two colour
distributions provides an indication as to how the colour distribution of the whole source image should be
adjusted to provide a more realistic and/or pleasing result. The colour details compared can be colour
distributions, colour values, particular colour statistics or any other suitable colour information. Itis then
possible to adjust the colour of the source image on the basis of the comparison (see box 132). The

colour of only the object can be changed or of the whole image.

- TouchCut

11



WO 2007/100470 PCT/US2007/003529

[0058] The use of object-level information in the image editing system as described herein is
particularly advantageous because it enables single-click (or single user action) object selection. This
ability is particularly useful for image editors who typically need to edit given objects in an image
separately or independently of the rest of the image. Previously, it has been necessary to manually draw
around required objects to select them, using lassoing tools, drawing tools or the like. This is time
consuming and requires fine manual dexterity and expertise. The single-click object selection of the
present application avoids these problems and is also referred to herein as TouchCut.

[0059] FIG. 13. is a flow diagram of such a method. Object-level information is accessed about the
source image (see box 140) as described above. The image editing system then receives a user input
selecting an object in the source image. This user input can be of any suitable type such as a mouse click,
touch screen event, key press, sound or other user input. The user input requires only a single user-action
to be made in order to select the object (see box 141). This is a huge improvement over the prior art
where objects generally had to be selected by drawing round their borders. The image editing system
then selects the object (box 142) and may or may not indicate, this via the user interface, for example, by
highlighting the selected object, presenting a flashing border around the selected object or in other ways.
[0060] FIG. 14 shows a source image 20 of a group of four cows against a background of grass.
TouchCut is used to select the foreground object, being the group of four cows 22. This is achieved with
a single mouse click anywhere in the region of the source image 20 comprising the cows.

[0061] Once TouchCut is used to select an object that object can be manipulated in any suitable manner,
for example to emphasise that object by changing its colour, focus or size, by adding borders to that
object, adding shading, changing the depth ordering of the object relative to other objects in the image, or
in any other suitable manner. Alternatively, such‘actions or manipulations can be made to the parts of the
source image which are not selected. '

[0062] A particular embodiment in which the selected object is replaced by another image is now

discussed.

SmartReplace

[0063] FIG. 15 shows example user interface displays of our image editing system where SmartReplace
is used. A first user interface display 50 comprises an image of an aeroplane standing on grass in front of
a building above which sky is visible. In that first user interface display 50 it can be seen that the sky
“object 54 has been selected using TouchCut or in any other suitable manner. In this example the
selection is indicated by a dotted border around the sky object 54. In addition a menu 53 of possible
actions to be performed on the sky object is presented. The menu comprises the options: replace and
colour levels in this example. 4

[0064] Suppose that the user selects the replace option; display 51 is then presented. A command bar is
presented indicating that the replace function is current and providing two example sky object instances

55 to use to replace the existing sky. The user selects one of these object instances and clicks apply. The
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sky object of the first display 50 is then replaced by the selected sky object instance as indicated in the
second display 51.

[0065] Suppose that the user proceeds to erase the building object and the grass object and fill these
image regions in with sky; the result is indicated in the third display 52 showing an aeroplane against sky
only. Sky has been used to fill in the regions previously occupied by building and grass. In this display
the command bar now shows the option to erase the aeroplane object or t0 fill in again 56 and this can be
done whilst ignoring the object labels 57 if required.

[0066] Thus StartReplace involves using object-level information about a selected object to select
appropriate material with which to replace the selected object. FIG. 16 is a flow diagram of a method of
SmartReplace.

[0067] For a selected object in a source image, the image editing system accesses object-level
information about that object and/or the source image as a whole (see box 170). A reference object is
then selected from a database (see box 171). The reference object is preferably of the same classora
related class to the selected object. For example, clear sky may be replaced by a cloudy sky.
Alternatively, an image of a cow whiéh is unclear may be replaced by an image of a horse. The selection
may also be made on the basis of object-level information about the source image as a whole. For
example, that information might indicate that the source image is a landscape photograph so that object
instances inappropriate for inclusion in such a landscape are not selected. The next stage involves
replacing the selected object with the reference object (see box 172). This is achieved in any suitable
manner as known to the skilled person. In a particular embodiment the smart replace process comprises
object synthesis. For example, suppose that it is required to change the image of a particular instance ofa
person by replacing the hair on that person. In this case the object-level information is used to identify
and locate the hair object part of the person image. Tiles are picked from a database such that the tiles
are from another instance of a hair object part. Those selected tiles are then used to replace the existing
hair in the image. In this way a new object instance of a particular class is created; that new object

instance not having been part of the database.

Smart depth of field manipulation

{0068] The object-level information can also be used for smart depth of field manipulation. For
example, FIG. 17 shows two user interface displays 180, 181 from the image editing system. The first
user interface display 180 shows a source image of a person 31 standing in the foreground with a grassed
area receding into the background. TouchCut or any other suitable method is used to select the person 31
as described above. A menu 32 is presented indicating the actions that are possible with respect to the
image of the person 31. These include for example, erase, focus, fix red eye and colour levels. Suppose
focus is selected. This is indicated in a command bar in the second user interface display 181. A slider
bar for adjusting the level of blur 33 is provided and when the amount of blur is selected to be high the

results are shown in display 181. It can be seen that the image of the person 31 is retained in focus whilst

13



WO 2007/100470 PCT/US2007/003529

blur is applied to the rest of the image. However, this is not essential. The depth of field can be adjusted

in any suitable way taking into account the object-level information.

User interface improvements
[0069] We also improve the user interface of the image editing system using the object-level
information. This is achieved by arranging the user interface such that the editing options presented to a
user via the interface are selected on the basis of the object-level information associated with the selected
object. For example, in FIG. 5 the menu 32 associated with the selected image of a person 31 comprises
options suitable for operation on the image of the person. These comprise: erase, focus, fix red eye,
colour/levels. In contrast, FIG. 15 shows menu 53 associated with the object, sky. This menu only
presents the options of replace and colour/levels. This is because operations such as fix red eye and focus
are not appropriate for objects of class sky. In order to achieve this class specific editing options are
specified and are accessible to the image editing system. Menu options may depend on attributes of the
object class, e.g. is it structured or does it belong to a broader category €.g. vehicles.
[0070] FIG. 18 is a flow diagram of a method of providing a user interface of an image editing system
using object level information. Object-level information is accessed about an image being displayed at
the user interface (see box 190). An object in the image is then selected (see box 191). For example, this
is achieved using a user input or is carried out automatically by the editing system. Class specific editing
options are then accessed from a store of specified class specific editing options. Editing options
appropriate for the class of the selected object are accessed (see box 192) and presented via the user
interface (see box 193).
[0071] Those skilled in the art will realise that storage devices utilised to store program instructions can
be distributed across a network. For example, a remote computer may store an example of the process
described as software. A local or terminal computer may access the remote computer and download a
part or all of the software to run the program. Alternatively, the local computer may download pieces of
the software as needed, or execute some software instructions at the local terminal and some at the
remote computer (or computer network). Those skilled in the art will also realise that by utilising
conventional techniques known to those skilled in the art that all, or a portion of the sofiware instructions
may be carried out by a dedicated circuit, such as a DSP, programmable logic array, or the like.
[0072] Any range or device value given herein may be extended or altered without losing the effect
sought, as will be apparent to the skilled person.

[0073j The steps of the methods described herein may be carried out in any suitable order, or
" simultaneously where appropriate.
[0074] It will be understood that the above description of a preferred embodiment is given by way of
example only and that various modifications may be made by those skilled in the art.
[0075] Although the present examples are described and illustrated herein as being implemented in an

image editing system for digital still images, the system described is provided as an example and nota
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limitation. As those skilled in the art will appreciate, the present examples are suitable for application in
a variety of different types of image processing systems such as video processing, medical image
manipulation systems, virtual reality systems, computer. game presentation systems, and editing facilities

built into a camera.
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CLAIMS

1. A method of editing a source digital image comprising the steps of:

(i) accessing automatically generated object-level information about the source digital image, that
information comprising segmentation of the image into one or more objects and, for each of the objects,
details of a class that the object is a member of; and .

(ii) automatically processing the source digital image on the basis of the object-level information to form

an output digital image.

2. A method as claimed in claim 1 wherein the object-level information comprises any of:
information about depth ordering of at least some of the objects; object attributes; and information about

the position of the object parts.

3. A method as claimed in claim 1 or claim 2 which further comprises combining at least part of the
source digital image with one or more reference digital images to form the output digital image and
wherein the method comprises accessing automatically generated object-level information about the
reference digital images, that information comprising segmentation of the reference images into one or

more objects and, for each of the objects, details of a class that the object is a member of.

4. A method as claimed in claim 1 or claim 2 which is carried out for a plurality of source digital

images to create a single output image and wherein the output image is formed automatically on the basis

of object-level information about each of the source.images.

5. A method as claimed in claim 4 which comprises selecting parts of the source images for

inclusion in the output image on the basis of the object-level information.

6. A method as claimed in claim 4 or claim 5 which comprises selecting locations in the output

image to position parts of the source images on the basis of the object-level information.

7. A method as claimed in claim 1 wherein the source image is of a low resolution compared with .
the output image.
8. A method as claimed in claim 7 wherein the step (ii) of processing the source image comprises

accessing a database of images, having higher resolution than the source image, and selecting images

from that database to use in forming the output image, on the basis of the object-level information.
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9. A method as claimed in claim 1 wherein the output image is cropped from the source image and
wherein the step (ii) of processing the source image comprises automatically cropping the source image

on the basis of the object level information.

10. A method as claimed in claim 9 which further comprises automatically cropping the source

image on the basis of a template, rule or criteria selected from a plurality of specified templates rules of

criteria.

11. A method as claimed in claim 1 or claim 2 wherein the step (ii) of processing the source image

comprises adjusting the colour balance of that source image on the basis of the object-level information.

12. A method as claimed in claim 1 or claim 2 wherein said step (ii) of processing the source image
comprises receiving only a single user input for selecting an object in the source image and presenting an
indication to a user via a user interface as to which object in the source image is selected as a result of

that single user input, the selection having been made by the user with a single action.

13. A method as claimed in claim 12 which further comprises arranging the user interface such that
editing options presented to a user via the interface are selected on the basis of the object-level

information associated with the selected object.

14. A method as claimed in any of claims 12 to 13 which further comprises modifying any of the

colour, focus or depth order of the selected object.

15. A method as claimed in claim 1 or claim 2 wherein said step (ii) of processing the source image
comprises replacing an object or part of an object in the source image with an image of a selected object
or object part from a database and wherein selection of the object or object part is made on the basis of

the object-level information.

16. An apparatus for editing a source digital image comprising:

(i) an interface arranged to access automatically generated object-level information about the source
digital image, that information comprising segmentation of the image into one or more objects and, for
each of the objects, details of a class that the object is a member of; and

(ii) a processor arranged to automatically process the source digital image on the basis of the object-level

information to form an output digital image.
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17. An apparatus as claimed in claim 16 wherein the object-level information comprises any of:
information about depth ordering of at least some of the objects; object atiributes; and information about

the position of the object parts.

18. An apparatus as claimed in claim 16 or claim 17 wherein the processor is arranged to combine at
least part of the source digital image with one or more reference digital images to form the output digital
image and wherein the interface is arranged to access automatically generated object-level information
about the reference digital images, that information comprising segmentation of the reference images into

one or more objects and, for each of the objects, details of a class that the object is a member of.

19. A computer program comprising computer program code means adapted to perform all the steps

of any of claims 1 to 15 when said program is run on a computer.

20. A computer program as claimed in claim 19 embodied on a computer readable medium.

18



WO 2007/100470 PCT/US2007/003529

FIG. 1



WO 2007/100470

10

Source
image

PCT/US2007/003529

20of 18

’/—13

Object
recognition
system 11

Reference
image

R

Object level information
interface 8

Processor 7

User interface 6

Output
image 5

FIG. 2




WO 2007/100470

30of18

Access object-level information
about source image(s) and
reference image(s) if any

|

Process the source image on the
basis of the object-level information

-

Output image
37

FIG. 3

PCT/US2007/003529



WO 2007/100470

4 0f18

PCT/US2007/003529

Access object-level information
about source image(s) and

reference image(s) if any a5

Select tiles on basis and object-
level information

38

l

l

Process the source image on the
basis of the object-level information

Use tiles of image data

39

o

Output image
37

FIG. 4




WO 2007/100470 PCT/US2007/003529

o e 2o ha T TR

o bk .

@ g All objects (
e-{g]Person
, - lPerson
+ [FRoad

- b [ Cress
7] Trees
-@sky

{

FIG. S .



WO 2007/100470 PCT/US2007/003529

6 of 18

Access object-level information about source
image and target image 60

l

Use object-level information to copy or cut an
object from the source image 61

Are any regions of the cut/
copied object occluded in
the source image?

62

NO

YES

Fill in the occluded regions using tiles selected
using the object-level information from the
source image 63

Compare object-level
_ information about the cut/

copied object and the target
image. Does the cut/copied
object need to be
edited?
64

YES

NO

Automatically edit the cut/copied object

l 65
Paste the cut-copied object into the target
image 66

FIG. 6



WO 2007/100470 PCT/US2007/003529

7 of18

72

-
=\

70
FIG. 7TA

73 | /

75 /% |_|

FIG. 7B



WO 2007/100470 PCT/US2007/003529

8of18

FIG. 8



WO 2007/100470 PCT/US2007/003529

9 of 18

Access object-level information about each of
a plurality of source images

l

Use object-level information to select source
image regions to be used

l

Use object-level information to select locations
in the output image for the selected source
image regions

Blend the source image regions to form the
digital tapestry

90

91

92

93

FIG. 9



WO 20
07/100470 PCT/US2007/003529

10 of 18

Access object-level information about source
image

l

Access a database of patches or tiles of
images having higher resolution than the
source image
. 111

110

Y

Select patches or tiles of the same object class
or object part as an object in the source image

‘ 112

Construct a high resolution image using the
selected patches or tiles

113

FIG. 10



WO 2007/100470 PCT/US2007/003529

11 of 18

Access object-level information about source
image

|

Access rules, criteria and/or templates for
image cropping

l

Select appropriate rules, criteria and/or
template to use on the basis of object-level
information or user input

Use the selected rules, criteria or template to
crop the source image

120

121

122

123

FIG. 11



WO 2007/100470
PCT/US2007/003529

12 of 18

Access object-level information about source
image

l

Compare colour details of an object in the
source image with pre-specified colour details
about objects of the same class

131

|

Adjust colour of the source image on the basis
of the comparison :

130

132

FIG. 12



WO 2007/100470 PCT/US2007/003529

13 of 18

Access object-level information about source
image

l

Receive user input selecting an object in the
source image, that user input requiring a single
user-action only

|

Selecting the object

" 140]

141

142

FIG. 13



WO 2007/100470 PCT/US2007/003529

14 of 18

21

FIG. 14



WO 2007/100470 PCT/US2007/003529

it A0
[ Gruass
i»-mﬁuﬂdlng

iy

Teioocemasvessn

34

PRI L
SIS T AT,

2. 50
Podd” Pl AR
g S

= All objects
& EiPlanes

-1 Building
e,

34

ObjectPafnl™ A R i L R G B vt
iald ’ - - - o T o ™ ~
e ver §

= Al objects

At

PRty

e
o




WO 2007
/100470 PCT/US2007/003529

16 of 18

For a selected object in a source image,
access object-level information about that
object and/or the source image as a whol%*?O

l

Select a reference object of the same class as
the selected object from a database

|

Replace the selected object with the reference
object

171

172

FIG. 16



WO 2007/100470

34 33 17 of 18
T B e e oL ET N
":éf Objectliii’i,nli‘?‘w&w.“lfﬁs Fe e VE R ; SETTRAR N

PCT/US2007/003529

Fe Edb Viw KB
& @] ANl objects
Person

-y Rerson!

| Faes T aaind

180

<
i 5
]
i
:

.o

' -p Grass

- Trees
@Sk

181

':‘F:Maif?gtbysca!e‘ :




WO 2007/100470 PCT/US2007/003529

18 of 18

Access object-level information about an
image being displayed at the user interface

190

Select an object in the image

Access class-specific editing options
appropriate for the class of the selected object

. 192

Present these editing options via the user
interface

191

193

FIG. 18



International application No.

PCT/US2007/003529

INTERNATIONAL SEARCH REPORT

A. CLASSIFICATION OF SUBJECT MATTER

GOGF 17/24(2006.01)i

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)
IPC 8 : GO6F

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched
Korean Utility models and applications for Utility models since 1975
Japanese Utility models and applications for Utility models since 1975

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)
PAJ, FPD, USPAT, eKIPASS, IEEE, YAHOO, GOOGLE , Keyword: "image, edit, depth, object"

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.

X US 06069713 A (KIYOSHI KUSAMA) 30 May 2000 1-20
(See abstract, Fig.1- Fig.11, column 1 line18-24, column3 line 36 - column 7 line 27, claim 1,
claim 19).

A US 05469536 A (ARTHUR M. BLANK) 21 November 1995 1-20
(See abstract, Figure 4a-4h, Figure 24a-25b, column 10 -23)

A US 2004-0095357 A1 (BYONG MOK OH ET AL) 20 May 2004 1-20
(See abstract, Fig.1-Fig5, paragraph [0055]-[0074])

A WILLIAM A. BARRET ET AL, "Object-Based Image Editing", ACM Transactions on Graphics 1-20
(TOG) archive.Volume 21, Issue 3, Pages: 777 - 784 July 2002
(See abstract, Figure 1 - Figure page 779 right column, Figure 16 -Figure 23)

A BYONG MOK OH ET AL, "Image-Based Modeling and Photo Editing" Proceedings of the 28th 1-20
annual conference on Computer graphics and interactive techniques, Pages: 433 - 442, 2001
(See abstract, figure 1- figure 7, Section 3

|:| Further documents are listed in the continuation of Box C. & See patent family annex.

* Special categories of cited documents: "T" later document published after the international filing date or priority

"A"  document defining the general state of the art which is not considered
to be of particular relevance

"E" earlier application or patent but published on or after the international
filing date

"L"  document which may throw doubts on priority claim(s) or which is

cited to establish the publication date of citation or other

special reason (as specified)

document referring to an oral disclosure, use, exhibition or other

means

"P"  document published prior to the international filing date but later
than the priority date claimed

Q"

date and not in conflict with the application but cited to understand
the principle or theory underlying the invention

document of particular relevance; the claimed invention cannot be
considered novel or cannot be considered to involve an inventive
step when the document is taken alone

document of particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents,such combination
being obvious to a person skilled in the art

document member of the same patent family

e

yn

ng"

Date of the actual completion of the international search

23 JULY 2007 (23.07.2007)

Date of mailing of the international search report

23 JULY 2007 (23.07.2007)

Name and mailing address of the ISA/KR

Korean Intellectual Property Office
920 Dunsan-dong, Seo-gu, Daejeon 302-701,
Republic of Korea

Facsimile No. 82-42-472-7140

Authorized officer o

SUN Dong Guk

Telephone No.  82-42-481-8248

Form PCT/ISA/210 (second sheet) (April 2007)




INTERNATIONAL SEARCH REPORT

International application No.

Information on patent family members PCT/US2007/003529
Patent document Publication Patent family Publication
cited in search report date member(s) date
US060697 13A 30.05.2000 JP10228547A 25.08.1998
US05469536A 21.11.1995 JP2004166221A2 10.06.2004
JP7507664T2 24.08. 1995
US5345313A 06.09. 1994
US5577179A 19.11.1996
USH687306A 11.11.1997
W09428490A1 08.12.1994
US20040095357A1 20.05.2004 US7199793BB 03.04.2007

Form PCT/ISA/210 (patent family annex) (April 2007)




	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - claims
	Page 19 - claims
	Page 20 - claims
	Page 21 - drawings
	Page 22 - drawings
	Page 23 - drawings
	Page 24 - drawings
	Page 25 - drawings
	Page 26 - drawings
	Page 27 - drawings
	Page 28 - drawings
	Page 29 - drawings
	Page 30 - drawings
	Page 31 - drawings
	Page 32 - drawings
	Page 33 - drawings
	Page 34 - drawings
	Page 35 - drawings
	Page 36 - drawings
	Page 37 - drawings
	Page 38 - drawings
	Page 39 - wo-search-report
	Page 40 - wo-search-report

