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HAND SIGN RECOGNITION USING LABEL ASSIGNMENT

INVENTORS
KIKUO FUIIMURA

Luie Xu

BACKGROUND OF THE INVENTION
1. Field of the Invention
[0001] The present invention relates generally to human-machine interaction, and more
particularly to recognizing hand signs in sign language.
2. Description of Background Art
[0002] With the advent of super-fast computing systems and highly efficient digital
imaging systems, the field of computer vision based man-machine interaction has undergone
a period of significant technological advancements. From simple motion detection systems
where motion triggers a response from a machine (e.g., surveillance systems) to highly
complex three-dimensional (“3D”) imaging sign recognition systems have been the subject of
significant development in the last few years. For example, in the area of sign based human-
machine communications, the recognition of human sign language has been a subject of
much study lately as a promising technology for man-machine communications. Other sign
recognition systems and even more complex gesture recognition systems have been
developed based on various methods to locate and track hands and their motion with respect
to other body parts (e.g., arms, torso, head, and the like).
[0003] These conventional techniques for sign and gesture recognition generally require
markers, specific colors, backgrounds or gloves to aid the machine vision system in finding
the source of the sign or gesture. For example, some conventional approaches for hand
detection use color or motion information to determine the image region that corresponds to
the hand or hands gesturing to the system. In these approaches, tracking hand motion is
highly unreliable under varying lighting conditions. Some systems use special equipment
such as gloves, while some others use a background with specific color to make the task
feasible.
[0004] Another group of conventional techniques uses depth images generated by

stereo vision cameras or time-of-flight sensors for sign and gesture recognition. The depth
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images are analyzed to extract image pixels representing hands and arms. The extracted
image pixels are then further processed and matched with stored hand shapes to recognize
hand signs represented by the image pixels representing the hands and arms. The trajectory
of the hands and arms may also be tracked to determine gestures and sign language
represented by motions and shapes of the hands in a sequence of images. The conventional
techniques using the depth images are advantageous compared to the techniques requiring
markers, specific colors, backgrounds or gloves because it is more convenient to implement
in uncontrolled real-life environment. Further, the conventional techniques using depth
images also have the advantage that additional equipments or devices need not be provided to
a person communicating via the sign language or installed around that person.
[0005] Conventional hand sign recognition systems using the depth images, however,
may recognize hand signs that only involve one hand or two hands that do not adjoin or
overlap. The depth images are generally gray-scale images with image pixels indicating the
distance between the cameras and a target subject. In such depth images, ambiguity as to
which image pixels represent which objects (e.g., hands) arises when two or more objects
(e.g., hands) overlap or adjoin in the depth images.
[0006] For example, FIGS. 1A to 1C illustrate three examples from Japanese Sign
Language (JSL) that involve overlapping or adjoining hands. FIG. 1A illustrates a sign
which means a “letter,” FIG. 1B illustrates a sign which means “well,” and FIG. 1C
illustrates a sign that means “fit” in JSL. In conventional sign recognition systems using the
depth images, such overlapping or adjoining hand shapes and motions may not be recognized
or identified because conventional sign recognition systems do not have the capability to
separate image pixels representing one hand from the other when the hands are overlapped.
Therefore, conventional sign recognition systems using depth images can recognize only a
portion of signs that are generally used in sign language.

SUMMARY OF THE INVENTION
[0007] An embodiment of the present invention provides a method and system for
recognizing hand signs including overlapping or adjoining hands. The sign recognition
system receives a depth image of a target subject and extracts portions of the depth image
representing the hands of the target subject. The sign recognition system classifies the depth
image into a first portion representing a first hand of the target subject and a second portion
representing a second hand of the target subject when it is determined that the hands in the
depth image overlap or adjoin.

[0008] In one embodiment, the sign recognition system generates a linked structure
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representing a first hand and a second hand. Segments of the linked structure are then
classified to a first set of segments for the first hand and a second set of segments for the
second hand. The first and second sets of segments are then matched with stored shapes of
hands to determine a sign represented by the first hand and the second.

[0009] In one embodiment of the present invention, the segments of the linked structure
are classified into the first hand and the second hand using constrained optimization
technique. A cost function representing a cost for classifying a set of segments to the first
hand and another set of segments to the second hand is generated. Constraint conditions
associated with the physical structure or characteristics of hands are generated. The
constraint conditions, for example, include a condition that segments located close to each
other are likely to be classified to the same hand. Using the cost function and the constraint
conditions, the sign recognition system according to the embodiment converts the sign
recognition to a labeling problem. The sign recognition system then classifies the segments
of the linked structure to the first hand and the second hand.

[0010] In one embodiment of the present invention, the segments of the linked structure
are classified into the first hand and the second hand using a tree search technique. The tree
search technique includes generating a directed acyclic graph structure having nodes
(representing segments) based on the linked structure and indicating connective relationships
between the nodes. The nodes are classified to a first set of nodes assigned to the first hand,
and a second set of nodes assigned to the second hand. Various combinations of nodes are
evaluated using one or more critetia.

[0011] In one embodiment of the present invention, a first palm of the first hand and a
second palm of the second hand are detected. The first palm and the second palm may be
detected by first generating a skeleton line of image pixels representing the first or the second
hand. Candidate lines that may include a center of the first palm or the second palm are then
obtained by measuring the widths of lines perpendicular to the skeleton line between the
edges of image pixels outlining the first hand or the second hand. The candidate line closest
to fingers may then be selected as the line that includes the center of the first palm or the
second palm.

[0012] The features and advantages described in the specification are not all inclusive
and, in particular, many additional features and advantages will be apparent to one of
ordinary skill in the art in view of the drawings, specification, and claims. Moreover, it
should be noted that the language used in the specification has been principally selected for

readability and instructional purposes, and may not have been selected to delineate or
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circumscribe the inventive subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS
[0013] FIGS. 1A-1C illustrate signs in Japanese Sign Language that include
overlapping or adjoining hands.
[0014] FIG. 2 illustrates a schematic block diagram of a sign recognition system
according to one embodiment of the present invention.
[0015] FIG. 3A illustrates a block diagram of a shape matching module according to
one embodiment of the present invention.
[0016] FIG. 3B illustrates a block diagram of a shape matching module according to
one embodiment of the present invention.
[0017] FIG. 4 illustrates a flowchart of a method for recognizing hand signs, according
to one embodiment of the present invention.
[0018] FIG. 5 illustrates a flowchart of a method for detecting a palm of a hand,
according to one embodiment of the present invention.
[0019] FIG. 6 illustrates an image of a hand for detecting its palm, according to one
embodiment of the present invention.
[0020] FIG. 7A illustrates an example of a depth image for processing by a sign
recognizing system according to one embodiment of the present invention.
[0021] FIG. 7B illustrates a skeleton structure generated from the depth image of FIG.
7A, according to one embodiment of the present invention.
[0022] FIG. 7C illustrates a linked structure generated from the skeleton structure of
FIG. 7B, according to one embodiment of the present invention.
[0023] FIG. 8 illustrates a method of classifying segments of a linked structure using a
constrained optimization method, according to one embodiment of the present invention.
[0024] FIG. 9 illustrates a flowchart for a method of classifying segments of a linked
structure using a tree search method, according to one embodiment of the present invention.
[0025] FIG. 10 illustrates a flowchart for a method for generating hand shapes using
directed acyclic graph, according to one embodiment of the present invention.
[0026] FIG. 11 illustrates a tree structure with nodes generated from the linked structure
of F1G. 7C, according to one embodiment of the present invention.
[0027] FIG. 12 illustrates examples of image pixels of the depth image classified to a

right hand and a right hand, according to one embodiment of the present invention.
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DETAILED DESCRIPTION OF THE EMBODIMENTS
[0028] A preferred embodiment of the present invention is now described with
reference to the figures where like reference numbers indicate identical or functionally
similar elements. Also in the figures, the left most digits of each reference number
corresponds to the figure in which the reference number is first used.
[0029] Reference in the specification to “one embodiment” or to “an embodiment™
means that a particular feature, structure, or characteristic described in connection with the
embodiments is included in at least one embodiment of the invention. The appearances of the
phrase “in one embodiment” in various places in the specification are not necessarily all
referring to the same embodiment.
[0030] Some portions of the detailed description that follows are presented in terms of
algorithms and symbolic representations of operations on data bits within a computer
memory. These algorithmic descriptions and representations are the means used by those
skilled in the data processing arts to most effectively convey the substance of their work to
others skilled in the art. An algorithm is here, and generally, conceived to be a self-consistent
sequence of steps (instructions) leading to a desired result. The steps are those requiring
physical manipulations of physical quantities. Usually, though not necessarily, these
quantities take the form of electrical, magnetic or optical signals capable of being stored,
transferred, combined, compared and otherwise manipulated. It is convenient at times,
principally for reasons of common usage, to refer to these signals as bits, values, elements,
symbols, characters, terms, numbers, or the like. Furthermore, it is also convenient at times,
to refer to certain arrangements of steps requiring physical manipulations of physical
quantities as modules or code devices, without loss of generality.
[0031] However, all of these and similar terms are to be associated with the appropriate
physical quantities and are merely convenient labels applied to these quantities. Unless
specifically stated otherwise as apparent from the following discussion, it is appreciated that
throughout the description, discussions utilizing terms such as “processing™ or “computing”
or “calculating” or “determining” or “displaying” or “determining” or the like, refer to the
action and processes of a computer system, or similar electronic computing device, that
manipulates and transforms data represented as physical (electronic) quantities within the
computer system memories or registers or other such information storage, transmission or
display devices.
[0032] Certain aspects of the present invention include process steps and instructions

described herein in the form of an algorithm. It should be noted that the process steps and
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instructions of the present invention could be embodied in software, firmware or hardware,
and when embodied in software, could be downloaded to reside on and be operated from
different platforms used by a variety of operating systems.

[0033] The present invention also relates to an apparatus for performing the operations
herein. This apparatus may be specially constructed for the required purposes, or it may
comprise a general-purpose computer selectively activated or reconfigured by a computer
program stored in the computer. Such a computer program may be stored in a computer
readable storage medium, such as, but is not limited to, any type of disk including floppy
disks, optical disks, CD-ROMs, magnetic-optical disks, read-only memories (ROMs),
random access memories (RAMs), EPROMs, EEPROMs, magnetic or optical cards,
application specific integrated circuits (ASICs), or any type of media suitable for storing
electronic instructions, and each coupled to a computer system bus. Furthermore, the
computers referred to in the specification may include a single processor or may be
architectures employing multiple processor designs for increased computing capability.
[0034] The algorithms and displays presented herein are not inherently related to any
particular computer or other apparatus. Various general-purpose systems may also be used
with programs in accordance with the teachings herein, or it may prove convenient to
construct more specialized apparatus to perform the required method steps. The required
structure for a variety of these systems will appear from the description below. In addition,
the present invention is not described with reference to any particular programming language.
It will be appreciated that a variety of programming langnages may be used to implement the
teachings of the present invention as described herein, and any references below to specific
languages are provided for disclosure of enablement and best mode of the present invention.
[0035] In addition, the language used in the specification has been principally selected
for readability and instructional purposes, and may not have been selected to delineate or
circumscribe the inventive subject matter. Accordingly, the disclosure of the present
invention is intended to be illustrative, but not limiting, of the scope of the invention, which
is set forth in the following claims.

[0036] One embodiment for recognizing hand signs increases the number of signs that
can be recognized or identified by a sign recognition system. Specifically, the sign
recognition system determines shapes of both hands in a depth image even when the hands
overlap or adjoin. The hand pose of the ovetlapping or adjoining hands may be determined
using (i) a constrained optimization method in which a cost function and constraint

conditions are used to convert the problem of classifying segments of the linked structure to a
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labeling problem in the form of a linear programming optimization problem or (ii) a tree
search method in which a directed acyclic graph including a plurality of nodes is used to
obtain the most-likely pose of the hands represented by the depth image. After determining
the shapes of both hands, the segments of the linked structure are matched with stored hand
shapes to determine the sign represented by the depth image.

[0037] A linked structure herein refers to a set of linked lines derived from image pixels
that may be used to determine the pose of overlapping or adjoining hands. The linked
structure includes more than one segment that represents features of hands in a depth image.
The linked structure is, for example, obtained by performing a thinning operation on clusters
of image pixels representing overlapping or adjoining hands, and then processed further to
identify or recognize the hand shapes. By using the linked structure, the computation and
algorithm associated with recognizing the signs of the sign language can be simplified
because image pixels do not need to be addressed to recognize or identify the signs.

[0038] The Figures and the following description relate to preferred embodiments of
the present invention by way of illustration only. It should be noted that from the following
discussion, alternative embodiments of the structures and methods disclosed herein will be
readily recognized as viable alternatives that may be employed without departing from the
principles of the claimed invention.

STRUCTURE OF SIGN RECOGNITION SYSTEM

[0039] FIG. 2 illustrates a schematic block diagram of a sign recognition system 200,
according to one embodiment of the present invention. The sign recognition system 200
includes, among other components, an image capturing device 210 and an image processing
module 220. The image capturing device 210 captures a depth image 212 of a target subject
252 and transmits the depth image 212 to the image processing module 220. The image
processing module 220 processes the depth image 212 and outputs data 240 representing the
identified hand sign presented by the target subject 252.

[0040] In one embodiment, the image capturing device 210 includes a time-of-flight
sensor providing a resolution sufficient for a hand shape analysis such as, for example, a
camera manufactured by CSEM SA of Zurich, Switzerland; 3DV Systems of Yokneam,
Israel; or Canesta, Inc. of San Jose, California. The time-of-flight sensor is set to a depth
window that includes the area within which the target subject is expected to move about.
Non-target subjects such as background objects are not part of the depth image 212. In
another embodiment, the image capturing device 210 includes stereo vision cameras for

generating the depth image 212 based on two or more image sensors separated by a distance.
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Coded lights or space-time stereo images may also be used to generate the depth image 212.
[0041] The image processing module 220 may be a device dedicated to recognizing
hand signs from the depth image 212. Alternatively, the image processing module 220 may
be a part of a general purpose computing device such as a personal computer. The image
processing module 220 may include, among other components, conventional data processing
and storage devices, such as computer processors and computer readable storage media,
including RAM, ROM, flash memory, disk drives, and the like. Preferably, the computer
processors are conventional multi-purpose processors capable of implementing image
processing functions when executing program instructions derived from executable software
programs. In one embodiment, the image processing module 220 includes a computer
readable media (not shown) from which one or more computer programs may be accessed to
recognize gesture features and effectuate related changes in a display device (not shown).
[0042] In one embodiment, the sign recognition system 200 is a part of a robotic man-
machine interaction system used, for example, in ASIMO advanced humanoid robot of
Honda Motor Co., Ltd., Tokyo, Japan. In this embodiment, the image capturing device 210
may be part of a robotic vision unit and the image processing module 220 may be part of the
robot’s control logic. The sign recognition system 200 in the robotic man-machine
interaction system may be used, for example, to command the robot in a noisy environment
in which speech or voice commands is unlikely to be effective.

[0043] The image processing module 220 is coupled to the image capturing device 210
to receive the depth image 212. The image processing module 220 includes, among other
components, an image buffer 222, an image pre-processing module 224, and a shape
matching module 226. The image buffer 222 is configured to receive the depth image 212
from the image capturing device 210. The input buffer 222 may be part of peripheral
interface hardware, network interface hardware (wired or wireless) or the like. In one
embodiment, the depth image 212 received through the input buffer 222 is stored in an
internal data storage device (not shown) such as a hard disk, flash, RAM, or the like.

[0044] The image pre-processing module 224 performs various image processing
operations including, among others, motion tracking and extracting clusters of image pixels
representing certain parts of the target subject 252 as disclosed, for example, in U.S. Patent
Application Serial No. 11/129,164 titled “Sign Based Human-Machine Interaction” filed on
May 12, 2005 and published as U.S. Patent Application Publication No. 2005/0271279, and
U.S. Patent Application Serial No. 11/869,435 titled “Human Pose Estimation and Tracking
Using Label Assignment” filed on October 9, 2007, which are incorporated by reference
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herein in their entirety. With respect to the sign recognition, the image pre-processing
module 224 performs, among other operations, extracting of clusters of image pixels
representing hands, detecting the palms of the hands, and generating the linked structure, as
explained below in detail with reference to FIG. 4.

[0045] The shape matching module 226 is coupled to the image pre-processing module
224 to receive the linked structure and information regarding the locations of palms of both
hands. The shape matching module 226 then determines which segments of the linked
structure should be assigned to which hands, and matches the determined hand shape with
stored hand shapes to determine the hand shape presented by the target subject 252. By
determining which segments of the linked structure should be assigned to which hands,
determination can also be made as to which image pixels should be assigned to which hands.
In one embodiment, the image pixels are assigned to the same hand as nearby segments.
[0046] FIGS. 3A and 3B illustrate block diagrams of the shape matching module 226,
according to embodiments of the present invention. In the embodiment of FIG. 3A, the
shape matching module 226A includes an overlapping shape detection module 316, a non-
overlapping shape matching module 320, a constrained optimization module 340, and a shape
database 350. The overlapping shape detection module 316 determines if the depth image
212 includes image pixels representing two hands that overlap or adjoin.

[0047] If the overlapping shape detection module 316 determines that the hands in the
depth image 212 are not overlapping or adjoining, the non-overlapping hand shape matching
module 320 is used to recognize the hand signs as disclosed, for example, in U.S. Patent
Application Serial No. 11/129,164 titled ““Sign Based Human-Machine Interaction™ (U.S.
Patent Application Publication No. 2005/0271279), which is incorporated by reference herein
in its entirety. On the other hand, if it is determined that the hands in the depth image 212 are
overlapping or adjoining, the constrained optimization module 340 is used to determine the
hand shapes and to determine the signs represented by the hand shapes, as described below in
detail with reference to FIGS. 8-10.

[0048] The shape database 350 stores a set of hand shape profiles for matching with the
hand shape as determined by the non-overlapping hand shape matching module 320 or the
constrained optimization module 340, as described, for example, in U.S. Patent Application
Serial No. 11/129,164 titled “Sign Based Human-Machine Interaction” (published as U.S.
Patent Application Publication No. 2005/0271279), which is incorporated by reference herein
in its entirety.

[0049] The embodiment of FIG. 3B is substantially the same as the embodiment of
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FIG. 3A except that a tree search module 344 is provided in lieu of the constrained
optimization module 340. The functions of the overlapping shape detection module 316, the
non-overlapping shape matching module 320, and the shape database 350 in the embodiment
of FIG. 3B are essentially the same as the embodiment of FIG. 3A. In the embodiment of
FIG. 3B, however, the tree search module 344 uses the directed acyclic graph to determine
the hand shapes, as described below in detail with reference to FIGS. 9-11. The shape
matching modules 226 A and 226B of FIGS. 3A and 3B are hereinafter collectively referred
to as the shape matching module 226.

METHOD OF RECOGNIZING HAND SIGNS

[0050] FIG. 4 illustrates a flowchart of a method for recognizing the hand signs,
according to one embodiment of the present invention. First, the image pre-processing
module 224 extracts 410 the cluster of image pixels representing hands from the depth image
212. The cluster of image pixels representing hands can be determined, for example, by
classifying and labeling portions of the depth image and color image to different parts of the
target subject, as disclosed in U.S. Patent Application Serial No. 11/869,435 titled “Human
Pose Estimation and Tracking Using Label Assignment” filed on October 9, 2007, which is
incorporated by reference herein in its entirety. Then the image pre-processing module 224
determines 420 whether the extracted clusters of image pixels include hands that are
overlapping or adjoining.

[0051] If it is determined that the hands in the clusters of image pixels are overlapping
or adjoining, then the pre-processing module 224 detects palms of hands, as described below
in detail with reference to FIGS. 5 and 6. Then the pre-processing module 224 generates 440
a linked structure (refer to FIG. 7C), for example, by performing a medial axis transform on
the cluster of image pixels representing the hands. In one embodiment, the medial axis
transform is performed by applying a thinning operation on the cluster. The linked structure
generated by the pre-processing module 224 approximates the skeleton of the cluster of the
image pixels.

[0052] Then the shape matching module 226 performs 450 constrained optimization or
tree search to resolve ambiguities in the hand pose, as describe below in detail with reference
to FIGS 8 and 10. The ambiguities in the hand shapes are resolved by assigning the
segments of the linked structure or nodes to one hand or the other.

[0053] After assigning the segments of the linked structure or nodes to one hand or the
other using the constrained optimization or tree search, the shape matching module 226

matches 470 the hand pose resolved in step 450 with profiles of hand shapes stored in the
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shape database 350 as disclosed, for example, in U.S. Patent Application Serial No.
11/129,164 titled “Sign Based Human-Machine Interaction” filed on May 12, 2005
(published as U.S. Patent Application Publication No. 2005/0271279), which is incorporated
by reference herein in its entirety. Then the shape matching module 226 outputs 470 the
hand sign 240 identified by matching the hand shape in the depth image 212 with the stored
profiles of hand shapes, and terminates the process.

[0054] If it is determined in step 420 that there are no overlapping or adjoining hands in
the depth image 212, the process proceeds to determine 480 the shapes of the hands in the
depth image 212 using a distance matching technique or a skeleton matching technique as
disclosed, for example, in U.S, Patent Application Serial No. 11/129,164 titled “Sign Based
Human-Machine Interaction” filed on May 12, 2005 (published as U.S. Patent Application
Publication No. 2005/0271279), which is incorporated by reference herein in its entirety.
Then the process proceeds to output 480 the identified hand sign and terminates the process.
PALM DETECTION

[0055] FIG. 5 illustrates a flowchart of a method for detecting a palm of a hand,
according to one embodiment of the present invention. Determining the location of the palms
is important because the accuracy of the tree search method and constrained optimization
method depends largely on correct detection of the palms. Both the tree search method and
constrained optimization method rely partly on the relative distance to the palms or whether
the segments are linked to the palms to classify the segments (and thereby, classify the image
pixels) to one hand or the other. Therefore, incorrect detection of the locations of the palms
can result in inaccurate classification of segments to the hands.

[0056] First, a skeleton of the cluster of image pixels 600 representing the hand (and
possible some part of the forearm) is generated 520 using conventional methods. Referring
to FIG. 6, a line 630 representing the skeleton of a cluster of image pixels 600 is illustrated.
Then the widths of the cluster perpendicular to the line 630 (i.e., skeleton) are measured 530.
The widths of the clusters are determined by measuring the distance between two points
where the lines perpendicular to the line 630 intersect with a line 604 outlining the hand.
Referring to FIG. 6 as an example, the widths of the cluster 600 are measured by
perpendicular lines (for example, lines 610, 620, 640 and 650) while moving along the line
630. Then a number of perpendicular lines (lines 610, 620, 640, and 650) having lengths
(i.€., widths of the cluster) that are local maximums are selected as candidate lines that may
include the center of the palm.

[0057] Referring back to FIG. 5, the candidate lines having lengths shorter than a
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threshold are then discarded 550. The short candidate lines are discarded because these are
likely to represent fingers, not the palm. The lines 610 and 620 of FIG. 6, for example, are
discarded at this stage.

[0058] Among the remaining candidate lines (for example, line 640 and 650), the
candidate line 640 closest to fingers is selected 560 as the line that incindes the center of the
palm. In one embodiment, the fingers are detected from lines in skeleton where the clusters
around the lines are thinner than other lines of the same skeleton. After the line 640 is
selected as the line including the center of the palm, the center of the line 640 is determined
570 as the center of the palm. In one embodiment, the shape of the palm is then determined
by choosing a circle or an ellipse with maximum radius or axis that fits within the cluster.
EXAMPLE OF LINKED STRUCTURE

[0059] FIG. 7A illustrates a depth image including a sign that is to be processed by a
sign recognizing system 200 according to one embodiment of the present invention. FIG. 7A
is a depth image extracted from an image of the target subject presenting letter “B” in
Japanese Sign Language (JSN). Background of the image and other artifacts in the depth
image of FIG. 7A was removed by the image pre-processing module 224.

[0060] FIG. 7B illustrates a skeleton structure generated from the depth image of FIG.
7A, according to one embodiment of the present invention. A right hand palm 710 and a left
hand palm 720 are detected using the method, for example, as described above with reference
to FIGS. 5 and 6. The skeleton structure of FIG. 7B are not yet segmented into multiple
segments. The skeleton structure of FIG. 7B may include short fragments (for example,
dangling line 730) that are unlikely to be features of the hands. Such short fragments are
likely to be the result of noise in the digital image or other artifacts added during the image
processing.

[0061] FIG. 7C illustrates the linked structure 700 generated from FIG. 7B, according
to one embodiment of the present invention. The linked structure 700 is different from the
skeleton structure in that the linked structure 700 is segmented into multiple segments (SO-
S8) at multiple nodes. Also, the linked structure 700 does not include the short fragments
such as the dangling line 730 of FIG. 7B. To generate the linked structure 700, the skeleton
structure may be segmented at following nodes: (i) branching nodes where three or more
lines meet because these nodes are likely to be points where fingers start, adjoin, or terminate,
(i1) at the point where the change of angles in the line is abrupt (for example, point 740 of
FIG. 7C) because fingers or other parts of the hands are likely to intersect at this point, and

(iii) at a point where a maximum curvature change occuts in a line of length longer than a
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predetermined threshold (for example, point 734 of FIG. 7D) because a segment in a hand is
unlikely to have a length extending over the threshold.

CONSTRAINED OPTIMIZATION METHOD

[0062] FIG. 8 illustrates a method of grouping the segments of the linked structure
using the constrained optimization method, according to one embodiment of the present
invention. The constrained optimization module 340 first generates a cost function for
classifying segments of the linked structure to the right hand or the left hand. In one
embodiment the following cost function Q(f) is used.

0()=3;

i=l j=

M
C(i, J)Ay+z WeZe .............................. Equation(]_ )
1

eel

where N is the number of total segments in the linked structure, M is the number of hands
(i.e., M =2), ¢(i, j) represents the cost for assigning segment s; to hand j (f = 1 for the left
hand and j = 2 for the right hand, or vice versa), 4; are parameters having values of either 0
or 1 representing whether segment s; is assigned to the right hand or the left hand (as
tabulated into an association table shown below in Table 1), w, represents a weight
representing the depth difference between two adjacent segments, and Z, is a parameter
introduced to convert the problem of classifying segments into labeling problem. The overall
objective of the optimization process is to find a set of 4; that minimizes the cost function
0.

[0063] The weight w, of equation (1) represents the strength of the relationship between
the segments s, (i=1,2,---,N). Segments adjacent to each other have strong relationship and

are likely to be classified as the same labeled parts. Such strong relationship will be
represented by a higher weight w,. In contrast, segments not adjacent to each other have
weak relationship. Such weak relationship is represented by a lower weight w,. Associated
with weight w, is parameter Z, which is introduced to convert the problem of classifying

segments to a labeling problem in the form of a linear programming optimization problem.

Table 1
Hand (7) )
I(Right) | 2(Left)
Segmen
S An A
Sz Az A
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Sn An Anz
[0064] In one embodiment, the problem of minimizing Q(f) is subject to the following
constraint conditions:
_ . . -th . . .

ZA,.j =1, (i=1,2,3---N), if the i" segment is thin--+----+cceeoreemreee Equation(2)

J

. R Jth . . .

ZA;.I. =2, (i=12,3---N), if the i" segment is thick----++----eeeurrreenens Equation(3)

J
Ze = %Z Zej’ ec E .................................................................. Equation(4)

]

Zej 2 Ap_[ — Aq;; e= (p’ q); (j = 1 or 2) ............................................. Equation(S)
Z%; > qu — Apj; e= (p,q)’ (J =] or 2) ............................................. Equation(G)
Ay c {0’1}; l = 1,2,3.. .,N; (j = 1 or 2) ............................................. Equa‘tion(7)
Z length(S)A; < Max (for j=1)eoemm, Equation(8)
Z length(S,)4, < Max (for j= 2 eren e Equation(9)
[0065] Equation (2) represents a constraint condition that a segment having surrounding

clusters with a thin width includes only one finger. Therefore, such segment may be
classified to the left hand or the right hand but not both. Equation (3) represents a constraint
condition that a segment having clusters with a thick width includes two fingers. Therefore,
such segment may be classified to the left hand, the right hand, or both hands.

[0066] Equations (4) to (6) (where Z,; represent the absolute value |Ap-A4q) are derived
from the constraint condition that neighboring segments should be classified to the same or
nearby labeled parts. Equation (7) represents the constraint condition that 4 is either O or 1,
as described above. Equations (8) and (9) represent the constraint condition that the total
length of the fingers in the right hand or the left hand should not exceed a maximum value.
[0067] The optimization problem presented by equations (1) to (9) is an integer
program which is NP-hard. In one embodiment, the optimization problem is simplified to a
linear programming by allowing 4; to have non-integer values. Using such a simplification,

the optimization problem presented by equations (1) to (9) can be solved efficiently by using
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publicly available software libraries such as Ip_solve 5.5.0.10 (available, for example, at
http://lpsolve.sourceforge.net/5.5/).

[0068] In one embodiment, the weight w, in equation (1) is disregarded (w, is set to
zero) and additional constraint conditions to exclude the cases of fingers bending at extreme
angles are used instead. Such constraint condition, for example, can be presented by the
following equations (10) and (11) for adjacent segments S, and S, (where 1 <a <N, and 1 <
b <N) intersecting at angles less than a threshold (for example, 160 degrees). Equations (10)
and (11) represent that the segments S, and S, must be classified to different hands.

Aal + Abl T T PRI Equatlon(lo)

AaZ + Ab2 e R T R E L LR P Equa‘tlon(ll)

The problem of minimizing equation (1) with the weight w, set to zero under the constraint
conditions represented by equations (2), (3), (5) to (11) may also be solved by using publicly
available software libraries such as Ip_solve 5.5.0.10.

[0069] In one embodiment, the image pixels of the depth image 212 are assigned to the
same hand to which a nearby segment is assigned after all the segments are assigned to the
right hand, the left hand or both hands.

TREE SEARCH METHOD

[0070] FIG. 9 illustrates a flowchart for a method of classifying the segments of a
linked structure to two hands using the tree search method, according to one embodiment of
the present invention. First, a directed acyclic graph is generated 920 from the linked
structure 700 using conventional methods. Referring to FIG. 11, the directed acyclic graph
generated 1100 from the linked structure of FIG. 7C is organized in the form of a tree (hence,
referring to this method as the “tree search method”).

[0071] In the example of the directed acyclic graph 1100 illustrated in FIG. 12, the top
node 8 of the acyclic directed graph starts from the segment S8 (refer to FIG. 7C) closest to
the palm 710 of the right hand, and then expands to connected segments as the process
proceeds to the left hand palm 720. Arrows in the directed acyclic graph 1100 indicates
connective relationship between the nodes. Alternative methods may be used to generate the
acyclic directed graph 1100.

[0072] Referring back to FIG. 9, after the acyclic directed graph 1100 is generated, the
candidate hand shapes for the left hand and the right hand are generated 930, as described
below in detail with reference to FIG. 10.

[0073] Then the candidate hand shapes are evaluated 940 using one or more criteria.
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In one embodiment, scores for each of the criteria are calculated and then added to evaluate
the candidate hand shapes. The criteria for evaluating the candidate hand shapes include, for
example, the following: (i) the candidate hand shapes in which the nodes in the left and right
hands are linked are scored higher because hands are physically connected objects, (i1) the
candidate hand shapes in which nodes in a hand are within a certain distance from the palm
of that hand are scored higher because the fingers are located close to the palm, (1it) the
candidate hand shapes having acute angles between the segments are scored lower because
the fingers are unlikely to bend at extreme angles, and (iv) the candidate hand shapes in
which the branching nodes are located remotely from the palm of the assigned hands are
scored lower because the branching nodes are unlikely to start at the fingers (the branching
nodes generally start from the palm where multiple fingers are connected). After calculating
the scores for the criteria (i) to (iv), they are added to obtain the total score. These criteria are
not exclusive or exhaustive, and different criteria may be used to evaluate the candidate hand
shapes.

[0074] The candidate hand shape with the highest score is chosen as the most-likely
hand shapes. Different weights may be given to different scores representing different
criteria to more accurately evaluate the combinations.

[0075] FIG. 10 illustrates a flowchart for generating candidate hand shapes for the left
hand and the right hand, according to one embodiment of the present invention. Although it
is possible to generate all possible candidate shapes and evaluate all of the candidate shapes,
such method is computationally expensive and inefficient because some hand shapes are not
practically possible in view of the physical structure of hands as represented by the nodes and
segments. Therefore, in one embodiment of the present invention, only candidate hand
shapes that satisfy certain connective relationships between nodes are generated for further
evaluation at step 940 of FIG. 9.

[0076] In this embodiment, after generating the directed acyclic graph 1100 as
illustrated in FIG. 11, a top-to-bottom search is performed to generate 1030 combinations of
nodes to be assigned to one hand (e.g., the right hand). Specifically, starting from the top
node 8 of the directed acyclic graph 1100, it becomes apparent that four sets of node
combinations for the right hand are possible: (i) a first candidate hand shape in which only
node 8 belongs to the right hand (nodes other than node 8 are assigned to the left hand), (ii) a
number of candidate hand shapes in which all or part of nodes in a branch starting from node
6 are classified to the right hand, (iii) a number of candidate hand shapes in which all or part

of nodes in a branch starting at node 3 are classified to the right hand, and (iv) a number of
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candidate hand shapes in which all or part of the nodes in both branches (i.e., the branch
starting at node 3 and the branch starting at node 6) are classified to the right hand. After
determining the candidate hand shapes based on inclusion of nodes 8, 6, and 3, the process
continues the next level to determine whether the candidate shapes include nodes 0, 5, and 2
in the same manner as at node 8. Likewise, it is determined whether the candidate shapes
include nodes 7, 4, and 1.

[0077] Then all of the candidate hand shapes for the right hand are generated 1030 by
connecting the nodes determined to be included in the candidate hand shapes. Then, for each
candidate shape for one hand (e.g., the right hand), nodes for a counterpart candidate shape
(for the left hand) are determined 1040 by eliminating the nodes in the candidate shapes (for
the right hand) from the nodes of the directed acyclic graph 1100. Then the candidate hand
shapes for the left hand are generated 1050 by connecting nodes in the counterpart candidate
shapes. For example, if a candidate hand shape for the right hand includes nodes 8, 6, 0, and
7, the counterpart candidate shape for the left hand includes nodes 1-5. In this example, the
candidate right hand shape is generated by connecting nodes 8, 6, 0, and 7; and the candidate
left hand shape is generated by connecting nodes 1-5.

[0078] After generating exhaustive combinations of the right hand shapes and the left
hand shapes from the directed acyclic graph 1100 that satisfy the connective relationship for
the right hand, each combination of hand shapes is evaluated using the scores for the criteria,
as describe above with reference to FIG. 9.

RESULTS OF EXPERIMENT

[0079] FIG. 12 illustrates examples of image pixels assigned to both hands, accordingly
to embodiments of the present invention. Specifically, the examples of FIG. 12 illustrate the
following signs in JSL which were correctly identified using the constrained optimization
method: alphabet letter A, alphabet letter K, alphabet letter G, alphabet letter B, alphabet
letter X, the word “well,” the word “meet,” and the word “letter.” The circles in each image
in FIG. 12 represent the palms of the hands detected using the method describe above in
detail with reference to FIG. 5.

[0080] For this experiment, the sign recognition system was implemented using a
laptop computer having a processor operating at 2.13 GHz Pentium processor, and 2
Gigabytes of RAM. Under such hardware configuration, the sign recognition system
produced correct identification of the sign in approximately 0.5 second. Such fast
recognition time means that the shape matching modules according to the embodiments of

the present invention are computationally inexpensive, and therefore, add only minimal
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amount of computation cost to overall sign recognition process.

ALTERNATIVE EMBODIMENTS

[0081] In one embodiment, the sign recognition system further includes a gesture
matching module for tracking trajectory of hands as disclosed, for example, in U.S. Patent
Application Serial No. 11/129,164 titled “Sign Based Human-Machine Interaction” filed on
May 12, 2005 (published as U.S. Patent Application Publication No. 2005/0271279), which
is incorporated by reference herein in its entirety. The gesture matching module may be
associated with the shape matching module according to the embodiments of the present
invention to track motions of overlapping or adjoining hands.

[0082] In one embodiment, color image data may be provided to further enhance the
accuracy of the hand shape identification. The colors or shades obtained from the color
image data may resolve ambiguity in the hand pose that is otherwise difficult to identify
correctly using only the depth image. When using the color image data, additional criteria or
constraints may be introduced.

[0083] In one embodiment, the shape matching module 226 may include both the
constraint optimization module and the tree search module. The shape matching module 226
may include information on which of the two methods (the constrained optimization method
and the tree search method) produce more accurate results in different circumstances, and use
either the constraint optimization module or the tree search module depending on the
situation. In another embodiment, both the optimization module and the tree search module
may each generate preliminary identified signs that may be further analyzed and chosen by
the shape matching module 226 to produce final identified signs.

[0084] While particular embodiments and applications of the present invention have
been illustrated and described herein, it is to be understood that the invention is not limited to
the precise construction and components disclosed herein and that various modifications,
changes, and variations may be made in the arrangement, operation, and details of the
methods and apparatuses of the present invention without departing from the spirit and scope

of the invention as it is defined in the appended claims.
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WHAT IS CLAIMED IS:

L. A computer-based method for recognizing sign language, comprising:

receiving a depth image of a target subject using one or more cameras, the depth
image comprising image pixels representing distances between parts of the
target subject and the one or more cameras;

classifying the depth image into a first portion representing a first hand of the target
subject and a second portion representing a second hand of the target subject
responsive to determining that the first hand and the second hand in the depth
image overlap or adjoin; and

outputting a sign represented by the first hand and the second hand in the depth image
by matching shapes of the first portion and the second portion with stored
shapes of hands.

2. The computer-based method of claim 1, further comprising generating a linked
structure representing the first hand and the second hand from the depth image, the linked
structure comprising two or more segments linked to each other.

3. The computer-based method of claim 2, wherein classifying the depth image
comprises:

generating a cost function representing a cost for classifying the two or more
segments into the first hand and the second hand; and

determining a hand shape for the first hand and the second hand that minimizes the
cost function and satisfies constraint conditions representing characteristics of
hands.

4, The computer-based method of claim 3, wherein the constraint conditions comprise:

a first condition that closely located segments are likely to be segments of the same
hand;

a second condition that a first segment generated from a first cluster of image pixels
includes more than one finger if a first thickness of the first cluster 1s larger
than a threshold;

a third condition that a second segment generated from a second cluster of image
pixels include one finger if a second thickness of the second cluster is not
larger than the threshold; and

a fourth condition that a total length of segments classified to the first hand or the

second hand does not exceed a maximum value.
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5. The computer-based method of claim 2, classifying the depth image comprises:
generating a directed acyclic graph structure based on the linked structure, the acyclic
graph comprises nodes representing segments and indicates connective
relationship between the nodes;
generating combinations of nodes that group a first set of nodes to the first hand and a
second set of nodes to the second hand; and
evaluating the combinations of nodes using one or more criteria representing
characteristics of hands.
6. The computer-based method of claim 5, evaluating the combinations of the nodes
comprises:
obtaining a first score representing linking of a first node to a second node classified
to the same hand;
obtaining a second score representing distances between segments and palms of the
hands to which the segments are classified;
obtaining a third score representing angles between linked segments classified to the
same hand;
obtaining a fourth score representing distances between branching nodes and palms of
the hands to which the branching nodes are classified, the branching nodes
representing nodes linked to three or more nodes or linked to a palm and two
or more nodes; and
determining a combination having a lowest sum of the first score, the second score,
the third score, and the fourth score.
7. The computer-based method of claim 1, further comprising detecting palms of the
first and the second hands.
8. The computer-based method of claim 7, wherein detecting the first palm or the second
palm comprises:
generating a skeleton line based on image pixels representing the first or the second
hand;
determining candidate lines for including a center of the first palm or the second palm
by obtaining local maximum widths of lines intersecting edges of image pixels
outlining the first or the second hand, the lines perpendicular to the skeleton
Iine; and
determining the center of the candidate line that is closest to image pixels representing

fingers of the first or the second hand as the center of the palm.
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9. The computer-based method of claim 2, wherein generating the linked structure
comprises performing thinning operations on the image pixels representing the first hand and
the second hand.
10. A computer program product comprising a computer readable medium structured to
store instructions executable by a processor, the instructions, when executed cause the
processor to:
receive a depth image of a target subject using one or more cameras, the depth image
comprising image pixels representing distances between parts of the target
subject and the one or more cameras;
classify the depth image into a first portion representing a first hand of the target
subject and a second portion representing a second hand of the target subject
responsive to determining that the first hand and the second hand in the depth
image overlap or adjoin; and
output a sign represented by the first hand and the second hand in the depth image by
matching shapes of the first portion and the second portion with stored shapes
of hands.
11.  The computer program product of claim 10, further comprising instructions to
generate a linked structure representing the first hand and the second hand from the depth
image, the linked structure comprising two or more segments linked to each other.
12.  The computer program product of claim 11, wherein instructions to classify the depth
image comprise instructions to:
generate a cost function representing a cost for classifying the two or more segments
into the first hand and the second hand; and
determine a hand shape for the first hand and the second hand that minimizes the cost
function and satisfies constraint conditions representing characteristics of
hands.
13.  The computer program product of claim 12, wherein the constraint conditions
comprise:
a first condition that closely located segments are likely to be segments of the same
hand;
a second condition that a first segment generated from a first cluster of image pixels
includes more than one finger if a first thickness of the first cluster is larger

than a threshold;
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a third condition that a second segment generated from a second cluster of image
pixels include one finger if a second thickness of the second cluster is not
larger than the threshold; and

a fourth condition that a total length of segments classified to the first hand or the
second hand does not exceed a maximum value.

14.  The computer program product of claim 12, wherein the instructions to classifying the
digital images comprise instructions to:

generate a directed acyclic graph structure based on the linked structure, the acyclic
graph comprises nodes representing segments and indicates connective
relationship between the nodes;

generate combinations of nodes that group a first set of nodes to the first hand and a
second set of nodes to the second hand; and

evaluate the combinations of nodes using one or more criteria representing
characteristics of hands.

15.  The computer program product of claim 14, wherein the instructions to evaluate the
combinations of the nodes comprise instructions to:

obtain a first score representing linking of a first node and a second node classified to
the same hand,

obtain a second score representing distances between segments and palms of the
hands to which the segments are classified;

obtain a third score representing angles between linked segments classified to the

same hand;

obtain a fourth score representing distances between branching nodes and palms of

the hands to which the branching nodes are classified, the branching nodes
representing nodes linked to three or more nodes or linked to a palm and two
or more nodes; and
determine a combination having a lowest sum of the first score, the second score, the
third score and the fourth score.
16.  The computer program product of claim 10, further comprising instruction to detect a
first palm of the first hand and a second palm of the second hand.
17.  The computer program product of claim 16, wherein instructions to detect the first
palm or the second palm comprise instructions to:
generate a skeleton line based on image pixels representing the first or the second

hand;
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determine candidate lines for including a center of the first palm or the second palm
by obtaining local maximum widths of lines intersecting edges of image pixels
outlining the first or the second hand, the lines perpendicular to the skeleton
line; and
determine the center of the candidate line that is closest to image pixels representing
fingers of the first or the second hand as the center of the palm
18.  The computer program product of claim 11, wherein the instructions to generate the
linked structure comprise instructions to perform thinning operations on the image pixels
representing the first hand and the second hand.
19. A computer-based system for recognizing sign language comprising:
one or more cameras for generating a depth image of a target subject, the depth image
comprising image pixels representing distances between parts of the target
subject and the one or more cameras;
an image pre-processing module coupled to the one or more camera for classifying
the depth image into a first portion representing a first hand of the target
subject and a second portion representing a second hand of the target subject
responsive to determining that the first hand and the second hand in the depth
image overlap or adjoin; and
a shape matching module coupled to the image pre-processing module, the shape
matching module outputting a sign represented by the first hand and the
second hand in the depth image by matching shapes of the first portion and the
second portion with stored shapes of hands.
20.  The computer-based system of claim 19, wherein the image pre-processing further
generates a linked structure representing the first hand and the second hand from the depth
image, the linked structure comprising two or more segments linked to each other.
21.  The computer-based system of claim 19, wherein the shape matching module
comprises a optimization module for generating a cost function representing a cost for
classifying the two or more segments into the first hand and the second hand and for
determining a hand shape for the first hand and the second hand that minimize the cost
function and satisfies constraint conditions representing characteristics of hands.
22.  The computer-based system of claim 21, wherein the constraint conditions comprise:

a first condition that closely located segments are likely to be segments of the same

hand;
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a second condition that a first segment generated from a first cluster of image pixels
includes more than one finger if a first thickness of the first cluster is larger
than a threshold;

a third condition that a second segment generated from a second cluster of image
pixels include one finger if a second thickness of the second cluster is not
larger than the threshold; and

a fourth condition that a total length of segments classified to the first hand or the
second hand does not exceed a maximum value.

23.  The computer-based system of claim 20, wherein the shape matching module
comprises a tree search module that generates a directed acyclic graph structure based on the
linked structure, the acyclic graph comprises nodes representing segments and indicates
connective relationship between the nodes, generates combinations of nodes that group a first
set of nodes to the first hand and a second set of nodes to the second hand, and evaluates the
combinations of nodes using one or more criteria representing characteristics of hands.

24.  The computer-based system of claim 23, the tree search module evaluates the
combinations of the nodes by adding a first score representing linking of a first node to a
second node classified to the same hand, a second score representing distances between
segments and palms of the hands to which the segment is classified, a third score representing
angles between linked segments classified to the same hand, and a fourth score representing
distances between branching nodes and palms of the hands to which the branching nodes are
classified, the branching nodes representing nodes linked to three or more nodes or linked to
a palm and two or more nodes.

25.  The computer-based system of claim 19, wherein the image pre-processing module

detects a first palm of the first hand and a second palm of the second hand.
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entire document, especially; abstract, col. 3, In 17-21

D Further documents are listed in the continuation of Box C. D
*  Special categories of cited documents: “T” later document published after the intemnational filing date or priority
“A” document defining the general state of the art which is not considered date and not in conflict with the apﬁhqanon but cited to understand
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:“egi allo e:;zl:lll(zl; ;hzc;i)g:g)cauon date of another citation or other wym jocyment of particular relevance; the claimed invention cannot be
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