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VIRTUAL ROOT BRIDGE

BACKGROUND

Field of the Invention

[0001] The present invention relates to networks and network topologies. More
particularly, the present invention relates to a network and a network protocol, referred to
herein as the “virtual root bridge (VRBP) protocol,” that can support redundant links

between two or more network clusters or instances of the network.

Background Information

[0002] A multipoint-to-multipoint (“M2M”) network is an alternative architecture that
can trade off lower performance for lower cost as compared to, for example, the point-to-
point (“P2P”) architecture that can used in networks. As compared to a P2P network, a
M2M network includes characteristics such as, for example, the following: links are not
pre-configured; links are dynamic rather than static; and links are less reliable. Due to
such characteristics, the best choice of path through the M2M network may change more
often. Additionally, it is possible that portions of the network can become, for a time,
isolated from the rest of the network. Furthermore, the cluster size (i.e., the number of
nodes with M2M links to other nodes 1n the cluster) 1s inherently limited to approximately
eight nodes. The M2M architecture can support various types of network topologies,

such as, for example, wireless mesh networks.

[0003] FIG. 1 1s a diagram illustrating an ad hoc wireless mesh network 100 in which
the client devices 105 form the mesh. An ad hoc mesh network is a wireless mesh

network created when multiple wireless client devices 105 each act as a router (either at

1
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Layer 2 or at Layer 3) to transport traffic destined to or from another wireless client
device 105. In such a network, there are no access points (APs) and no hierarchy. There
may or may not be a connection to an external network. It should be noted that
conventional mesh network topologies generally assumes there 1s no such connection to

an external network, even though such a network may be of limited usefulness.

[0004] FIG. 2 is a diagram illustrating an infrastructure mesh network 200 that includes
APs 205 and client devices 210, and communicates with external networks using a
network connection node 215. Infrastructure mesh networks comprise APs (“nodes’) 205
that are interconnected wirelessly. The wireless connections generally use the same
radios used to connect to the client devices 210. Infrastructure mesh networks are
somewhat hierarchical in that a mesh cluster — a group of nodes 205 connected sharing a
mesh — 1s connected to an upstream network (e.g., via network connection node 215) that
may be itself a mesh cluster. Infrastructure mesh networks are generally more static than
ad hoc mesh networks, and the client devices 205 do not participate in the mesh. Ideally,
the client devices 205 use the same configuration as would be used to connect to a
conventional wireless network. In contrast, any client in an ad hoc mesh network runs

special mesh networking software.

[0005] To select paths through the network for purposes of, for example,
communicating data and passing data traffic, the Rapid Spanning Tree Protocol (RSTP)
can be used. RSTP 1s described 1n the I.LE.E.E. 802.1w standard, the entire contents of
which 1s incorporated by reference herein. RSTP is an evolution of the Spanning Tree

Protocol (“STP,” described 1n the I.LE.E.E. 802.1D-1998 standard, the entire contents of

which is incorporated by reference herein) and provides for a faster spanning tree



CA 02640842 2008-06-10
WO 2007/076608 PCT/CA2007/000012

convergence after a topology change. In other words, RSTP is an I.E.E.E.-standard
protocol that dynamically disables links in an Ethernet LAN to create a loop-free
spanning tree (i.e., a collection of links that provide connectivity between any pair of
nodes in the tree) that uses normal bridge forwarding. Any network using bridge
forwarding cannot have active loops, because broadcast and multicast frames can
circulate substantially forever around such a loop. RSTP works by selectively disabling
links to create a loop-free spanning tree (i.e., a collection of links that provide

connectivity between any pair of nodes in the tree).

[0006] One factor limiting the size of an RSTP network is the aging of root bridge
information. There is a limit on the maximum number of hops between the RSTP root
bridge and any other bridge within that RSTP network. The root bridge can be
determined by which bridge has the numerically lowest bridge priority value. In case of a
tie, the bridge with the numerically lowest MAC address can be selected. Information on
the root bridge expires after a period of time defined by the MaxAge parameter. Under
normal operation, the information propagates one hop every HelloTime interval. In other

words, any mformation on the root bridge that is older than the MaxAge parameter must

be discarded. Root-bridge information is propagated in Bridge Protocol Data Units

(BPDUs) that are generally sent every HelloTime seconds. The resulting limit on the

network diameter 1s given by Equation (1):

MaxAge 1

MaxHops < ————MmM =
o HelloTime (1)

For example, for (default) values of HelloTime = 2 seconds and MaxAge = 20 seconds,

MaxHops <9 . Such a limit is observed for any reasonable combination of link and node
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failures. The I.LE.E.E. recommended hop limit for the base network (1.e., a network with
no link or node failure) is seven. However, a wireless mesh network can require a lower

hop limit, because the links are inherently less reliable than conventional wired links.

[0007] With MaxHops <9, such a result generally means that there can be no more
than nine hops from any one node to any other node. The root bridge and backup root
bridge should be located near the center of the network topology, so that no node 1s
normally more than approximately five hops away trom the root bridge. With
conventional network topologies, the maximum number of hops should not exceed such a
limit even if one or two links fail, or the root bridge fails. (With a loop topology, the
number of nodes in the loop, plus the number of hops to the root bridge if it is not in the
loop, must not exceed nine.) The exact constraint on mesh network size depends on such
factors as, for example the topology and how reliable the network needs to be. In other
words, there 1s an interaction between the desired network reliability and the maximum
network size. If the network 1s required to be extremely reliable, then 1t becomes
necessary to allow for more unlikely failure scenarios where multiple links or nodes fail
simultaneously. Such a scenario implies that the hop limit for the base network would be
lower, which can severely limit the maximum allowable network size. In sum,
conventional RSTP 1s not a complete solution for determining paths through a large mesh

network, because of scalability limits.

[0008] Some mesh networking algorithms can be used to partition a hierarchical
network 1n order to overcome scaling limitations of the algorithm. For example, the Ad-

hoc On-demand Distance Vector (“AODV”) protocol could be run within each sector of

the network, while a separate instance of AODV could be used to provide forwarding in
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the rest of the aggregation network. However, RSTP does not easily support such a type

of partitioning. If there are redundant links between RSTP instances, then loops will exist

that will not be detected by RSTP.

[0009] Therefore, there is a need for a network topology and networking protocol than
can support scalability and partitioning in networks, such as, for example, mesh networks

and the like, that use path selection algonithms such as, for example, RSTP or the like.

SUMMARY OF THE INVENTION

[0010] A system and method are disclosed for networking. In accordance with
exemplary embodiments of the present invention, according to a first aspect, a network
includes a plurality of network clusters. Each network cluster includes a plurality of
nodes. At least one of the plurality of nodes comprises a portal node. A portal node
comprises a node with at least one link that crosses a boundary of the network cluster.
Each portal node 1s configured to communicate detection packets for detecting an
existence of other portal nodes within the network cluster. Each portal node is configured
to communicate with nodes within the network cluster associated with the respective
portal node to indicate that the respective portal node 1s a predetermined number of hops

away from a virtual root bridge associated with the network cluster.

[0011] According to the first aspect, the network cluster can comprise at least two
portal nodes, and each of the at least two portal nodes can comprise at least one link with
a second network cluster. When the portal node comprises at least two links that cross

the boundary of the network cluster, the portal node can be configured to select one of the



CA 02640842 2008-06-10
WO 2007/076608 PCT/CA2007/000012

at least two links as an active link for communicating detection packets. Nodes within the
network cluster other than the portal nodes can be configured to utjlize Rapid Spanning
Tree Protocol (RSTP) or the like. However, the RSTP i1s not utilized by each portal node
for the at least one link. Each portal node can be configured to communicate detection
packets on each interface of the portal node that 1s not part of the network cluster to
which the portal node belongs. Each portal node can be configured to discard
information packets received via the at least one link when the information packets do not

comprise detection packets.

[0012] According to the first aspect, the detection packet can comprise a Virtual Root
Bridge Protocol (VRBP) frame. Nodes other than the portal nodes can be configured to
process the VRBP frames as broadcast or multicast packets. The VRBP frame can
comprise frame 1dentity information configured to 1dentify the detection packet as the
VRBP frame. The VRBP frame can comprise network cluster identity information
configured to identify the network cluster of the portal node transmitting the VRBP
frame. The portal node receiving the VRBP frame can utilize the network cluster identity
information to determine whether the VRBP frame corresponds to the network cluster to
which the portal node receiving the VRBP frame belongs. Network cluster identity
information can be configured to 1dentify a RSTP instance of the portal node transmitting
the VRBP frame. The VRBP frame can comprise version information configured to
identify a version of the VRBP. The version information can comprise a major version
number and a minor version number. The portal node receiving the VRBP frame can be
configured to discard the VRBP frame when the major version number contained in the
VRBP frame does not match the major version number of the VRBP utilized by the portal

node receiving the VRBP frame.
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[0013] According to the first aspect, the VRBP frame can comprise virtual root bridge
parameter information configured to specify virtual root bridge parameters associated
with the portal node transmitting the VRBP frame. The VRBP frame can comprise
address information configured to 1dentify an interface on the portal node transmitting the
VRBP frame. The portal nodes within a network cluster can be configured to mutually
agree upon the virtual root bridge parameters to be used by the portal nodes within the
network cluster. The virtual root bridge parameters contained in the VRBP frame having
a lowest value of the address information can be used by the portal nodes within the
network cluster. The VRBP frame can comprise time length information configured to
specify a length of time between transmission of VRBP frames. According to an
exemplary embodiment of the first aspect, each network cluster can comprise a RSTP
instance. The network can comprise a mesh network, such as, for example, a wireless

mesh network or the like.

[0014] According to a second aspect of the present invention, a plurality of mesh
networks can be arranged 1n a hierarchical configuration to form a hierarchical mesh
network. Each mesh network includes a plurality of network clusters. Each network
cluster includes a plurality of nodes. At least one of the plurality of nodes comprises a
portal node. A portal node comprises a node with at least one link that crosses a
boundary of the network cluster. Each portal node 1s configured to communicate
detection packets for detecting an existence of other portal nodes within the network
cluster. Each portal node is configured to communicate with nodes within the network

cluster associated with the respective portal node to indicate that the respective portal
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node is a predetermined number of hops away from a virtual root bridge associated with

the network cluster.

[0015] According to the second aspect, each network cluster can comprise a RSTP
instance. Each portal node can be configured to discard information packets received via
the at least one link when the information packets do not comprise detection packets.
Information packets other than detection packets are not transmitted on the at least one
link. The at least one link can be configured as an edge port. The detection packet can

comprise a VRBP frame.

[0016] According to a third aspect of the present invention, a VRBP data structure for
detection packets, in which the VRBP data structure is embodied in a computer-readable
medium, comprises version information configured to identify a version of the VRBP.
The VRBP data structure includes frame 1dentity information configured to identify the
detection packet as a VRBP frame. The VRBP data structure includes network cluster
identity information configured to identify a network cluster of a portal node transmitting
the VRBP frame. A portal node receiving the VRBP frame utilizes the network cluster
identity information to determine whether the VRBP frame corresponds to the network
cluster to which the portal node receiving the VRBP frame belongs. The VRBP data
structure includes virtual root bridge parameter information configured to specify virtual

root bridge parameters associated with the portal node transmitting the VRBP frame.

[0017] According to the third aspect, the network cluster identity information is
configured to identify a RSTP instance of the portal node transmitting the VRBP frame.

The version information can comprise a major version number and a minor version
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number. The portal node receiving the VRBP frame can be configured to discard the
VRBP frame when the major version number contained in the VRBP frame does not
match the major version number of the VRBP utilized by the portal node receiving the
VRBP frame. The VRBP data structure can include address information configured to
identify an interface on the portal node transmitting the VRBP frame. Portal nodes within
a network cluster can be configured to mutually agree upon the virtual root bridge
parameters to be used by the portal nodes within the network cluster. The virtual root
bridge parameters contained in the VRBP frame having a lowest value of the address
information can be used by the portal nodes within the network cluster. The VRBP data
structure can include time length information configured to specify a length of time

between transmission of VRBP frames.

[0018] According to a fourth aspect of the present invention, a method of networking
includes the steps of: a.) arranging a plurality of network clusters, wherein each network
cluster includes a plurality of nodes, wherein at least one of the plurality of nodes
comprises a portal node, and wherein a portal node comprises a node with at least one
link that crosses a boundary of the network cluster; b.) communicating detection packets
from each portal node to detect an existence of other portal nodes within the network
cluster; and ¢.) communicating from each portal node to nodes within the network cluster
associated with the respective portal node to indicate that the respective portal node is a
predetermined number of hops away from a virtual root bridge associated with the

network cluster.

[0019] According to the fourth aspect, the network cluster can include at least two

portal nodes, and each of the at least two portal nodes can include at least one link with a
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second network cluster. The method can include the step of: d.) selecting one of at least
two links as an active link for communicating detection packets, when the portal node
includes at least two links that cross the boundary of the network cluster. Nodes within
the network cluster other than the portal nodes can be configured to utilize RSTP or the
like. However, the RSTP is not utilized by each portal node for the at least one link. The
method can include steps of: e.) communicating detection packets on each interface of the
portal node that is not part of the network cluster to which the portal node belongs; and f.)
discarding information packets received by the portal node via the at least one link, when

the information packets do not comprise detection packets.

[0020] According to the fourth aspect, the detection packet can comprise a VRBP
frame. Nodes other than the portal nodes can be configured to process the VRBP frames
as broadcast or multicast packets. The VRBP frame can include frame identity
information configured to identify the detection packet as the VRBP frame, and network
cluster 1dentity information configured to identify the network cluster of the portal node
transmitting the VRBP frame. The method can include the step of: g.) utilizing the
network cluster identity information by the portal node receiving the VRBP frame to
determine whether the VRBP frame corresponds to the network cluster to which the
portal node receiving the VRBP frame belongs. The network cluster identity information
can 1dentify a RSTP instance of the portal node transmitting the VRBP frame. The VRBP
frame can include version information for identifying a version of the VRBP. The
version information can include a major version number and a minor version number.
The method can include the step of: h.) discarding the VRBP frame received by the portal

node, when the major version number contained in the VRBP frame does not match the

10
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major version number of the VRBP utilized by the portal node receiving the VRBP

frame.

[0021] According to the fourth aspect, the VRBP frame can include virtual root bridge
parameter information configured to specify virtual root bridge parameters associated
with the portal node transmitting the VRBP frame. The VRBP frame can include address
information configured to identify an interface on the portal node transmitting the VRBP
frame. The method can include the step of: 1.) mutually agreeing upon the virtual root
bridge parameters to be used by the portal nodes within the network cluster. The virtual
root bridge parameters contained in the VRBP frame having a lowest value of the address
information can be used by the portal nodes within the network cluster. The VRBP frame
can include time length information configured to specify a length of time between
transmission of VRBP frames. According to an exemplary embodiment of the fourth
aspect, each network cluster can comprise a RSTP instance. The network can comprise a
mesh network, such as, for example, a wireless mesh network or the like. Step (a) can
comprise the step of: al.) arranging the plurality of network clusters in a hierarchical

configuration.

BRIEF DESCRIPTION OF THE DRAWINGS

[0022] Other objects and advantages of the present invention will become apparent to
those skilled 1n the art upon reading the following detailed description of preferred
embodiments, in conjunction with the accompanying drawings, wherein like reference

numerals have been used to designate like elements, and wherein:

11
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[0023] FIG. 1 1s a diagram 1illustrating an ad hoc wireless mesh network in which client

devices form the mesh.

[0024] FIG. 2 1s a diagram 1illustrating an infrastructure mesh network that includes

Access Points and client devices, and communicates with external networks using a

network connection node.

[0025] FIG. 3 is a diagram 1llustrating network, in accordance with an exemplary

embodiment of the present invention.

[0026] FIG. 4 1s a diagram 1illustrating a Virtual Root Bridge Protocol frame, in

accordance with an exemplary embodiment of the present invention.

[0027] FIG. 5 1s a flowchart 1llustrating steps for networking, in accordance with an

exemplary embodiment of the present invention.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

[0028] Exemplary embodiments of the present invention are directed to a virtual root
bridge protocol (“VRBP”) for use in networks, such as, for example, mesh networks or
the like. According to exemplary embodiments, the VRBP can support redundant links
between two or more network clusters or instances of the network. A single Layer 2
network (of the Open System Interconnection (OSI) Model) can be subdivided into
several network clusters or “instances,” with each instance comprised of several nodes.

For example, if the Rapid Spanning Tree Protocol (RSTP) or the like is used for the path

12
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selection algorithm for the network, then each network cluster can be a RSTP instance.
An inter-instance link occurs where links cross the boundary of a network cluster, such as

a RSTP instance, while nodes with such links are referred to herein as “portal nodes.”

[0029] If there are redundant inter-instance links between, for example, two RSTP
instances, then a loop can exist that may not be detected by RSTP or other path selection
or forwarding algorithm. To prevent such an occurrence, a virtual root bridge 1s used
according to exemplary embodiments. A virtual root bridge is a fiction that is maintained
by the portal nodes. For purposes of illustration and not limitation, assume that there are
two portal nodes 1n a network cluster, such as a RSTP instance. By sending special
multicast packets — VRBP frames — each of those portal nodes can detect the existence of
the other. Each portal node can transmit Bridge Protocol Data Units (BPDUs) on their
other (1.e., the non inter-instance) links advertising that the portal node 1s one or a few
hops away from the virtual root bridge. The two portal nodes advertise the same
information (virtual root bridge priority, MAC address and the like) for the same
(fictitious) virtual root bridge in the RSTP instance. Each other node in the cluster or
instance runs standard RSTP and 1s unaware that the virtual root bridge is fictitious. The
result of advertising such a (fictitious) virtual root bridge 1s that the spanning tree in, for
example, the RSTP instance bifurcates, with one branch going to one portal node and the
other branch going to the other portal node. Such bifurcation ensures that there are no
loops created by the redundant inter-instance links. Although illustrated with two
redundant connections, exemplary embodiments can be generalized to more than two

redundant connections.

13
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[0030] To implement such virtual root bridges according to exemplary embodiments,
each portal node that has an inter-instance link can send out on that link the VRBP frames
that allow each portal node to detect the existence of other portal nodes on the same
network cluster, such as, for example, a RSTP instance. The VRBP frames can include
information that allows the portal nodes to identify the packet as a VRBP frame. The
VRBP frame can further include information that can identify the RSTP instance so that
the recipient can determine whether the VRBP frame corresponds to an instance to which
the recipient belongs. The VRBP frames can also include information for the portal
nodes to determine the consensus parameters to be used for the virtual root bridge. By
detecting the existence of other portal nodes on the same network cluster, such as a RSTP
instance, using the VRBP frames, exemplary embodiments of the present invention can

prevent the creation of loops by redundant inter-instance links.

[0031] These and other aspects of the present invention will now be described in
greater detail. FIG. 3 1s a diagram illustrating network 300, in accordance with an
exemplary embodiment of the present invention. The network 300 can comprise any
suitable type of network, such as, for example, any suitable type of wired or wireless
network. According to an exemplary embodiment, the network 300 can comprise a mesh
network, such as, for example, a wireless mesh network or the like. Additionally, any
suitable type of path selection or forwarding algorithm or networking or routing protocol

can be used for the network 300, such as, for example, RSTP, Spanning Tree Protocol

(STP) or the like.

[0032] The network 300 includes a plurality of network instances or clusters 305. The

network 300 can include any suitable number of network clusters 305. According to an

14
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exemplary embodiment, 1f RSTP 1s used for the path selection algorithm, then each
network cluster 305 can comprise a RSTP instance, although the type of “instance” will
depend on the path selection algorithm used. Each network cluster 305 includes a
plurality of nodes 310. Each network cluster 305 can include any suitable number of
nodes 310. At least one of the plurality of nodes 310 comprises a portal node 315. As
used herein, a portal node 315 1s a node with at least one link (referred to as an inter-

instance link) that crosses the boundary of the network cluster 305.

[0033] For example, the network cluster 305 can include at least two portal nodes 315,
with each of the at least two portal nodes 315 including at least one inter-instance link
with a second network cluster 305. In such a configuration, the redundant links between
the two network clusters 305 can create a loop that may not be detected by the path
selection algorithm, such as, for example, RSTP or the like. Accordingly, each portal
node 315 1s configured to communicate detection packets for detecting the existence of
other portal nodes 315 within the network cluster 305. The detection packets are
communicated by the portal nodes 315 on their corresponding inter-instance links. Each
portal node 3135 1s configured to communicate with nodes 310 within the network cluster
305 associated with the respective portal node 310 to indicate that the respective portal
node 310 is a predetermined number of hops away from a virtual root bridge associated
with the network cluster 305. According to an exemplary embodiment, the portal node
315 can indicate that it 1s one hop away from the virtual root bridge, although any suitable
number of hops can be so indicated. Thus, each portal node 315 i1s configured to
communicate BPDUs on links other than the inter-instance links to advertise that the
portal node 315 1s one or suitably few hops away from the (fictitious) virtual root bridge.

According to an exemplary embodiment, the result of advertising such a (fictitious)

15
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virtual root bridge is that the spanning tree in the network cluster 305, such as, for
example, an RSTP instance, bifurcates, with one branch going to each portal node 315.

Such a bifurcation ensures that there are no loops created by the redundant inter-instance

links.

[0034] Exemplary embodiments can support any suitable number of portal nodes 315
within a network cluster 305 with any suitable number of redundant links to another
network cluster 305. The spanning tree in the network cluster 305 would then divide
according to the number of redundant (inter-instance) links 1n the network cluster 305,
with each branch in the spanning tree going to each portal node 315, thereby ensuring that

no loops are created by the redundant (inter-instance) links.

[0035] According to exemplary embodiments, the nodes 310 other than the portal
nodes 315 within the network cluster 305 are configured to run a conventional path
selection algorithm, such as, for example, RSTP or the like. However, the conventional
path selection algorithm, such as, for example, RSTP or the like, is not run or otherwise
utilized by each portal node 315 for communicating detection packets on the at least one
inter-instance link. In other words, each portal node 315 1s configured to communicate
detection packets on each interface of the portal node 315 that is not part of the network
cluster 305 to which the portal node 315 belongs. In addition, each portal node 315 is
configured to discard information packets received via the inter-instance link(s) when the
received information packets are not detection packets. In other words, any BPDUs that
are received on an inter-instance link are discarded by the portal node 315. Additionally,
BPDUs are not transmitted on the inter-instance links by the portal nodes 315. Thus, the

portal nodes 315 can be configured as edge ports or the like, and receipt of any BPDUs on
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the inter-instance links will not change the port type from edge port. Furthermore, if the
portal node 315 includes two or more links that cross the boundary of the network cluster
3035, the portal node 315 can be configured to select one of the two or more links as an
active link for communicating detection packets, while the other (inactive) links are not
used to carry data traffic. If the active link fails, then another link can be activated.
However, if the previously failed link becomes available again, that link can, if desired,

become the active link again.

[0036] According to exemplary embodiments, the detection packet comprises a VRBP
frame. The VRBP frames are used by the portal nodes 315 to detect the existence of
other portal nodes 315 1n the same network cluster 305, as discussed previously.
However, the nodes 310 other than the portal nodes 315 are configured to process the
VRBP frames as, for example, broadcast packets, multicast packets or the like.
According to exemplary embodiments, the information within the VRBP frame can allow
another portal node 315 to do the following, for example: 1dentify the packet as a VRBP
frame; 1dentity the network cluster 305 (e.g., the RSTP instance) so that the recipient can
determine whether the VRBP corresponds to an instance to which the recipient belongs;
identify the VRBP version; and identify the virtual root bridge parameters as configured

on the sending portal node 315.

[0037] More particularly, FIG. 4 1s a diagram illustrating a VRBP frame 400, in
accordance with an exemplary embodiment of the present invention. The VRBP frame
400 1includes a header 405 and a payload 430. The VRBP frame 400 can also include
appropriate padding and frame check sequence (FCS) that are generated by, for example,

the hardware sending the VRBP frame 400, and will depend on, for example, the
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transmission protocol used. The VRBP frame 400 can comprise, for example, an I.E.E.E.
802.3 frame or the like. For the header 405, the VRBP frame 400 includes a destination
address field 410, which can be six octets or any appropriate size. The destination
address can be set to a particular address to identify the packet as a VRBP frame 400. In
other words, the destination address field 410 can comprise frame identity information
that can be configured to identify the (detection) packet as the VRBP frame 400.
According to an exemplary embodiment, the destination address field 410 can be set to,
for example, an appropriate multicast address dedicated to VRBP. Any suitable address

or identifying information can be used for the field.

[0038] The VRBP frame 400 includes a source address field 415, which can be six
octets or any appropriate size. The source address field 415 can be set to the address
(e.g., the MAC address) of the sending interface, such as the address of the interface of
the portal node 315 sending the VRBP frame 400. The VRBP frame 400 can include a
length/type (Ethertype) field 420, which can be two octets or any appropriate size. The
Ethertype field 420 can be set to any suitable value. According to an exemplary
embodiment, the Ethertype field 420 can be set to the value 88:b7, although any
appropriate value can be used. For example, the value of 88:b7 is defined by the I.LE.E.E.
802a-2003 standard as “OUI Extended Ethertype,” and is used to indicate a vendor-
specific protocol. If “OUI Extended Ethertype” 1s used for the Ethertype field 420, then a

five-octet protocol identifier field can form the first part of the payload 430.

[0039] For the payload 430, the VRBP frame 400 can include a protocol identifier field

435, which can be five octets or any appropriate size. The protocol identifier field 435

can detail the vendor-specific protocol in use. For example, if the “OUI Extended
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Ethertype” is used, then the first five octets of the payload 430 can comprise the protocol
identifier field 435. According to an exemplary embodiment, the protocol identifier field
435 can be set to a multicast address dedicated to VRBP, 1in which any suitable value for

the multicast address can be used.

[0040] The VRBP frame 400 includes an mstance i1dentifier field 440, which can be
two octets or any appropriate size. The instance 1dentifier field 440 can comprise
network cluster identity information that 1s configured to identify the network cluster 305
of the portal node 315 transmitting the VRBP frame 400. According to exemplary
embodiments, the portal node 3135 receiving the VRBP frame 400 can utilize such
network cluster identity information to determine whether the VRBP frame 400
corresponds to the network cluster 305 to which the portal node 315 receiving the VRBP
frame 400 belongs. According to an exemplary embodiment, the network cluster identity
information can be configured to identify, for example, a RSTP instance of the portal
node 315 transmitting the VRBP frame 400. In other words, the instance identifier field
440 can used to uniquely 1dentify each instance of, for example, RSTP within, for
example, a Layer 2 network. According to an exemplary embodiment, the high-order
four bits of the instance identifier field 440 can be set to zero, 1.e., the instance identifier
field 440 can be a 12-bit value that 1s padded on the left wath zeroes. A 12-bit value can
be used to maintain compatibility with the System ID portion of the RSTP bridge
identifier, which 1s used by the Multiple Spanning Tree Protocol (MSTP) to identify
different instances. When comparing instance identifiers, the most-significant four bits
can then be ignored. However, the instance 1dentifier field 440 can be any suitable value

or other unique identifier of any suitable size or length.
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[0041] The VRBP frame 400 includes a VRBP version number field 445, which can be
one octet or any appropriate size. The VRBP version number field 445 can include
version information that 1s configured to 1dentify the version of the VRBP being used.
For example, the VRBP version number field 445 can include a major version number
subfield (e.g., the most significant four bits) and a minor version number subfield (e.g.,
the least significant four bits). According to exemplary embodiments, the portal node 315
receiving the VRBP frame 400 can be configured to discard the VRBP frame 400 when
the major version number contained in the VRBP version number field 445 does not
match the major version number of the VRBP utilized by the portal node 315 receiving
the VRBP frame 400. For example, if a portal node 315 receives a VRBP frame 400
where the instance 1dentifier field 440 matches that on the portal node 315, but the major
version number does not, then the portal node 315 can 1ignore the VRBP frame 400 (e.g.,
except for generating a log message and/or alarm or the like). However, if the major
version number matches, but the minor version number does not, then the portal node 315
can use the VRBP frame 400. In such a case, the VRBP frame 400 may contain new
fields not understood by the portal node 315, but the different (minor) versions would be

known to inter-work properly.

[0042] The VRBP frame 400 includes an instance address field 450, which can be six
octets or any appropriate size. The instance address field 450 includes the address (e.g.,
the MAC address) of an interface on the sending portal node 315 that is connected to the
network cluster 305 (e.g., the RSTP instance) on which the VRBP frame 400 is received.
Thus, the instance address field 450 can be configured to identify the interface on the
portal node 315 transmitting the VRBP frame 400. If the sending portal node 315 has

more than one such instance address, then the portal node 315 can choose any one of the
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addresses. However, according to an exemplary embodiment, the portal node 315 should

continually choose the same instance address, even across restarts.

[0043] The VRBP frame 400 includes a message age field 455, which can be two octets
or any appropriate size. The message age field 455 can carry the value of the maximum
message age or expiration time for VRBP frames 400 forwarded in the network 300 (e.g.,
based on the path selection or forwarding algorithm used), as configured on the sending
portal node 315. Thus, the message age value can comprise the period of time after
which mformation on the root bridge expires, and any information older than the message
age value can be discarded. For example, the message age field 455 can carry the RSTP
message age parameter MaxAge, as configured on the sending portal node 315. In other
words, the value sent 1s that which is configured on the sending portal node 315, not
necessarily the value that may be currently in use. The message age can be any suitable

expiration value.

[0044] The VRBP frame 400 includes a hello time field 460, which can be two octets
or any appropriate size. The hello time field 460 can carry time length information that is
configured to specify the length of time between transmission of VRBP frames 400. For
example, the hello time field 460 can carry the value of the RSTP HelloTime parameter,

as configured on the sending portal node 315.

[0045] The VRBP frame 400 includes a forward delay field 465, which can be two

octets or any appropriate size. The forward delay field 465 can carry a value representing
the length of time a portal node 315 spends before forwarding a VRBP frame 400, as

configured on the sending portal node 315. For example, the forward delay value can act
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as a timer or the like to give the portal node 315 a suitable amount of time to “listen” to
and “learn” about traffic being passed on the network 300 before participating in such
data traffic forwarding. For example, according to an exemplary embodiment, the
forward delay field 465 can carry the RSTP forward delay parameter, as configured on

the sending portal node 315.

[0046] The VRBP frame 400 can include a hop count field 470, which can be one octet
or any appropriate size. The hop count value carried by the hop count field 470 can
specify the number of inter-instance links that the VRBP frame 400 has traversed. For
example, according to an exemplary embodiment, the VRBP frame 400 can be discarded
if forwarding the VRBP frame 400 can cause the incremented value of the hop count field

to exceed a configurable and suitable “Max Hop Count” value or the like.

[0047] According to exemplary embodiments, at least the message age field 455, the
hello time field 460 and the forward delay field 465 can comprise the virtual root bridge
parameter information that is configured to specify the virtual root bridge parameters
associated with the portal node 315 transmitting the VRBP frame 400. For example, each
portal node 315 in a network cluster 305 can have certain virtual root bridge parameters
configured on it. The virtual root bridge parameters of the portal node 315 are used if that
portal node 315 is selected as the (virtual) root bridge, while the other nodes 310 1n the
network cluster 305 can learn and use those values from the BPDUs. Because exemplary
embodiments of the present invention use a virtual root bridge, the various portal nodes
315 within a network cluster 305 can mutually agree upon the virtual root bridge
parameters to be used by the portal nodes 315 within the network cluster 305. Any

suitable mechanism for reaching such mutual agreement can be used. For example,
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according to an exemplary embodiment, the virtual root bridge parameters contained 1n
the VRBP frame 400 having the numerically lowest value in the instance address field
450 can be used by the portal nodes 315 within the network cluster 305. Once agreed
upon, each portal node 315 within the network cluster 305 can use those virtual root

bridge parameters for their VRBP frames 400.

[0048] As discussed previously, any node 310 with an active interface that is not part of
a network cluster 305 defined elsewhere on the node 310 1s considered a portal node 315.
According to exemplary embodiments, as soon as a portal node 315 has identified itself
as such, the portal node 315 can start sending VRBP frames 400 on each interface that 1s
not part of the network cluster 305. Once a node 310 has determined that 1t is to send
VRBP frames 400 as a portal node 315, the VRBP frames 400 can be transmitted
periodically, at any suitable interval. For example, the currently-active value of the hello
time parameter that is transmitted in the hello time field 460 can be used to determine the

spacing of such transmissions.

[0049] Additionally, as discussed previously, portal nodes 315 can use VRBP frames
400, while any non-portal nodes 310 can treat the VRBP frames 400 as, for example,
multicast frames. For example, when a portal node 315 receives a VRBP frame 400 (e.g.,
as identified by the destination address field 410), the portal node 315 can check the
Ethertype and protocol identifier fields 420 and 435, respectively. If such fields do not
both match the specified, predetermined values (e.g., the exemplary values discussed
previously for these fields), then the VRBP frame 400 can be forwarded as a normal
multicast frame. If the Ethertype and protocol identifier fields 420 and 435 do match the

specified values, then the instance identifier field 440 can be compared to the instance
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identifiers for network clusters 305 directly connected to the portal node 315. If there 1s
no match, then the hop count field 470 can be examined. If value of the hop count 1s less
than the system-configured Max Hop Count value, then the value i the hop count field
470 can be incremented and the VRBP frame 400 can be forwarded following normal
multicast forwarding rules. According to exemplary embodiments, the hop count
mechanism can be used to achieve a compromise between scalability and flexibility. To
maximize scalability, the VRBP frames 400 should be prevented from spreading through
the entire Layer 2 network. However, to maximize flexibility, the VRBP frames 400 can
be allowed to span multiple network clusters 305 (e.g., so that network cluster A can have
direct links to network clusters C and D, where the latter two clusters may or may not

themselves be directly connected).

[0050] Assuming that the instance identifier field 440 matches one defined on an
interface of the portal node 315, the portal node 315 can next examine the VRBP version
number field 445. For example, if the highest four bits (e.g., the major version number)
do not match the major version number implemented on the receiving portal node 315,
then the VRBP frame 400 can be discarded and suitable warnings (e.g., log messages and
the like) can be generated. Otherwise, the portal node 315 can continue. If the portal
node 315 has not already enabled virtual root bridge for the network cluster 305, then the
portal node 315 can compare the received frame’s instance address field 450 to the
instance address of the portal node 315. For example, the portal node 315 can use the
virtual root bridge parameters values of the numerically lowest instance address 1n the
instance address field 450. The portal node 315 is configured to save the information
from the VRBP frame 400 (e.g., in any suitable type of computer memory or storage).

However, according to an exemplary embodiment, if the portal node 315 receives VRBP
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frames 400 from more than one portal node 315 for the same network cluster 305, then

the portal node 315 can save the most recent VRBP information from each VRBP frame

400.

[0051] According to an exemplary embodiment, if a VRBP frame 400 is older than
approximately three (or any suitable number) times the currently active hello time
parameter, then the VRBP information associated with that VRBP frame 400 can be
deleted. If a new VRBP frame 400 from the same source is received, then the VRBP
information can be updated if it has changed, and the timer can be restarted. It is to be
noted that once the virtual root bridge parameters of a portal node 315 have been selected
for use, those parameters can continue to be used even if the VRBP frame 400 of the
original portal node 315 times out. The virtual root bridge parameters can be changed 1f
the current highest priority portal node advertises different values. Such an occurrence
can happen in several ways. For example, a new portal node 315 can join the network
and advertise different parameter values. Alternatively, the currently highest priorty
portal node 315 can have its configured virtual root bridge parameter values changed by,

for example, network management or a network administrator.

[0052] With respect to, for example, RSTP, it is noted that there 1s a security weakness
in RSTP. For example, a client that advertises itself as a high-priority root bridge can
disrupt the entire network, because the number of hops to the root bridge would double
for some nodes. In other words, a malicious client can advertise itself as having bridge
priority of zero and a MAC address of all zeroes, and be substantially guaranteed to be
the root bridge. The MAC addresses of the desired root bridge(s) could be altered to

make such an attack more difficult, but such an alternation creates problems of its own if
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the desired root bridge fails. In addition, any client who joins the network can potentially
generate RSTP BPDUs and could become part of the network topology. Most seriously,
a client device can send BPDUs into the network that advertises itself as a highest-prionty
root bridge. Other nodes in different zones from the new root bridge would suddenly
“see” double the number of hops to the root bridge, which would likely mean that the root
bridge information would expire before reaching all parts of the LAN. The resulting
LAN would have an unstable topology with bridged loops and broken communications.
Thus, RSTP can be insecure: any device capable of sending frames into the network 305
can send BPDUs. For example, a malicious node in the network 305 could generate

spurious VRBP frames 400 and cause a misconfiguration.

[0053] To address such security issues, exemplary embodiments of the present
invention can incorporate suitable security measures into the VRBP. For example, to
prevent wireless client devices from generating spurious VRBP frames 400, all access
radios can filter out any multicasts to the VRBP address specified in the destination
address field 410 (e.g., an appropriate multicast address or other suitable VRBP address).
Another source of spurious multicasts can be the core network 305. However, if 1t 1s
assumed that the core network 305 contains only trusted nodes 310, then such a 1ssue can
be minimized. It is noted that direct Layer 2 connectivity can be used to transmit the
VRBP frames 400, because the Ethemet multicast address cannot be generated from an IP
frame. The VRBP security can also be enhanced by using such security protocols as, for

example, IPsec, 802.1x, or any other suitable authentication method.

[0054] Exemplary embodiments of the present invention provide for the ability to

arrange the network 305 in a hierarchical manner. For example, multiple, layered RSTP
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instances can be arranged in a hierarchical configuration to provide for greater scalability
in such networks. As discussed previously, it i1s desirable to avoid IP subnet boundaries
in, for example, a wireless access network or the like, because such boundaries can break
WLAN client mobility. In conventional WLANs, RSTP boundaries, Layer 2 broadcast
boundaries, and IP subnet boundaries are the same. As noted previously, RSTP can
create an undesirable limitation on the size of an IP subnet, particularly for wireless mesh
networks. According to exemplary embodiments, a single Layer 2 network can be
subdivided into several RSTP “instances”. Thus, a hierarchical approach to, for example,
RSTP can be used, as illustrated in FIG. 3. In FIG. 3, the plurality of network clusters
305 can form a “first layer” of an RSTP instance. A second layer 340 RSTP instance can
be arranged in a hierarchy “on top of”’ or “above’ the first layer, thereby forming what 1s
referred to herein as a hierarchical RSTP network. According to exemplary
embodiments, because the RSTP boundaries no longer coincide with IP subnet
boundaries, there is no further need to make the RSTP instances as large as possible.
However, it may still be desirable to keep the network clusters 305 relatively small,
because recovery times can be faster and RSTP-related problems (e.g., a misconfiguration

that can cause an inappropriate node to become a root bridge) can be kept 1solated.

[0055] To support such a hierarchical RSTP, if RSTP BPDUSs “leak™ from one instance
to another, then the two instances can become one, which could defeat the creation of a
hierarchy. To address such a concern, exemplary embodiments of the present invention
can conform to certain conventions, including: RSTP BPDUSs are not transmaitted on inter-
instance links; inter-instance links are configured as edge ports; and any BPDUs received

on an inter-instance link can be discarded by the portal node 315, and the port type is not
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changed from an edge port. Such conventions have been discussed previously with

regard to the VRBP.

[0056] Another issue that can be addressed with hierarchical RSTP is to prevent the
creation of loops between instances. Such a concern can be easily addressed if there are
no redundant connections between instances. However, redundant connections may be
required. To support redundant inter-instance links, exemplary embodiments can use the
VRBP and the accompanying VRBP frames as a technique to support load-shared
redundant connections without having to run RSTP across those connections. Thus, the
portal nodes 315 in the hierarchical RSTP can implement the VRBP. By conforming to
the conventions described herein, and by using VRBP, a hierarchical RSTP network, such
as network 300, can be used to overcome the scalability issues involved with path

selection or forwarding algorithms such as, for example, RSTP or the like.

[0057] Although RSTP has been discussed merely to illustrate exemplary embodiments
of the present invention, any suitable Layer 2 or Layer 3 path selection or forwarding
algorithm or routing or networking protocol can be used according to exemplary
embodiments, including, but not limited to, STP, Ad hoc On-Demand Distance Vector
(AODV), Open Shortest Path First (OPSF) protocol, Angle-Signal-to-Interference-and-
Noise-Ratio (Angle-SINR) Table (AST) routing, Ant-Colony Based Routing Algorithm
(ARA), Backup Source Routing (BSR), Distance Routing Effect Algorithm for Mobility
(DREAM), Destination-Sequenced Distance Vector (DSDV), Dynamic Source Routing
(DSR), Fisheye State Routing (FSR), Global State Routing (GSR), Location-Aided
Routing (LAR), Link-Life Based Routing (LBR), Lightweight Mobile Routing (LMR)

protocol, Link-State Routing (LSR), Meshed Multipath Routing Protocol (MMRP) with
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selective forwarding, Optimized Link State Routing (OLSR), Routing Bridges (rBridges),
Region-based Routing Protocol (REGR), Terminode routing, Terminode Remote Routing
(TRR), Two-Tier Data Dissemination (TTDD), Zone Routing Protocol (ZRP), or the like.
For example, according to an exemplary embodiment, RSTP can be used for a Layer 2

forwarding algorithm, while OPSF can be used for a Layer 3 forwarding algorithm.

[0058] As discussed previously, the network 300 can comprise any suitable type of
network, such as, for example, a mesh network, a wireless mesh network or the like. The
nodes 310 can be comprised of any suitable type of client device or element capable of
performing the functions for a node as described herein. For example, according to an
exemplary embodiment, each node 310 can be comprised of a suitably-configured
BelAir50c manufactured by BelAir Networks Inc. of Kanata, Ontario, Canada, or the like.
The portal nodes 315 can be comprised of any suitable type of device or element capable
of performing the functions for a portal node as described herein. For example, according
to an exemplary embodiment, each portal node 315 can be comprised of either a suitably
configured BelAir50C or a suitably-configured BelAir100 manufactured by BelAir
Networks Inc. or the like. The nodes 310 and portal nodes 315 1n each network cluster
305 can communicate with each other using any suitable type of communication link,

such as, for example, a Multipoint-to-Multipoint (“M2M”) link or the like.

[0059] Each of the portal nodes 315 in each of the network clusters 305 1n the first
layer RSTP instance illustrated in, for example, FIG. 3 can be in communication with the
second layer 340 RSTP instance using first gateway elements 345. The first gateway
elements 345 can comprise any suitable type of gateway element or device (e.g., a router

or the like) that is capable of communicating with and routing information to/from the
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portal nodes 315, such as, for example, a suitably-configured BelAir200 manufactured by
BelAir Networks Inc. or the like. The first gateway elements 345 and portal nodes 315
can communicate with each other using any suitable type of communication link, such as,

for example, a Point-to-Multipoint (“P2M”) link or the like.

[0060] The first gateway elements 345 can, in turn, be 1n communication with
communication elements 350 of the second layer 240 RSTP instance. The
communication elements 350 can comprise any suitable type of communication element
or device that is capable of communicating with the first gateway elements 345, such as,
for example, a suitably-configured BelAir100 or the like. The first gateway elements 345
and the communication elements 350 can communicate with each other using any suitable
type of communication link, such as, for example, a wired link or the like. The
communication elements 350 can be connected to a routed network 360 (e.g., the Internet
or other suitable network) using second gateway elements 355. The second gateway
elements 355 can comprise any suitable type of gateway element or device (e.g., a router
or the like) that 1s capable of connecting the second layer 340 RSTP instance (or any
other layer of the hierarchical RSTP) to the routed network 360 and communicating and
routing information to/from the routed network 360, such as, for example, a BelAir200 or
the like. The network communication elements 350 and second gateway elements 355
can communicate with each other using any suitable type of communication link, such as,
for example, a Point-to-Point (“P2P”’) link or the like. The second gateway elements 355
can be in communication with the routed network 360 using any suitable type of

communication link, such as, for example, a wired link or the like. Other configurations

of the hierarchical RSTP and the network 300 can be used.
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[0061] For example, for a RSTP mesh network, the mesh network can be comprised of
a collection of infrastructure nodes. The wireless clients (e.g., the nodes 310) can
establish non-mesh connections to the infrastructure nodes (APs). Furthermore, access
radios in such a mesh can operate in a hybrid mode, where they are infrastructure APs to
the wireless clients, but are stations with respect to the mesh network. The mesh network
can carry traffic that is, generally, between wireless clients at the edge of the network and
a few gateway routers located towards the core of the network. Consequently, such a
mesh network can be hierarchical in nature, as discussed previously. In addition, such a
mesh architecture can be substantially static in nature. In other words, there can be a
relatively fixed number of nodes in a given mesh, and the nodes can tend to stay in the

mesh for long periods of time. Such a mesh network can be preconfigured.

[0062] In addition, the mesh nodes can be substantially stationary. In other words,
although links can come and go depending on the radio environment, the nodes
themselves do not move. In accordance with exemplary embodiments, by supporting and
utilizing VRBP and the hierarchical RSTP architecture, such mesh networks can be very
large, with a total of thousands of mesh nodes or more. The mesh network can be
subdivided hierarchically, because the mesh network can be preconfigured as necessary.

Furthermore, such a mesh network can use, for example, pre-shared keys as a form of

security.

[0063] With respect to robustness, the greatest weakness of algorithms such as, for
example, RSTP is the selection of a root bridge. If different nodes select different root
bridges, then their forwarding tables will not be consistent with one another. Loops and

broadcast storms are the likely result. Conservative network design practice can help.
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For example, the maximum number of hops from the root bridge to any other bridge 1n
the network can be limited, taking into account possible failures of the root bridge, other
bridges, or various links. In addition, carefully configuring bridge priorities to control the
election of the root bridge, and to enforce an appropnate chain of succession if the root
bridge is unavailable. Another robustness concern with, for example, RSTP 1s a bridged
network’s vulnerability to broadcast storms whenever a loop is present. RSTP and other
like algorithms are intended to prevent loops, but there are scenarios where loops can
occur. For example, a client device could bridge between two segments, but not generate
any BPDUs. In such a scenario, the loop can exist indefinitely. Even if the client does
generate a BPDU, there may be a period of a several seconds or more while the links are
bridged, but a BPDU has not yet been sent. During that time, a broadcast storm can ramp
up to the point that it may take many attempts before a BPDU is received. As discussed
previously, the VRBP and the accompanying VRBP frames can be used to support
redundant inter-instance links, manage such loops and address such 1ssues with root

bridges.

[0064] FIG. 5 is a flowchart illustrating steps for networking, in accordance with an
exemplary embodiment of the present invention. In step 505, a plurality of network
clusters are arranged. For example, the plurality of network clusters can be arranged 1n a
hierarchical configuration or the like. Each network cluster can include a plurality of
nodes. At least one of the plurality of nodes comprises a portal node. A portal node
comprises a node with at least one link that crosses a boundary of the network cluster. In
step 510, detection packets are communicated from each portal node to detect an
existence of other portal nodes within the network cluster. In step 5135, each portal node

communicates to nodes within the network cluster associated with the respective portal
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node to indicate that the respective portal node is a predetermined number of hops away

from a virtual root bridge associated with the network cluster.

[0065] The network cluster can include at least two portal nodes, and each of the at
least two portal nodes can include at least one link with a second network cluster. One of
at least two links can be selected as an active link for communicating detection packets
when the portal node includes at least two links that cross the boundary of the network
cluster. Nodes within the network cluster other than the portal nodes can be configured to
utilize RSTP or the like. However, the RSTP 1s not utilized by each portal node for the at
least one link. Detection packets can be communicated on each interface of the portal
node that is not part of the network cluster to which the portal node belongs. Information
packets received by the portal node via the at least one link can be discarded when the

information packets do not comprise detection packets.

[0066] The detection packet can comprise a VRBP frame. Nodes other than the portal
nodes can be configured to process the VRBP frames as broadcast packets, multicast
packets or the like. The VRBP frame can include frame identity information configured
to identify the detection packet as the VRBP frame, and network cluster identity
information configured to identify the network cluster of the portal node transmitting the
VRBP frame. The network cluster identity information can be utilized by the portal node
receiving the VRBP frame to determine whether the VRBP frame corresponds to the
network cluster to which the portal node receiving the VRBP frame belongs. The
network cluster identity information can identify a RSTP instance of the portal node
transmitting the VRBP frame. The VRBP frame can include version information for

identifying a version of the VRBP. The version information can include a major version
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number and a minor version number. The VRBP frame received by the portal node can
be discarded when the major version number contained in the VRBP frame does not

match the major version number of the VRBP utilized by the portal node receiving the

VRBP frame.

[0067] The VRBP frame can include virtual root bridge parameter information
configured to specify virtual root bridge parameters associated with the portal node
transmitting the VRBP frame. The VRBP frame can include address information
configured to identify an interface on the portal node transmitting the VRBP frame. The
virtual root bridge parameters to be used by the portal nodes within the network cluster
can be mutually agreed upon by those portal nodes. For example, the virtual root bridge
parameters contained in the VRBP frame having a lowest value of the address
information can be used by the portal nodes within the network cluster. The VRBP frame
can include time length information configured to specify a length of time between
transmission of VRBP frames. According to an exemplary embodiment, each network

cluster can comprise, for example, a RSTP instance.

[0068] The steps of a computer program as illustrated in FIG. 5 for networking and the
data structure of the VRBP frame 400 illustrated in FIG. 4 can be embodied in any
computer-readable medium for use by or in connection with an instruction execution
system, apparatus, or device, such as a computer-based system, processor-containing
system, or other system that can fetch the instructions from the instruction execution
system, apparatus, or device and execute the instructions. As used herein, a “computer-
readable medium” can be any means that can contain, store, communicate, propagate, or

transport the program for use by or in connection with the instruction execution system,
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apparatus, or device. The computer readable medium can be, for example but not limited
to, an electronic, magnetic, optical, electromagnetic, infrared, or semiconductor system,
apparatus, device, or propagation medium. More specific examples (a non-exhaustive
list) of the computer-readable medium can include the following: an electrical connection
having one or more wires, a portable computer diskette, a random access memory
(RAM), a read-only memory (ROM), an erasable programmable read-only memory
(EPROM or Flash memory), an optical fiber, and a portable compact disc read-only

memory (CDROM).

[0069] It will be appreciated by those of ordinary skill in the art that the present
invention can be embodied in various specific forms without departing from the spirit or
essential characteristics thereof. The presently disclosed embodiments are considered in

all respects to be illustrative and not restrictive. The scope of the invention 1s indicated
by the appended claims, rather than the foregoing description, and all changes that come

within the meaning and range of equivalence thereof are intended to be embraced.

[0070] All United States patents and applications, foreign patents, and publications

discussed above are hereby incorporated herein by reference in their entireties.
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WHAT IS CLAIMED IS:

1. A network, comprising:
a plurality of network clusters,
S wherein each network cluster includes:
a plurality of nodes,
wherein at least one of the plurality of nodes comprises a
portal node,
wherein a portal node comprises a node with at least one
10  link that crosses a boundary of the network cluster,
wherein each portal node 1s configured to communicate
detection packets for detecting an existence of other portal nodes within the network
cluster, and
wherein each portal node 1s configured to communicate
15  with nodes within the network cluster associated with the respective portal node to
indicate that the respective portal node is a predetermined number of hops away from a

virtual root bridge associated with the network cluster.

2. The network of claim 1, wherein the network cluster comprises at least
20  two portal nodes, and

wherein each of the at least two portal nodes comprises at least one link with a

second network cluster.

3. The network of claim 1, wherein when the portal node comprises at least
25  two links that cross the boundary of the network cluster, the portal node is configured to

select one of the at least two links as an active link for communicating detection packets.
4. The network of claim 1, wherein nodes within the network cluster other

than the portal nodes are configured to utilize Rapid Spanning Tree Protocol (RSTP), and
30 wherein the RSTP is not utilized by each portal node for the at least one link.
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5. The network of claim 1, wherein each portal node is configured to
communicate detection packets on each interface of the portal node that is not part of the

network cluster to which the portal node belongs.

6. The network of claim 1, wherein each portal node is configured to discard
information packets received via the at least one link when the information packets do not

comprise detection packets.

7. The network of claim 1, wherein the detection packet comprises a Virtual

Root Bridge Protocol (VRBP) frame.

8. The network of claim 7, wherein nodes other than the portal nodes are

configured to process the VRBP frames as one of broadcast and multicast packets.

9. The network of claim 7, wherein the VRBP frame comprises:
frame identity information configured to identify the detection packet as the
VRBP frame; and
network cluster identity information configured to identify the network cluster of
the portal node transmitting the VRBP frame,
wherein the portal node receiving the VRBP frame utilizes the network
cluster identity information to determine whether the VRBP frame corresponds to the

network cluster to which the portal node receiving the VRBP frame belongs.

10.  The network of claim 9, wherein network cluster identity information 1s

configured to identify a RSTP instance of the portal node transmitting the VRBP frame.

11.  The network of claim 7, wherein the VRBP frame comprises:

version information configured to identify a version of the VRBP.

12. The network of claim 11, wherein the version information comprises a

major version number and a minor version number.

13.  The network of claim 12, wherein the portal node receiving the VRBP

frame is configured to discard the VRBP frame when the major version number contained
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in the VRBP frame does not match the major version number of the VRBP utilized by the
portal node receiving the VRBP frame.

14.  The network of claim 7, wherein the VRBP frame compnses:
5 virtual root bridge parameter information configured to specify virtual root bridge

parameters associated with the portal node transmitting the VRBP frame.

15.  The network of claim 14, wherein the VRBP frame comprises:

address information configured to identify an interface on the portal node
10  transmitting the VRBP frame.

16.  The network of claim 15, wherein the portal nodes within a network
cluster are configured to mutually agree upon the virtual root bridge parameters to be

used by the portal nodes within the network cluster.

15
17.  The network of claim 16, wherein the virtual root bridge parameters
contained in the VRBP frame having a lowest value of the address information are used
by the portal nodes within the network cluster.
20 18.  The network of claim 7, wherein the VRBP frame comprises:

time length information configured to specify a length of time between

transmission of VRBP frames.

19.  The network of claim 1, wherein each network cluster comprises a Rapid

25  Spanning Tree Protocol (RSTP) instance.

20.  The network of claim 1, wherein the network comprises a mesh network.

21.  The network of claim 20, wherein the mesh network comprises a wireless

30 mesh network.

22. A method of networking, comprising the steps of:
a.) arranging a plurality of network clusters,

wherein each network cluster includes a plurality of nodes,
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wherein at least one of the plurality of nodes comprnses a portal node, and
wherein a portal node comprises a node with at least one link that crosses a
boundary of the network cluster;
b.) communicating detection packets from each portal node to detect an
existence of other portal nodes within the network cluster; and
C.) communicating from each portal node to nodes within the network cluster
associated with the respective portal node to indicate that the respective portal node 1s a
predetermined number of hops away from a virtual root bridge associated with the

network cluster.

23. The method of claim 22, comprising the step of:
d.) selecting one of at least two links as an active link for communicating
detection packets, when the portal node includes at least two links that cross the boundary

of the network cluster.

24.  The method of claim 22, comprising the step of:
d.) communicating detection packets on each interface of the portal node that

is not part of the network cluster to which the portal node belongs.

25.  The method of claim 22, comprising the step of:
d.) discarding information packets received by the portal node via the at least

one link, when the information packets do not comprise detection packets.

26.  The method of claim 22, wherein the detection packet comprises a Virtual

Root Bridge Protocol (VRBP) frame.

27.  The method of claim 26, wherein the VRBP frame includes frame 1dentity
information configured to identify the detection packet as the VRBP frame, and network
cluster identity information configured to identify the network cluster of the portal node
transmitting the VRBP frame, and

wherein the method comprises the step of:

d.) utilizing the network cluster identity information by the portal node

receiving the VRBP frame to determine whether the VRBP frame corresponds to the
network cluster to which the portal node receiving the VRBP frame belongs.
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28.  The method of claim 22, wherein step (a) comprises the step of:

al.) arranging the plurality of network clusters in a hierarchical configuration.

29. A Virtual Root Bridge Protocol (VRBP) data structure for detection
packets, wherein the VRBP data structure 1s embodied 1in a computer-readable medmum,
comprising:

version information configured to identify a version of the VRBP;

frame identity information configured to identify the detection packet as a VRBP
frame; and

network cluster identity information configured to identify a network cluster of a
portal node transmitting the VRBP frame,

wherein a portal node receiving the VRBP frame utilizes the network
cluster identity information to determine whether the VRBP frame corresponds to the
network cluster to which the portal node receiving the VRBP frame belongs; and

virtual root bridge parameter information configured to specify virtual root bridge

parameters associated with the portal node transmitting the VRBP frame.

30. The VRBP data structure of claim 29, wherein network cluster identity

information is configured to identify a RSTP instance of the portal node transmitting the
VRBP frame.

31. The VRBP data structure of claim 29, wherein the version information

comprises a major version number and a minor version number.

32.  The VRBP data structure of claim 31, wherein the portal node receiving
the VRBP frame is configured to discard the VRBP frame when the major version

number contained in the VRBP frame does not match the major version number of the

VRBP utilized by the portal node receiving the VRBP frame.

33.  The VRBP data structure of claim 29, comprising:
address information configured to identify an interface on the portal node
transmitting the VRBP frame.
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34. The VRBP data structure of claim 33, wherein portal nodes within a
network cluster are configured to mutually agree upon the virtual root bridge parameters

to be used by the portal nodes within the network cluster.

35.  The VRBP data structure of claim 34, wherein the virtual root bridge
parameters contained in the VRBP frame having a lowest value of the address

information are used by the portal nodes within the network cluster.

36. The VRBP data structure of claim 29, comprising:

time length information configured to specify a length of time between

transmission of VRBP frames.
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FIG. 4
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FIG. 5
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