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SECURED COMMUNICATIONS ARRANGEMENT APPLYING INTERNET
PROTOCOL SECURITY

CROSS-REFERENCE TO RELATED APPLICATIONS
LIS The present application claims priority from U.S. Provisional Patent Application
No. 61/814,431, filed April 22, 2013 (Attorney Docket No. TNSG7.P) the disclosure of which

is hereby incorporated by reference in its entirety.

TECHNICAL FIELD
[8602] The present application relates generally to secured communications and storage

systerns, and in particular secured networks and endpoints applying internet protocol security.

ACKGROUND

[B0603] Modern organizations generate store, and comymunicate large quantities of data.
In many instances, organizations include individuals having differcnt rights to data, or
different rights to communicate with other individuals or access particular computing
resources. [t is frequently important that such organizations be able to quickly and securely
access the data stored at the data storage system. In addition, it 1s frequently important that
data stored at a data storage sysiem, or communicated between computing systems, be
recoverabic if the data is communicated or written incorrectly or are otherwise infercepted or
corrupted.

[B004] To address the above issues, Unisys Corporation of Blue Bell, Pennsylvania
developed a Stealth solution that uses a kernel-level driver to implement end-to-end
cryptographic connections for communication of data across public and private networks.
This solution allows users to communicate with other users having common user rights, while
segregating user groups by way of assignment of differcnt cryptographic keys used for cach
user group, or “community of interest”. However, the Stealth solution has some drawbacks.
First, the existing Stealth sclution is only compatible with IPv4 networks; with the increasing
proliferation of IPv6 addressing, some migration 18 needed.  Secondly, the existing Stealth
solution resides primarily in drivers at the kernel level, and as such is specifically tailored for
use on specitic operating systems (e.g., Windows-based systems}; an incompatible computing
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system is typically placed behind a Stealth-cnabled appliance that can be used to route
communications on the behalf of that incompatible computing system.  Furthermore, sinee
the existing Stealth solution utilizes a proprictary crvptographic library, it is less trusted by
large corporations and governments, who prefer standards-based security systems,

[8685] Internet Protocol Security (IPsec) is one such standards-based protocol suite used
for securing Internet Protocol (IP) communications by authenticating and encrypting each IP
packet of a communication session. [Psec inchides protocols for establishing authentication
between agents at the beginning of the session and negotiation of cryptographic keys to be
used during the session. [Psec is an end-to-end security scheme of the Internet Protocol
Suite. As compared to other security systers, such as SSL, 85H, or TLS, IPsec operates in
the Internet Layer rather than operating in the upper layers of the TCP/IP model Hence,
IPsec protects any application fraffic across an Internet Protocol (IP) network., Applications
do not need to be specifically designed to use [Psec, whereas TLS/SSL is required to be
designed into an gpplication to protect the application protocols. In addition, IPsec operates
in both IPv4 and [Pv6-cnabled networks.

[B8006] However, IPsec i3 not without drawbacks., Existing Psec-enabled systems
typically negotiate to create [Psec tunnels, or secure tunnels, on a poini-to-point basis, rather
than allowing for data access by multiple entitics within the same “community of inferest”.
Furthermore, IPsec is only available on modern computing systems. In Windows
environments, IPsec 1s only available as part the native operating system since the release of
Windows 7; prior versions lack support for this security protocol suite.  Furthermore,
different implementations of [Psec on different types of computing systems are handled
differently, leading to mnconsistencies i connection parameters.  Additionally, IPsec is built
based on a premise that two computing sysiems can negotiate security parameters; when two
such systems intend to form a secure tunnel, that tunnel is established through use of an IKE
key exchange, which requires a response to an imitial transmission. However, to accomplish
perfect forward secrecy, such trading of security parameters may not be possible.
Accordingly, improvements in the various existing secured conmunumications sysioms are

desired.
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SUMMARY
8607 In accordance with the following disclosure, the above and other issues are
addressed by the following:
{8008 In a first aspect, a secure communications arrangement including an endpoint is

disclosed. The endpoint includes a computing system. The computing system includes a
user level services component and a kernel level callout driver interfaced to the user level
services component and configured to establish an [Psec tunnel with a remote endpoint. The
computing system also includes a filter engine storing one or more filters defining endpoints
aunthorized to communicate with the endpoint via the IPsec tunnel. The computing system
also imcludes a second kernel level driver coufigured to establish a secure tunnel using a
second security protocol different from 1Psec.

[8609] In a second aspect, a secure communications arrangement includes an endpoint

comprising a computing system.  The computing system includes a user level services

component and a kernel level callout driver interfaced to the user level services component
and configured to establish an [Psec tunnel with a remote endpoint. The computing system
also includes a filter engine storing one or more filters defining endpoints avthorized to
communicate with the endpoint via the [Psec tunnel. The coraputing system also includes a
second kernel level driver contigured to establish a secure tunnel using a second security
protocol different from [Psec.

16616 In a third aspect, a secure communications arrangement includes a fivst endpoint,
a second endpoint, a security apphiance, and an admimistration server. The first endpoint
mchudes a computing system that includes a user level services component and a kernel level
callout driver interfaced to the user level services component and configured to establish an
TPace tunnel with a second endpoint. The computing sysiem also includes a filter engine
storing one or more filters defining endpoints authorized to communicate with the endpoint
via the IPsec tunnel, and a second kernel level driver configured to establish a secure tunnel
using a second security protocol different from [Psec. The second endpoint includes a second
computing system. The second computing systern inchudes a sccond user level services
component and a second kernel level callout driver interfaced to the second user level
services component and configured to establish an IPsec tunnel with the first endpoint. The
second computing systern also includes a second filier engine storing one or more filters
defining endpoints authorized to communicate with the endpoint via the [Psec tunnel, and a
second kernel level driver configured to establish a second secure tunnel using a second

~
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security protocol different from [Psec. The security appliance is communicatively connected
to the first endpoint via the secure timnel and to the second endpoint via the secure tunnel and
the second secure tunnel, and the administration server is comyuunicatively connected to the
first and sccond endpoints and configured to provide community of interest keys to the first
and second endpoints via the secure tunnel and the second secure tunnel.

18611} This summary is provided {o introduce a selection of concepts in a simplified
form that arc further described below in the Detailed Description. This summary is not
mntended to identity key features or essential features of the claimed subject matier, nor is it

miended to be used to limnit the scope of the claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS
[6812] Figure 1 illustrates an exampiec network in which secured communications and
secured endpoints can be mmplemented, according to the methods and systems deseribed
herein;
18613] Figure 2 illustrates an example mtranet portion of the network of Figure 1,
Hlustrating additional details regarding secured intercomnection of computing systems,
according to an example embodiment;
18814 Figure 3 is a schematic illustration of an example computing system in which
aspects of the present disclosure can be implemented;
16615] Figure 4 s an example block diagram of relevant portions of an endpoint
implementing the secured conwnunications archifecture utilizing internet protocol security
{(IPsec), as discussed hercing
8616} Figure § is an example block diagram of relevant portions of a gateway appliance
mplementing a secured conwnunications architecture fncluding both legacy and  internet
protocol security {IPsec)- based securtty, as discussed heregin;
[8617] Figure 6 is an example block diagram of a user level services system in operation
on a computing device and implementing a secured communications archifecture utilizing
mmternet protocol security (IPsec), as discussed herein;
18618 Figure 7 is a state diagram illustrating states and state transitions utilized o
initialize, maintain, and terminate 2 secure connection between devices secured using the
methods and systems discussed herein;
[8819] Figure & is a message flow diagram ilhustrating a successful session mitialization
process, according to an example embodiment of the present disclosure;
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18626] Figure 9 is a message flow diagram illustrating a failed session initialization
process based on a lack of correct encryption/decryption keys, according to an example
embodiment of the present disclosure;

180621 Figure 10 is a message flow diagram illustrating a failed session initialization
process based on a lack of remote sesston keys, according to an example embodiment of the
present disclosure;

66221 Figure 11 is a message flow diagram illustrating a tailed session initialization
process after a tunnel between systems has been established, according to an example
embodiment

[B6623] Figure 12 15 2 message flow diagram illustrating a session collision, according to
an example embodiment;

[8624] Figure 13 is a message flow diagram illustrating a session keep-alive event,
according to an example ernbodiment;

[B625] Figure 14 is a message tflow diagram illusirating a session fermination, according
to an example embodiment;

[B8026] Figure 1S is a message flow diagram illustrating a license and logging events in
association with an open connection, according to an example embodiment;

186271 Figure 16 is a message flow diagram iilustrating a key exchange with an
authorization server, according to an example embodiment;

16628] Figure 17 is a block diagram of global filter objects useable to implement the
secured systems and methods of the present disclosure;

18629 Figure 18 is a block diagram of secure tunnel filter objects useable to implement
the secured systems and methods of the present disclosure; and

[BG30] Figure 19 1 a block diagram of interface filter objects useable to mplement the

secured systems and methods of the present disclosure.

DETAILED DESCRIPTION
16631 Various embodiments of the present invention will be desceribed in detail with
reference to the drawings, wherein like reference numerals represent like parts and
assemblies throughout the several views. Reference to various embodimenis does not lmit
the scope of the mvention, which s hmited only by the scope of the claims attached hereto.
Additionally, any examples set forth in this specification are not intended to be limiting and
merely set forth some of the many possible embodiments for the claimed invention.

g
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13632} The logical operations of the various embodiments of the disclosure described
herein are implemented as: (1) a sequence of computer implemented steps, operations, or
procedures running on a programmable cireuit within a conputer, and/or (2) a sequence of
computer implemented steps, operations, or procedurcs running on a programmable circuit
within a directory system, database, or compiler.

16633 In general, the present disclosure relates to fmprovements fo systems and
methods for securing endpoints and communication channels, such as the Stealth sccure
communications and storage system of Unisys Corporation of Blue Bell, Pennsyivania. As is
mcluded in the existing Stealth system, data to be transmitted among endpoints (e.g., client or
server coraputing systems) is encrypted such that (1) no computing system other than the
sender and intended recipient can view the contents of the encrypted message(s), and (2} in
some embodiments, the messages are configurable such that message packets themselves are
split among different packets and optionally transmitted along different transmission paths
between computing systems, to ensure receipt of the secured communications at a receiving
endpoint. That receiving endpoint can then reconstruct the message based on one or more
such recetved split and encrypted messages.

[6034] The present disclosure specifically describes aspects of a sccure conununications
and secure computing systems that provides (1) simplified, application level security
controls, (2} support for various addressing schemes, such as Internet Protocol Version 4
{IPv4) and Internet Protocol Version 6 (IPv6), and (3) sclectability among a plurality of
security constructs, including existing proprietary constructs and standardized constructions
that allow for such application level security controls. Additionally, improvements to the
mechanisms used o manage conmectivity between computing systems that implement the
Stealth system provide for both secure communications between two endpoints even within a
common community of interest with other endpoints, and ensures that the connectivity is
accomplished using perfect forward secrecy, ensuring that any unauthorized access of an
endpoint within a Stealth-enabled network is not responded to, even with a response
imdicating failure. As such, from the perspective of a requesting coraputing systom an
unauthorized endpoint appears “dark” or non-responsive.  Additional features, such as a
callout driver configured to manage creation and negotiation of an Psec-based tunnel using
specific defined processes, are provided as well,

{8635} 1t is noted that a complete description of the existing Sicalth solution may be
found in several pending and commonly assigned U.S. Patent Applications:
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j3836] U.8. Patent Application, Serial No. 12/272,012, entitled “BLOCK LEVEL
DATA STORAGE SECURITY SYSTEM”, filed 17 Nov 2003, Attorney Docket No. TN497.
[BG37] U.S. Patent Apphication, Serial No. 12/336,558, entitled "DATA RECOVERY
USING ERROR STRIP IDENTIFIERS”, filed 17 Dec 2008, Attorney Docket No. TN494,
[8638] U.S. Provisional Application Serial No. 60/648,531, filed January 31, 2005,
ertitled “INTEGRATED MULTI-LEVEL SECURITY SYSTEM”, Attorney Docket No.
TN40G0.P, as a continuation-in-part,

16639] U.S. Patent Application Serial No. 11/339,974, filed Januvary 26, 2006, Attorney
Docket No, TN4G0.US entitled “INTEGRATED MULTI-LEVEL SECURITY SYSTEM,”
which itself is a continuation-in-part of Serial No. 60/648,531 above, as a continuation-in-
part.

{86481 U.S. Patent Application Serial No. 11/339,974, filed January 26, 2006, Attorney
Docket No. TN400.USCIP! entitled "SECURING AND PARTITIONING DATA IN
MOTION USING A COMMUNITY OF INTEREST”, which itself is a continuation-in-part
of Serial No 11/339.374, as a continuation-in-part.

LHiE 38! U.S. Patent Application, Serial No.12/336,559 entitled “STORAGE SECURITY
USING CRYPTOGRAPHIC SPLITTING?, filed 17 Dec 2008, Attorney Docket No. TN496,
[8042] U.S. Patent Application, Serial No. 12/336,562, entitled “STORAGE SECURITY
USING CRYPTOGRAPHIC SPLITTING”, filed 17 Dec 2008, Attorney Docket No.
TN4S6A.

16043] U.S. Patent Application, Serial No. 12/336,564, entitled “STORAGE SECURITY
USING CRYPTOGRAPHIC SPLITTING”, filed 17 Dec 2008, Attorney Daocket No.
THN496B.

[HI=EY U.S. Patent Application, Serial No. 12/336,568, entitled “"STORAGE SECURITY
USING CRYPTOGRAPHIC SPLITTING”, filed 17 Dec 2008, Attorney Docket No.
TNSO4A.

[8845] U.S. Patent Application, Serial No. 12/342438  entitled “STORAGE
AVAILABILITY USING CRYPTOGRAPHIC SPLITTING”, filed 23 Dec 2008, Atiomey
Diocket No. TN49S,

6] U.S. Patent Application, Serial No. 12/342,464, entitled “STORAGE
AVAILABILITY USING CRYPTOGRAPHIC SPLITTING”, filed 23 Dec 2008, Attomney
Docket No. TN495A.

[88647] U.S. Patent Application, Serial No. 12/342,547, entitled “STORAGE OF

Ji
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[3048] CRYPTOGRAPHICALLY-SPLIT DATA BLOCKS AT GEOGRAPHICALLY-
SEPARATED LOCATIONS”, filed 23 Dec 2068, Altorney Docket No. TN493,

[B6049] U.S. Patent Application, Serial No. /342,523, entitled “RETRIEVAL OF

{8658} CRYPTOGRAPHICALLY -SPLIT DATA BLOCKS FROM FASTEST-
RESPONDING STORAGE DEVICES 7, filed 23 Dec 2008, Atiorney Docket No. TN493A.
88511 U.S. Patent Application, Serial No. 12/342,500, entitled “BLOCK-LEVEL
DATA STORAGE USING AN OUTSTANDING WRITE LIST”, filed 23 Dec 2008,
Attorney Docket No. TN493B.

jBas2] U.S. Patent Application, Serial No. 12/342,636, entitled “STORAGE
COMMUNITIES OF INTEREST USING CRYPTOGRAPHIC SPLITTING”, filed 23 Dec
2008, Attorney Docket No. TN498,

16853 U.S. Patent  Application, Serial No. /342,575, entitied “STORAGE
COMMUNITIES OF INTEREST USING CRYPTOGRAPHIC SPLITTING 7, filed 23 Dec
2008, Attorney Docket No. TN498A,

B854 U.S. Patent  Application, Serial No. 12/342,610, entitled “STORAGE
COMMUNITIES OF INTEREST USING CRYPTOGRAPHIC SPLITTING™, filed 23 Dec
2008, Attorney Docket No. TN4988.

[BGS5] U.S. Patent Application, Serial No. 12/342,414, entitled “VIRTUAL TAPE
BACKUP ARRANGEMENT USING CRYPTOGRAPHICALLY SPLIT STORAGE”, filed
23 Dec 2008, Attorney Docket No. TNS(GE.

16056] U.S. Patent Application, Serial No. 13/105,173, entitled “Methods and Systems
for Implementing a Secure Boot Device Using Cryptographically Secure Communications
Across Unsecured Networks”, filed 11 May 2011, Attorney Docket No. TNS2 1.

[BG37] All of these applications are hereby incorporated by reference as it they were set

out here in their entirety.

L Overall Infrastructurc of Psec-Based Stealth Solution

16658] Figure | Hlustrates an example network 100 m which the various improved
secured commumications and secured endpoints can be implemented, according to the
methods and systems described herein. The example network 100 discloses an arrangement
m which a particular enfity 102 is conununicatively connected to the imternet 104 via a
varicty of networking cquipment, such as a router 106, gateway device(s) 108, and additional
routers 110 at a far end prior to reaching a remote resource or server as desired. As noted in
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the example network 100, the entity 102 may include a variety of different types of

in the embodiment shown, the network 100 includes

3

computing systems.  For example,
servers 120a-b running Microsott Windows Server 2008, as well as client computing devices
running a variety different operating systems, such as client systems 120 utilizing the
Windows XP operating system from Microsoft Corporation of Redmond, Washington, a
further client systern 124 running the Windows 7 operating system, and a still further chient
system 126 running the Windows § operating system.

3859 In some embodiments of the present disclosure, the methods and systems
discussed herein use the Windows Filtering Platform (WFP), a new architecture provided in
Windows Vista operating systems and above. The WP allows for filtering, monitoring
and/or modification of TCP/IP packets as well as filtering of [PSec traffic. The WFP allows
for access to TCP/IP processing at different layers and can be used to filter on incoming or
outgoing traffic. The WFP platform can therctore be used by servers 120a-b and clients 124,
126, but cannot be used by clients 122, As noted in further detail below, the present
application accommodates secure communications between both types of systems by
negotiating the type of cryptographic security library to be used for a counection between
particular endpoints (¢.g., clients, servers, or other addressable computing sysiems generally),
18060 Reterring now to Figure 2, an example intranct portion 200 of the network 100 of
Figure 1 is shown, illustrating specific details of the secured interconnection of computing
systerns of Figure I, In general, the intranet portion 200 jnchides a network, such as Ethernet
202, that is communicatively connected fo an outside environment, such as the Internet 104,
via a tirewall 203, Ethernet 202 supports comumunicative interconnections among a plurality
of different types of computers and equipment. For example, in the embodiment shown,
client systems 204a-c, a server 206, printer 208 (which could be connected via a client
system, such as client system 204a, or directly to the Ethernet 202} could be communicatively
mterconnected via the Ethernet 202,

16661} To manage secure communications among the various computing systems
disclosed, a Stealth apphiance, shown as appliance 210, is included within the intranet 200,
The appliance 210, as further discussed below, manages licensing, and receives connections
via the existing, kemel-based Stealth implementation. The appliance 210, in some
embodiments, operates using an oxisting multi-level secure transport protocol (MLSTPE)
secure communications construct, and reccives license tunnel requests from endpoints that
request licenses for creating other tunnels to other endpoints. The appliance 210 also

9
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manages logging of events occurring within the secure connections, with log events received
via the license tunnel from various endpoints (e.g., client systems 204a-c). An example of a
hicensing tunnel creation and a license request is shown in Figure 13, below,
18062] Each of the computing systems within the infranct 200 are enabled with a Stealth
client 220. This can include integration of such a Stealth client onto the computing system
itself, in particular for Windows-based computing systems or computing systems
implementing 1Psec {e.g., Linux, Apple, Solaris, etc.}. It could alternatively include
positioning a Stealth appliance, such as appliance 210, between that computing system and
the Ethernet 202 that interconnects computing systems 202a-¢, 204, thereby isolating that
computing systern from unsecured coranumication.
18063 As noted above, the computing systems 204a-c, 204 may be of different types or
architectures, or may also simply be using different versions of an operating system.
Accordingly, IPsec may or may not be supported on each such computing system, or may be
upported in a different way. Accordingly, each computing system will be cnabled with a
different Stealth client based on the type of computing system, either instalied on that system
or in the form of a standalone Stealth apphiance. Furthermore, to allow different computing
systems fo securely communicate, different components may be required to be installed. For
example, for Windows XP and Windows Server 2003 endpoints, an existing Stealth solution
is installed, using a multi-level secure transport protocol (MLSTP) driver; Windows 7, Server
2008 R2, and Windows & systems can nclude this existing MLSTP driver for backwards-
compatibility purposes, but also mclude, infegrated therein, the 1Psec coramunications stack
discussed herein, in particular with respect to Figures 4 and 6. Accordingly, in some cases, a
first and second of the computing systems 204a-b may conneet via an Psec tunnel, while
cach of the first and second computing systerns 204a-b mav not be able to connect fo the third
computing system 204¢ via IPsec; rather, an existing MLSTP driver may be required, for
example due to third computing system 204¢ executing an older operating system version, of
being a different type of computing system, or otherwise lacking native IPsec support that is
compatible with computing systems 204a-b.
jB864] In connection with the present disclosure, and as further illustrated in connection
with the driver implementations below, an auto-negotiation process is performed between
two endpoints to determine how best to securcly interconnect those endpoints. For example,
where both endpoints support the IPsec-based Stealth implementation discussed herein, [Psec
tunnels will be a preferred method to establish connections between systems. Theretore, for

10
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IPv6 endpoints, a transmitting endpoint will attempt to connect to that remote endpoint using
an IPsec tunnel. For IPv4 endpoints, the transmitting endpoint (assuming it is IPsec-enabled)
will attempt to conmect via a preexisting MLSTP tunnel first, but if that attiempt fails, an
IPsec-based Stealth connection is initiated. 1f that tunnel creation attempt also fails, either of
MLSTP or IPsec could be retried again, with cach retried in an alternating sequence until a
connection to the far-end endpoint is cstablished.

[3065] In some instances, an endpoint enabled in VPN mode can use the MSLTP Stealth
connection, over which the VPN tunnel is established. In alternative embodiments, the VPN
client can call a new driver, or its application-level interface, to cstablish a secure TPsec-based
Stealth turnel.

[B366] In the embodiment shown, a server, such as server 206, has instalied thercon one
or more applications assisting with operation of a Stealth-enabled network, including an
authorization service 211, and a provisioning utility 212, The authorization service 211 can
be installed on either a MLSTP-compatible or [Psec-compatible server system (e.g., a
Windows-based system using either Windows Server 2008 or previous versions), and
executes in the background on that server. The authorization service 211 also stores
certificates and keys useable by an endpoint to communicaic with other endpoints; an
example of a key exchange process with an guthorization server, for example to substitute a
new key, is illustrated in Figure 16, described below. The authorization service 211 also
handles authorization requests reccived from endpoints, as further noted below.  The
provisioning utility 212 allows IP address and port ranges to be specified by a user, and also
handles [Pv6 addresses for comnmunity of mterest filters, The authorization service 211 can
also be interfaced, in some embodiments, to a configuration utility, which provides an
adnunistrative user interface which allows an administrative user to wdentify cach endpoint
and define a set of parameters to be used when communicating among endpoints, For
example, endpoimt parameters can include the number of shares a message should be
cryptographically split into (M) and a number of those shares that should be required to
recreate the message (N), as well as a queue depth allowable at an endpoint,

[8067] Referring now to Figure 3, a schematic illustration of an example computing
system in which aspects of the present disclosure can be implemented. The computing
device 300 can represent, for example, a native computing system within which one or more
of systemns 120a-b, 122, 124, 126, 204a-c, 206, 210. In particular, the computing device 300
represents the physical construct of an example computing system at which an endpoint or

11
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server could be established. In particular, in various embodiments, the computing device 300
mmplements one particular instruction set architecture, and can be used to execute non-native
software and/or translate non-native code streams i an adaptive manner, for execution in
accordance with the methods and systems described herein.

[8068] In the example of Figure 3, the computing device 300 includes a memory 302, a
processing system 304, a secondary storage device 306, a network interface card 308, a video
mterface 3190, a display unit 312, an external component interface 314, and a communication
medivm 316, The memory 302 includes one or more computer storage media capable of
storing data and/or instructions. In ditferent embodiments, the memory 302 is implemented
mn ditferent ways. For exarople, the memory 302 can be implomented using various types of
computer storage media.

[8069] The processing system 304 includes one or more processing units. A processing
unit is a physical device or article of manufacture comprising one or more ntegrated circuits
that selectively oxecute software instructions. In various embodiments, the processing
system 304 is implemented in various ways. For example, the processing system 304 can be
mmplemented as one or more physical or logical processing cores. In another example, the
processing systera 304 can include one or more separate microprocessors.  In et another
cexample embodiment, the processing systemm 304 can include an application-specific
mtegrated circuit {ASIC) that provides specific functionality. In yet another example, the
processing system 304 provides specific functionality by using an ASIC and by executing
compuier-executable instructions.

13670 The secondary storage device 306 inchudes one or more computer storage media.
The secondary storage device 306 stores data and software instructions not directly accessible
by the processing systern 304, In other words, the processing system 304 performs an /O
operation to retrieve data and/or sottware mstructions from the secondary storage device 306.
In various embodiments, the secondary storage device 306 includes varicus types of
computer storage media. For example, the secondary storage device 306 can include one or
more magnetic disks, magnetic tape drives, optical discs, solid state memory devices, and/or
other types of computer storage media.

18671 The network mnterface card 308 cuables the computing device 300 to send data {0
and receive data from a communication network., In different emsbodiments, the network
imtertace card 308 is implemented in different ways, For exampie, the network interface card
308 can be implemented as an Ethernet interface, a token-ring network mterface, a fiber optic

12



WO 2014/176035 PCT/US2014/033613

network interface, a wireless network interface (e.g., WiFi, WiMax, ¢tc.}, or another type of
network interface.

[8672] The video interface 310 cnables the computing device 300 to ouiput video
mformation to the display unit 312. The display unit 312 can be various types of devices for
displaying video information, such as an LCD display panel, a plasma screen display panel, a
touch-sensitive display panel, an LED screen, a cathode-ray tube display, or a projector. The
video interface 310 can communicate with the display unit 312 in various ways, such as via a
Universal Serial Bus (USB} connector, a VGA connector, a digital visual interface (DVD
connector, an S-Video connector, a High-Definition Multimedia Interface (HDMI} interface,
or a DisplayPort conneclor.

18873] The external component infterface 314 cnables the computing device 300 1o
communicate with external devices. For example, the external component interface 314 can
be a USB interface, a FireWire interface, a serial port interface, a parallel port interface, a
PS/2 interface, and/or another type of interface that enables the computing device 300 o
communicate with external devices. In various embodiments, the external component
mierface 314 enables the computing device 300 to communicate with various exiernal
components, such as external storage devices, input devices, speakers, modems, media player
docks, other computing devices, scanners, digital cameras, and fingerprint readers.

(8674} The communication medium 316 facilitates communication among the hardware
components of the computing device 300, In the example of Figure 3, the communications
medium 316 facilitates communication among the memory 302, the processing sysiem 304,
the secondary storage device 306, the network interface card 308, the video interface 310,
and the external component interface 314, The communications medivm 316 can be
mmplernented in various ways. For example, the communications medium 316 can include a
PCT bus, a PCE Express bus, an accelerated graphics port (AGP) bus, a serial Advanced
Technology Attachment (ATA) interconnect, a parallel ATA interconnect, a Fiber Channel
imterconnect, a USE bus, a Small Computing system Interface (SCS1) interface, or another
type of communications medium,

1B8675] The memory 302 stores various types of data and/or software instructions, For
mstance, n the example of Figure 3, the memory 302 stores a Basic Tnput/Cutput System
(BIOS) 318 and an operating system 320, The BIOS 318 meludes a set of computer-
executable instructions that, when cxecuted by the processing system 304, cause the
computing device 300 to boot up. The operating system 320 includes a set of computer-
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exccutable instructions that, when executed by the processing system 304, cause the
computing device 300 to provide an operating system that coordinates the activities and
sharing of resources of the computing device 300, Furthermore, the memory 302 stores
application software 322. The application software 322 includes computer-executable
mstructions, that when executed by the processing system 304, cause the computing device
300 to provide one or more applications. The memory 302 also stores program data 324,
The program data 324 is data used by programs that execute on the computing device 300,
7 6] Although particular features are discussed herein as included within an electronic
computing device 30{, it is recognized that in certain embodiments not all such components
ot features may be meluded within a computing device executing according to the methods
and systems of the present disclosure. Furthermore, different types of hardware and/or
software systems could be incorporated into such an electronic computing device.,

18677] In accordance with the present disclosure, the term computer readable media as
used herein may include computer storage media and communication media. As used in this
document, a computer storage medium is a device or article of manufacture that stores data
and/or computer-executable instructions. Computer storage media may inclade volatile and
nonvolatile, removable and non-reraovable devices or articles of manufacture implemented in
any method or technology for storage of information, such as computer readable instructions,
data structures, program modules, or other data. By way of example, and not limitation,
computer storage media may inclade dynamic random access memory (BRAM), double data
rate synchronous dynamic random access memory (DDR SDRAM), reduced latency DRAM,
DDR2 SDRAM, DDR3 SDRAM, solid state memory, read-only memory (ROM),
electrically-erasable programmable ROM, optical dises {e.g., CD-ROMs, DVDs, ctc.),

magnetic disks (e.g., hard disks, floppy disks, efc.), magnetic tapes, and other tvpes of
devices and/or articles of manufacture that store data. Conununication media may be
embodied by computer readable instructions, data structures, program modules, or other data
in a modulated data signal, such as a carrier wave or other fransport mechanism, and includes
any information delivery media. The term “modulated data signal” may describe a signal that
has one or more characteristics set or changed in such a manner as to encode information in
the signal. By way of example, and not limitation, communication media may include wired
media such as a wived network or direct-wired connection, and wircless media such as

acoustic, radio frequency (RY), infrared, and other wireless media.

14



WO 2014/176035 PCT/US2014/033613

18678] it is noted that, although in the embodiments of Figure 3 shown the computing
device 300 represents a physical computing system, the various endpoints and servers of the
present disclosure need not be directly wuplemented on a hardware-compatible systern.
Rather, such endpoints or servers could be implemented within g virtual computing system or
virtual partition of a computing system. In some embodiments, the endpoints and/or servers
of the present disclosure are implemented in a partitioned, multiprocessor environment, with
the various partitions in which endpoints and/or servers reside being managed by 3 system
virtualization software package. One such system virtualization package is the Unisys Secure
Partitioning {SPar) partitioning and virtualization system provided by Umisys Corporation of
Blue Bell, Penusylvania.

18879] Figure 4 is an example block diagram of a system 400 that utilizes an [Psec
implementation present on a computing system, in an example embodiment of the present
disclosure. The computing system can be, for example, an endpoini, such as one of the
computing systems described in Figures 1-2. In the embodiment shown, a user mode 402 and
kernel mode 404 are shown, with a user level service 406 that creates one or more WFP
filters, and directs a native base filier engine 408 to use IPScc for specific endpoint to
endpoint traffic. In the embodiment shown, the filier engine 408 can also inchide a kerne

made filter engine component 409,

160805 A callout driver 414, interconnected to the user level service 404 by an I0CTL
imterface 412, is used to identity new endpoints that require the establishment of a Stealth
tunnel.  The caliout driver 410 mterfaces to a callout apphication programnung interface
(API} 414, which defines the kernel mode interface to the kernel mode filter engine
component 409

{6081 ] An MLSTPGW driver 416 passes all IPv6 traffic from a physical network
imtertace card (NIC) 415} to the upper layer for processing. This can be, for example, based
on a registry setting accessible to the MLSTPGW driver 410, indicating that another Stealth /
security construct is being used by the endpoint. The MLSTPGW driver 416 is generally a
filter driver that mtercepts all [P traffic and is used to manage communications over MLSTP
tunnels. Regarding the prioritization of 1Psec vs. MLSTP as noted above in connection with
Figures 1-2, in the embodiment shown, the MLSTPGW driver 416 at least imitially allows for
traffic to flow through that driver in cases where IPv6 is used, and where the system on which
the driver 416 is installed is at least a3 Windows 7 or other [Psec-compliant device. Initially
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the callout driver 410, to be blocked until an IPsec or MSLTP tunnel is established between
the peers. The user level service 406 will request the MLSTPGW driver 416 to attempt to
establish an MLSTP tunnel for an IPv4 endpoint. This request 15 made using an [OCTL, and
the MLSTPGW driver 416 is modified to implement this IOCTL. If an MLSTP tunnel is
established, the MLSTPGW driver 416 informs the user level service 416 through another
IOCTL. If the MLSTP tunnel fails for an TPv4 endpoint, instantiation of an [Psec tunnel is
attempted, as noted above. 1t is noted that in some embodiments, ifan [Psec tunnel cannot be
established to a remote IPv6 endpoint, tunnel formation fails (i.e, no MLSTP tunnel may be
available for IPv6).

[B082] The callout driver 410 is used to interface with the WFP, which is generally
native in the Windows operating system of the system on which it is installed. The callout
driver 410 sits above the MLSTPGW driver 416 and is also used to intercept alf traffic based
on how filters are contigured in the WFP. The callout driver 418 1s a Kermnel level WFP
callout driver. WFP callout drivers provide tunctionality that extend the capabilities of the
Windows Filtering Platform. Callouts allow the callout driver 410 to examine network data
m order to determine iffwhen an IPsec-based tunnel should be established. In some
embodiments, the callout driver 410 is automatically started during system startup, and
mterfaces with the user level service 406 via a set of IOCTLs.

16883 During service start up or initiation of a Stealth connection, the user level service
406 adds a provider and sublayer to the WFP system, and adds associated callouts with nitial
filters to the system (for both IPvd and IPv6). An initial group of filters are added to allow
traftic such as loopback, 1Pv4 subnet broadcast, 1Pv6 neighbor discovery, as well as PDUs
used to control the TPsec tunnels. An additional filter is added to the system so that all other
traffic is called out for further examination by the callout driver 410. A service, such as a
protocol service described below in connection with Figure 6, then informs the callout driver
410 to enable [Psec-based Stealth using an IOCTL. The callout driver 410 enables secure
processing by registering the callouts with the filter engine {(e.g., via kernel mode filter engine
component 409}, to intercept inhound or outbound connect atterapts.  In some embodiments,
the callout driver 410 intercepts inbound and outbound connections and transport layer traffic
sent to or received from remote peers and queues the packets to a worker thread for
Processing.

(B384} The callout driver 410 maintains a structure for each remote endpoint it i
communicating with, along with a global linked list of such endpoint connections. In some
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embodiments, a global hash table s maintained within the callowt driver 410 to help scarch
for a conmection. Fach endpoint connection entry in the Hst tracks pending connections or
accepted received connection requests, and a packet gueue that wait for an IPSec tunnel to be
cstablished. Once the IPSec tunnel is established by the login service, the callout driver 410
completes the pending operation and/or reinjects the packets back into the data path. The
user level service 406 sets up the IPSec tunuel such that once it is established, the driver
callouts will no longer be invoked for data on this connection,

[B085] In general, the callout driver 410 performs a process for each packet that is
received at the endpoint. Generally, the calloat driver 410 will permit the packet if it was
already previously mspected, or block the packet if the service is not mitialized or there are
no Global Service Events available {¢.g., tor sending IOCTLs to the user level service 406 to
handle the received packet). The caliout driver 410 will then scarch its hash table, and create
an entry. It a Stcalth tunnel (IPsec or MLSTP) is already opeun, the packet is permitted.
Otherwise the packet is initialized to be reinserted at 3 later time, and added to a connection
fist or packet queue, and the callout driver 410 then informs the user level service 406 to
mitialize a tunnel to the remote endpoint identified by the remote 1P address.

[B086] In operation, to imitialize a Stealth tunnel (e.g., via [Psec) the user level service
406 registers call out tilters with the base filter engine 408, including various ALE layer and
transport layer filters. The system then allows UEP Stealth-based port traftic, and notifics a
user to provide logon credentials {e.g., from a windows login manager 418). The user level
service 406 accesses a WGT file 420, which contains community of inferest keys associated
with the logged-in user, to determine if the user has rights to connect o a particular other
endpoint {¢.g., an endpoint that is attempting to connect to the current endpoini, or to which
traffic is directed). At that point, driver filters are activated, for example via the base filter
engine 408 and kernel mode filter engine 409,

(8687} An HOCTL message is passed {o the user mode service 406 that includes the 1P
address of the local and remote endpoints.. The user mode service 436 will then respond, and
process the WGT file 420 fo generate session keys for the tunnel to the remote endpomnt. A
UDP socket is opened to the remote endpoint, and session PDUs are exchanged, containing
keys to be used for communication. If the exchange of session keys is successfid, the user
tevel service 406 wvalidates the exchange of keys used to generate a shared secret on
corresponding endpoints, The shared secret, as discussed further below, is used fo set the
IPsec policy for the tunnel o be cstablished. Because the shared secref is unique to each
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tunnel created, it allows for separate security for cach IPsec tunnel being established..
Pending successtul negotiation of an analogous process at the remote endpoint, the callout
driver then reinjects blocked data into the data path; because of the [Psec policy in place, that
data is then fransmitted over an {Psec funnel to a remote endpoint.

[6088] Generally, a Winsock interface 422 is used to establish UDP sockets between
endpoints for exchanging protocol messages, such as the protocol datagram units (PDUs)
discussed below, and a Cryptographic Next Generation (CNG) interface 424 provides a
Windows-based user-mode encryption API to which the various Stealth-based systems of the
present disclosure can be interfaced. Accordingly, a network application, shown as network
application 426, can communicate with an endpoint while being secured using Psec or
MLSTP tunnels established by the user level service 406, callout driver 410, and IPsec
module 430 or MLSTP driver 416,

16689} In general, and through use of the above-described connection sequences, it can
be ensured that the endpoint implementing {Psec-based Stealth security will not respond to a
remote endpoint without first determining that it is allowed to do so, based on review of
commpnities of mterest contained in WGT file 420, and based on filter rules defined using
the base filter engine 408 and kernel mode filier engine 409, Furthermore, because session
keys are used to generate a shared secret between two endpoints in addition to use of
communities of interest, even endpoints associated with users in the same community of
imterest will not be able {o recognize communications between endpoints that have

establicshed a Stealth-based IPsee tunnel as noted herem. Additional details and lustration of

ot

hese connection sequences are discussed in further detail below in connection with Figures
7-17.

[BG90] Reterring now to Figure 5, an example block diagram of a system 500 for secure
communications at a gateway implementing the internet protocol security (IPsec)
implementation discussed herein is shown. Such a gateway could be used, for example, to
provide [Pv6-based addressing and IPsec-based security features for an otherwise
unsupported endpoint, or to act as a gateway between secured and otherwise unsecured
portions of a network.

{8091 Generally, the systern 500 includes analogous elements to those i an endpomnt
{(labeled with incremented reference numerals, as presented in a gateway rather than an
endpoint}, for establishing direct communications from the gateway. However, additional
directional lines show passage of data traffic through the gateway between a protected
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{Stealth) network and a clear fext {e.g., Internct-side} network. In the example shown, data
transmitted between endpoints having IPv4 addresses pass through a MLSTP driver 516 of
the gateway, and from a parsed network interface 515 to an unparsed network interface 517
IPsec-secured data is received at the parsed network interface 515 and passed through the
MLSTP driver 516 as discussed above with respect to MLSTP driver 416; in this case, the
Psec-sccured data s received at a TCP/AP stack 513, and routed through an IPscc
encryption/decryption component 530 installed at the gateway {as opposed to the native
functionality typically found in an endpoint as discussed above). The now-decrypted data
passes through the filter engine 309 and exposed to the callout driver 510 via the API 514,
The callout driver can then route the data, 1f appropriate, back through the TCP/IP stack 513
and to unparsed network imferface 517 for communication as clear text. The filter engine
509, in combination with the callout driver 510 and user level service 506, prevents any data
from being passed through the unparsed network interface 517 without first being ensured
that it is intended to leave the “secured” side of the gateway.

16092] Figure 6 15 an example block diagram of a user level services system 600 in
operation on a computing device and implementing the internet protocol security (IPsec)
mnplernentation discussed herein. In the example shown, the user level services system 600
depicts services operating in a user mode 602 that expose settings of drivers operating in a
kernel mode 604. In particular, the settings allow a user to configure the endpoint to
accomnplish the secure communications configurations discussed above. For example, a
protocol service 606 is mierconnected to one or both of a MLSTPGW driver 608 or a callout
driver 610, The protocol service 606 handles the tunnel initialization, termination, WFP
mierface and driver commuanications. Generally, the protocol service 606 provides the server
side of an LPC interface while the prelogon service 612 and logon service 614 implement the
client side of the LPC interface.

[8693] In particular, the protocol service 606 creates the public/private key pair and
returns a public key BLOB to a prelogon service 612, The prelogon service 612 wraps each
service key in a service enclave and retumns the wrapped keys with the other service enclave
mnformation {i.c. clear text keys, IP addresses etc.} to the protocsl serviee 606. The protocol
service 606 then unwraps cach service key using a private key, and imports each service key
mto the Windows kev store for use in establishing Psec tunnels.  In addition, protocol

service 606 wraps cach service key with a public key and forwards these keys with the other
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service enclave mformation to the MLSTPGW driver 608 for use in establishing MLSTP
tunnels.

[60394] The prelogon service 612 handles management of service enclaves used prior to
user logon. In particular, the prelogon service 612 refrieves service keys from service
enclave registry(s) and stores the enclave information. It then calls through the LPC
{(Windows RPC) interface to acquire a public key from the protocol service 606, Once the
service enclave mformation has been successfully passed to the protocol service 606, the
prelogon service 612 calls back into the protocol service 606 to release the public key.

[B095] The logon service 614 handles the management of logon processing, user
authorization (local or via an authorization server) and user compunication via a USSL-
Applet interface 618, The logon service 614 is responsible for handling user logon
processing, for interfacing with a local authorization service 616, for user authorization. The
logon service 614 also is responsible for interfacing with the USSL-Applet 618 to provide
tunnel status and handling enabling/disabling of Stealth connections (iPsec and MLSTP} and
Stealth-based VPN connections. The logon service 614 can be configured to run in either
client mode or server mode. Tn client mode it interfaces with a Win_Logon service to process
user session nofifications. In server mode, it uses the service credentials for user
authorization. The logon service 614 supports the use of local WGTs {e.g., WGT 420 of
Figure 4, in the case of an endpoint) or authorization through an authorization service
interface, such as authorization service 616.

183961 For authorization via an authorization service 616 the logon service 614 calls into
the protocol service 606 to acquire the public key (from an RSA 1024 key pair). This public
key is then wrapped with a certificate from the authorization server, which was stored at the
endpoint during endpoint installation.  The public key is then passed to the authorization
service 614 in the HTTP request. The authorization service 616 unwraps the public key using
its private key and then uses it to wrap the user’s COI keys and return them to the logon
service 614, The logon service 614 passes the wrapped COI keys to the protocol service 606,
which unwraps each COI key using s private key and stores cach in the Windows key store
for use in establishing the IPSec tunnels. One example of using an authorization service in
the manner generally described above to authorize a particular endpoint to establish a secure
IPsec tunnel is illustrated in Figure 16, described 1o further detail below,

8697} The USSL-Applet intertace 618 is used on endpoints {e.g., chient systems 204a-¢)
to display tunnel status for both IPv4 and IPv6 tunnels. IPSec tunnel initiation is managed by
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the protocol service 606 on the corresponding endpoint.  Once COI negotiation has
completed via a session PDU exchange (discussed below in connection with Figure 7), the
Windows filicring platform is used fo remove the user level service {e.g., user level service
406 of Figure 4) and callout driver (e.g., callout driver 410} from the IPSec tunnel path.
Because of this, the data traffic passed over the IPSec tunnel cannot be tracked by the user
level service 406 or callout driver 410, Tnstead, [PSec statistics are gathered for all TPSee
traftic via the Windows Filtering Platform and displaved by the USSL-Applet 61§,

[B6098] Referring to Figure 6 generally, it is noted that the timing of when a particular
endpoint is Stealth-cnabled may vary depending upon the mode of that endpoint; for
exarple, in some cases the endpoint may be set to an “always on” mode 1 which, at startup,
the protocol service 606 adds initial global filters to the WFP 1o be used to callout traffic. In
an on-demand mode, the global filters are not added during service startup, but rather the
protocol service 606 does not enable global filters unti] after the logon service 614 enables

Stealth or 3 Stealth-based VPN,

118 Example Connection States and  Sequences for  [Psec-Based Stealth
Commuuication

[3899] Referring now to Figures 7-17, various connection sequences and connectivity
states are shown that enable communications between endpoints {¢.g., client systems 204a-c,
or between such systems and a hcensing appliance (e.g., apphance 210) or an authorization
server (e.g., server 206). The connection sequences described herein, as discussed below,
ensure that cach communication tunnel between cndpoints is private to those endpoints, even
within a particular community of interest. The connection sequences also ensure that, for
endpoints that are not part of a particular community of interest, those endpoints appear
“dark”, meaning that they can be addressed, but will provide no response to requests for
service (including responses denving such requests).

861667  Figure 7 s a state diagram 700 illostrating states and state transitions utilized to
inttialize, maintain, and terminate a secure connection {tunnel) between devices secured using
the methods and systems discussed herein. Generally, there are five states possibie for a
particular endpoint relative to a tunnel being created. These inclade a created state 702, a
pending open state 704, an open state 706, a pending final state 708, and a closed state 710,
The endpoint will progress through the states 702-710 generally by passing various session
PEUs for tunnel inttialization, keep-alive, and termination.
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[36161]  In general, there are a phurality of different session protocol data units (PDUs)
used to fraverse states 702-710, and are referred to as Session (-4 PDUs. Session {§, Session
i, and Session 2 PDU are exchanged during tunnel mifialization, while Session 3 PDUs are
used as keep-alives, and Session 4 PDUs are used for termination of tunnels. Each of the
PDUs generally includes a SCIP header (except for Session ), which includes, generally, a
number of flags defining connection settings, as well as a SessionInfo header, which defines a
remote username, start time, session identifier, and various other options for creation of the
secure tunnel. Discussion of each of the PDUs follows.

601621  Scssion 0 PDUs are sent from an endpoint to begin imitiation of an IPsec-enabled
Steaith tunnel. These PDUs contam a list of the local session keys individually wrapped with
cach of the COl keys currently available in the WGTs. The encryption (ENC) key and public
validation (VAL) key are both encrypted with the COI key before being passed in the
authorization token (seen as AuthToken in Figures §-17, below). Tn addition, the private
VAL key is used fo sign the AuthToken for validation on the remote endpoint. The remote
endpoint must successtully decrypt the session keys before it can use the public VAL key for
validation of the Sess0 PDU.

[B0103]  Scssion O PDUs are sent and received on the Stealth UDP port, so that they pass
through the callout driver 410 undetected. In cxample embodiments each token entry in the
Sesston § PDU is 128 bytes long so that no padding is required during encryption. In
addition, the count of communities of nterest is mcluded to verify the length of an
authorization token on the remote endpoint.

[30104]  Session | PDUs are sent from a receiving endpoint in response to a Session O
PDU that was suecessfully verified and decrypted using a COI key from the WGTs {eg,
WGT 420, 520). The Session | PDU response contains an authorization token with the local
session keys of the responding endpoint wrapped with the COL key that matched the COl key
in the SessO PDU received, as retrieved from the WGT of the receiving endpoint. In addition,
in some embodiments the Session | PDU contains a signature generated using a SHA 384
BMAC across all of the ficlds of the Session 1 PDU excluding the signature ficld and
generated using the local VAL privaie key. This allows for creation of a public/private key
pair that can be used in a Diffic-Hellman key agreement arrangement. The public key can be
returned to the requesting endpoint i the Session | PDU. Once the originating endpoint
{U1) receives the public key of the second endpoint {UZ), it uses that key along with ifs own
ECDH P384 private key to generate the shared secret. In some embodiments, the Session 1
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PDU also contains a SCIP header and Sessioninfo header. Session 1 PDUs can also be sent
and received on the Stealth UDP port so that they pass through the callout driver undetected.
[B0105]  Scssion 2 PDUs are sent from an endpoint in response to a Session 1 PDU that
was successfully verified and decrypted using the local session keys. The Session 2 PDU
response contains a signature as well as a SCIP Protocol Header and a Sessioninfo header,
which contains the responding endpoint’s {Ul’s) corresponding public key, which the
opposing endpoint U2 can also use in an analogous manner to generate the shared secret at
U2 for IPSec tunnel establishment. Upon completion of the Session 2 PDU,a Diffie-Hellman
key agreement is performed, allowing for generation of a shared encryption key useable for
IPsec comynunications that 1s not actually exchanged, but rather based upon the generated and
agreed-upon shared secret. As with Session 0 and Session 1 PDUs, Session 2 PDUs are sent
and received on the Stealth UDP port so that they pass through the callout driver undetected.
186186  Session 3 PDUs, or keep-alive PDUs (scen in Figures 8-16 as “IDLE”} are
periodically transmitted from a Stealth endpoint as a keep alive on an open [PSec tunnel.
Hach Session 3 PDU contains the SCIP header, Age, Lifetime and TTL and Sessioninfo
header. The Session 3 PDU does not contain the user key in the Sessioninfo header. This is
because the Session 3 PDU is not encrypted — stead, it 1s sent over the [PSec tunnel. This
allows the remote endpoint to detect that a tunnel has terminated without a Session 4 PDU
{i.e. due to a network failure) because keep alives are no longer being recetved. Session 3
PDUs are sent and received on the TPSec tunnel using the IPSec UDP port for Stealth traffic
so that they pass through the TPsec tunnel,

1661671 Session 4 PDUs, or termination PDUs (seen in Figures 8-16 as “TERM™), are
sent during orderly termination of an IPsec-based Stealth tmmel.  Au example of orderly
termination is when the Stealth service is disabled via the USSL-Applet 618, or during a user
fog off. The Session 4 PDU contains a reason code and description to explain the termination
reason. The Session 4 PDU is encrypted and signed in the same way as the Session 1 and/or
Session 2 PDUs. As with the other PDUs, TERM PDUs are sent and received on the Stealth
UDP port so that they pass through the callout driver undetected.

38108 With that background, the various states in state diagram 700 are traversed as
follows. Generally, upon recetving an IOCTL or data to be transmitted via a Stealth-enabled
connection, the created state 702 5 entered, indicating that a connection entry has been
mitialized for a particular tunne! to be created. Upon sending or receiving a Session 0 PDU,
a pending open state 704 is then entered. The endpoint remains in the pending open state 704
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if a timeout occurs. If a Session 1 PDU is received, the tunnel is placed on an open state 706.
The tunnel then remains in the open state 706 while Session 1 PDUs are received and Session
2 PDUs are sent,

[66109]  If, whilc in the pending open state 704 the endpoint sends a Session | PDU, the
endpoint tunnel enters a pending final state 708, in which it remains through timeouts, or
until either (1) a TERM (Session 4) PDU 1s received, in which case the endpoint tunnel
switches to a closed state, or {2} a Session 1 PDU is received with a different SessiondD (i.e.,
a Session]D less than the SessionID regenerated by the local endpoint, to prevent collisions
as noted in Figure 12), or (3) or Session 2 PDU 1s recetved, in which the endpoint tunuel
changes to the open state 706, If at any tiroe a TERM (Session 4) PDU 1s received in any
state {of states 704-708}, the endpoint tunnel enters a closed state 710,

{86116} It is poted that in some cmbodiments, the Sessioninfo header may include
mformation regarding IPsec tunnel attributes, which may be intercommunicated between two
endpoints. This can, for example, allow the endpoints to negotiate at least a portion of the
attributes of a given IPsec tunnel. Example tunnel attributes that may be varied or
programumable could include, for example, the specific type of encryption used {(e.g., AES-
256), a specific authentication mechanism {(e.g., SHA-256/AES GCM), whether to use
Efliptic Curve cryptography, and the specific IKE version used could all be individually
customized for a particular [Psec tumnel These could be exposed to a user for setting, for
example, by using the protocol service 606, which could allow a user or user-level
application to sef these and additional tunnel attributes. By allowing such tunnel attributes to
be changed on a per-tunnel basis, additional flexibility is provided into the system for
mcluding computing systems having various [Psec implementations to be integrated {(e.g.,
having different operating systern iraplementations of [Psec, as may be present on Windows,
Solaris, Linux, Macintosh, or other types of machines supporting Psec). This ability to
change settings, in particular at the application level (i.e., in user mode 602 at protocol
service 606}, also allows these machines to be miegrated without associating an [Psec-based
Stealth appliance with each such “nonstandard” computing system to ensure comphiance.,
[36111]  Referring now to Figures B-16, various message flows are shown illustrating
different effects of ransmission of PDUs and associated data between endpoints, or between
an endpoint and an authorization server, to cnable IPsec-based Stealth conununication tunnels
to be created and used. As an initial cxample, Figure § is a message flow diagram 800
ilfustrating a successtul session initialization process, according to an example embodiment
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of the present disclosure. In the message flow diagram 800 as shown, an imitial
togin/enabling action taken at both endpoints (171, U2) is followed by a Tunnel INIT IOCTL
message at UL, Ul creates encryption key ENC and public validation key VAL, and encrypts
ENC and VAL with COlL keys present at Ul. These keys are added to an AuthToken, which
is also signed by VAL, A Session 0 PDU is then transmitted to U2, and a state is updated to
the pending open state 704,

61121 At U2, when the Session O PDRU is received, for each COI and token entry, the
token is decrypted with a COI key, and the Ul encryption key and validation key are both
mnported. U2°s encryption key and validation keys are then created, as well as an Elliptic
Curve Ditfic-Hellman key., A Session 1 PDU is built, and fransmitted back to Ul

86113} At Ul, upon receiving the Session | PDU, the received PDU is decrypted with
Ul’s encryption key, and for every COI in the WGTs, if one can be used to decrypt the
AuthToken, the encryption key and validation key of U2 are imported. The AuthToken and
Session 1 PDU are validated using the U2 validation key, and U2's Elliptic Curve Diffie-
Hellman public key is also tmported. A Ul Elliptic Curve Diffie-Hellman key pair is then
created, and a shared secret is generated based on sharing of the Ul and U2 ECDH public
keys, respectively (once COls are validated), and an [Psec tunnel 18 opened. U1 then changes
the tunnel state to an open state 706, and generates g Session 2 PDU to be transmitted to U2,
166114 At U2, the Session 2 PDU is decrypted with U2’'s encryption key, and the Session
2 PDU and validation key are validated. The Ul Diffie-Hellman key is mmported, and the
sarne shared secret that was generated at Ul is then generated at U2, U2 then opens an IPsec
tunnel, and the state of the tunnel at UZ becomes an open state 706, representing an
established IPsec tunnel.

[B0115]  Figure 9 is a message flow diagram 900 illustrating a failed session mitialization
process based on a lack of correct encryption/decryption keys, according to an example
embodiment of the present disclosure. In the message flow diagram 900, U2 receives the
Sesston § PDU from Ul, but the COT or validation fails. In this case, U2 simply drops the
mcoming PDU, and does not send a response {i.c., remains dark to Ul), Ul can resend a
Session 0 PDU one or more fimes, until a retry Hmit is reached, and then enters a closed state
718G it ultimately unsuccessful.

[B0116]  Figure 10 i3 a rocssage flow diagram 1000 iHustrating a failed scssion
initialization process based on a lack of remote session keys, according to an example
embodiment of the present disclosure. In this example, U2 has the COI and validation keys
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that allow it to decrypt the Session 0 PDU; accordingly, it need not remain dark to UL, U2
transimiis a Session 1 PDU to UL, which fails to validate the Session 1 PDU since it lacks
remote session keys, The incoming PDU is then dropped at UL Ul can then, as in message
flow diagram 900 of Figure 9, retry a Session 0 PDU to restart opening an [Psec tunnel to U2
if so desired.

1861171  Figure 11 1s a message flow diagram 1100 Hustrating a failed session
mitialization process after a tunnel between systems has been cstablished, according fo an
example embodiment. In this arrangement, operation generally proceeds as in message flow
diagram 300 until U1 transmits to U2 the Session 2 PDUL At that pont, if validation fals,
the inconing Session 2 PDU is dropped. U2 transmuits to Ul a retried Session 1 PDU, or if it
has remote session keys, it can send a Session 4 (TERM) PDU to Ul to gracefully close the
tunnel between Ul and U2

166118] Figure 12 is a message flow diagram 1200 illustrating a session collision,
according to an example embodiment. In this arrangement, both Ul and U2 send Session 0
PDUs to each other. Both Ul and U2 would then, if successful in validating those Session 0
PDUs, exchange Session 1 PDUs. It Session 1 PDU validation 1s successful at cach of Ul
and U2, the endpoint with the lower SessionlD will build and send fo the other endpoint the
Session 2 PDU to complete the Psec tunnel opening process.

[6611%9]  Figure 13 is a message flow diagram 1300 illustrating a session keep-alive event,
according o an example embodiment.  As seen in Figure I3, once an open tunnel is
established {(after the Session 2 PDU is successfully exchanged), an IDLE timer is started at
cach of Ul and U2, At the end of a timeout period defined by an IDLE timer, Ul will send to
U2 a Session 4 {TERM) PDU to close the tunnel; however, it U wishes to maintam the
tunnel it could send a Session 3 (JDLE) PDU to vestart the IDLE timer, maintaining the
tunnel in an open state 706,

1661206  Figure 14 is a message flow diagram 1400 illustrating a session termination,
according to an example embodiment. In this example, a tunnel is opened, and at Ul, a user
opts to either disable the Stealth system or logs oft the Ul endpoint. At that time, the COl
keys become invalid, since the endpoint is no longer associated with a user in that COL
Accordingly, Ul builds and sends a Session 4 (TERM) PDU to close the tunnel, and the
tunnel state is changed to a closed state 710,

{36121}  Figure 15 is a message flow diagram 1500 illustrating license and logging events
in association with an open connection, according to an example embodiment. In this
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example, Ul is communicating with a Stealth appliance Appll, which could be, for example,
Stealth appliance 210 of Figure 2, above. To conmnect {o the Stealth appliance, Ul sends an
IOCTL to the MLSTPGW driver 416, which mifiates an MLSTP license tunnel request to be
sent to Appll. Appll transmits a response, opening a license tunnel. The MLSTPGW driver
416 then delivers an IOCTL message to the user level service 406 indicating that the license
tunmnel is now open (which is a prerequisite to opening of tunnels to peer endpoints), thereby
notifying the endpoint that IPsec tunncls can be opened. A logging event message is
transmitted to the MLSTPGW driver 416, which builds and sends a Tunnel Open LOG PDU
to Appll, which writes the occurrence of any open hunnels into a system log.

[68122]  As noted above m connection with Figure 2, endpoints can also comnumicate
with an authorization service, such as authorization service 211 on server 206, for receiving
authorization from that server, and recetving COI keys that are to be distributed among the
endpoints.  Accordingly, Figure 16 is a message flow diagram 1600 illustrating a key
exchange with an authorization server, according to an example embodiment. In this
message flow diagram 1600, the authorization service, represented by AuthServer, delivers
COT keys to an endpoint Ul in response to Ul self-identifving to the authorization server. In
particular, Ul transmits an HTTP request to AuthServer, which mnchudes transmitting a USSL
{RSA1024) public key as a key blob to the AuthServer, which decrypis the request with iis
private key. Each CO1 key to be returned to Ul is then wrapped in the USSL public key and
returned to Ul, which onwraps and imports each COI key, and alse transmits to the
MLSTPGW driver 416 the COI keys wrapped with a Secure Parser public key generated by
the MLSTPGW driver 416. Accordingly, Ul will then have received its COI keys for both

1Pv4 and IPv6 communications, using either MLSTP or [Psec security constructs.

. Example Filter Object Structure for [Pscc-Based Stealth Communication

[66123] Referring now to Figures 17-19, various filter object classes are disclosed that
can be used by the IPsec policy manager that can be instantiated and used to manage filters
applied at a secured endpoint, for cxaraple to manage allowed traffic to/from the endpomt in
the base filter engine (e.g., engine 408, 508, and kernel level engine 4093, As seen in Figure
17, a block diagram of an arrangement 1700 of global filter objects is shown, alongside the
relationships between the objects used to manage global filters. For example, CiPSecPolicy
1702 contains a plurality of Cfilter instances 1704 (of both 1Pv4 and IPv6 varicties), Fach
CFilter instance 1704 can be used to create and manage filters added to the Windows
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Filtering Engine to enforce the policy for the Stealth tunnel. Each Cfilier mstance 1704
points to the next CFilter, as well as its own CConditions 1706, CConditions 1706
corresponds to an array of conditions accessible via a Windows APL

[66124]  As scen in Figure 18, an arrangement 1800 of sccure funnel filter objects is
iffusirated. The use of conditions on IPSec tunnpels is limited and does not aliow multiple
protocols or multiple ports to be defined on an IPSec tunnel. Because of this restriction, the
IPSec tunnel contains limited conditions that allow all traffic between the two endpoint of the
iPSec tunnel but exchudes the session PDUSs transmitted using the Stealth port.

16081251 In order to deny access to traffic not allowed by a COI filter, the COI filter is
used to build blocking filters in the WFP between the two IPSec endpoints. These blocking
filters are in some embodiments given a higher weight in the WFP than the IPSec filters so
that they are applied to traftic between the two endpoints before the IPSec tunnel filters. This
prevents traffic excluded by the COI filter from traversing the IPSec tunnel.

[66126]  In the embodiment shown, the arrangement 1800 inchudes a CHashTable 1807,
which is the hash table for creating, finding, querving and/or deleting a Stealth tunnel, and
contains an array of 4096 hash table buckets. In the embodiment shown, each containg a

tinked hist of CSiealth entries 1804, Each CStealth entry 1804 contains a pointer o ¢

as]

ClpSecTunne! instance 1805, which is created from a CStealth entry 1804 and includes a
single ClpSecTunnel once it has completed the session exchange. The ClpSecTunnel
imstance 1805 includes the Security Association for the IPSec tunnel, a linked list of CFilter
imstances 1704 that describe the [PSec tunmel filters and related COI@ filters.  Each
CIPSecTunnel instance 1702 contains a list of Cfilter instances 1704 and associated
CConditions 1706, The CStealth entry 1804 also contains a pointer to the CSessionKey 1806
and a CTuple pointer 1808, The CTuple pointer 1808 is used to construct Session § PDUs as
described above, and contains the last tuple stored in the Session 0 PDU. Once a session
exchange has completed successfully, the CTuple pointer 1808 points to the tuple 1814 (i.e.,
the COI) matched on the remote endpoint,

1661271 The CTupleTable 1810 object contains the tuples lists for either the service
enclaves or the currently logged onuser. The CTupleList 1812 contains the number of tuples
mn the current Hist as well as pointers to the fivst and last CTuple instance 1814 in the hist. The
first tuple 15 used to start the processing for Session § PDUs and the CTuple pointer 1808 in

the CStealth object 1804 is used to pick up with the next tuple when the nitial COI token
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contained the maximum number of COIs. The last tuple is used to add additional information
from the XML to the tuple currently being processed in the XML file.

[60128]  Figure 19 is a block diagram of an arrangement 1900 of interface filter objects
useable to implement the secured systems and methods of the present disclosure, In the
embodiment shown, a ClaterfaceTable 1902 contains a linked list of Clnterface instances
1904,  The CinterfaceTable 1902 is used to manage a list of all networking
mterfaces/adapters on the endpoint. The mitial list is created when the Protocol service starts
and is updated when notifications are returned by the operating system. The Protocol service
registers a callback function during inmtialization i order to receive add/delete/modify
notifications for interfaces/adapters. Each entry in the list represents a networking inferface
and containg list of unicast IP addresses. Each CIfAddress 1906 containg a pointer to the
associated CServerSocket 1908, as well as to a separate CFilter instance 1704 (having a
corresponding CCondition 1706). The CServerSocket 1908 points back to the CIfAddress
1906 as well, while the Cinterface instances 1904 each also point to a CFilter instance 1704,

which also references an array of CConditions 1706.

Y.  Summary and Example Applications For [Psec-Based Stealth Communication
[66128]  Retferring to Figures 1-19 overall, it is noted that in addition to the above
fanctionality, it is apparent that specific applications may be made available using the IPsec
implementation of Stealth as discussed herein. For example, the set of PDU definitions can
he cxiended to provide additional functionality. In some embodiments, an additional set of
PDUs could be exchanged between the AuthSve and endpoint {¢.g., endpoint U1} to allow an
austhorization service to remotely control the endpoint, or at least remotely administer the
Stealth-based settings at that endpoint.  Additionally, because of the user-level definition of
Stealth in the [Psec implementation, additional user applications can be developed to controf
different aspects of the implementation, such as for VPN associated with particular COls, or
other applications. Further examples can inchide secured remote access to resources (e.g.,
storage, applications, virtualized desktops efc.) at a computing system or other endpoint
having a common community of interest.

16013061 Stll referring to Figures 1-19 generally, it is noted that the IPsec-based system of
the present disclosure presents a number of advantages over both native [Psec and existing
Stealth solutions. For example, due to the partially user-mode implementation of the IPsec-
based Stealth solution, migration to different IPsec constructs is much simpler. Furthermore,
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in combination with the feature of configurable IPsec parameters, the present application
allows Stealth to be installed on many systers that would be otherwise incompatible with the
Stealth solution, while maintaining negotiation capabilities allowing fallback to a proprictary
security protocol as needed. Simplified, application level security controls and truly dark
endpoints to those entities or persons outside of the community of interest to that person
provide still further advantages of the present system.

[#6131]  The above specification, examples and data provide a complete description of the
manufacture and use of the composition of the invention. Since many embodiments of the
mvention can be made withouot departing from the spirit and scope of the invention, the

mvention resides in the claims hereinafter appended.
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Claims:

1. An endpoint comprising a computing system, the computing system including:

a user level services component;

a kernel level callout driver interfaced to the user level services component and
configured to establish an IPscc tunnel with a remote endpoint;

a filter engine storing one or more filters defining ondpoints authorized o
communicate with the endpoint via the IPsec tunnel; and

a second kernel level driver configured to establish a secure tunnel using a second
security protocol different from Psec.
2. The endpoint of claim 1, wherein the computing system mncludes an operating system
that includes a native 1Psec security protocol implomentation,
3 The endpoint of claim 2, wherein the kernel level callout driver utilizes the native

IPsece security protocol implementation,

4. The endpoint of claim I, wherein the kemel level callout driver utilizes the native

IPsec security protocol implementation.

5. The endpoint of claim 1, wherein the second kernel level driver passes through Psec-
secured communications received at the endpoint from the remote endpoint to the kernel

tevel callout driver.

6. The endpoint of claim 1, wherein the one or more filters block requests received at the

endpoint from endpoints not allowed by the one or more filters.

7. The endpoint of claim 6, wherein the one or more filters define computing systems

within an intranet.

&. The endpoint of claim 1, further comprising a user logon component configured to
associate a user with the endpoint.
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9. The endpoint of claim 1, wherein the user is associated with a community of interest,
and wherein the user-level services component manages storage of one or muore community
of mtercst keys including a key assigned to the community of interest associated with the

UsSer.

10. The endpoint of claim 9, wherein the tilter engine applics a filter based on the key

assigned to the community of interest associated with the user.

i1 The endpoint of claira 1, further coraprising a phlurality of user level services including

a prelogon service, a logon service, and a protocol service.

12, The endpoint of clavm 11, further comprising an applet interface to the logon service.

i3, A secure communications arrangement comprising:
an endpoint comprising a computing system, the computing system including:

a user level services component;

a kemel level caliout driver interfaced to the user level services component
and configured to establish an IPsec tunnel with a remote endpoint;

a filter engine storing one or more filters defining endpoints authorized to
communicate with the endpoint via the [Psec tunnel; and

a sccond kernel level driver configured to establish a secure tunnel using a

second security protocol different from [Psec.

14, The secure communications arrangement of claim 13, further comprising the remote
endpoint.
15, The secure compunications arrangement of claim 13, further comprising an

administration server configured to securely communicate with the endpoint via the secure

tunnel established via the second kemnel level driver.
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16. The secure communications arrangement of claim 15, wherein the adminisiration
server is configured to provide one or more community of interest keys to the endpoint via

the secure tunnel,

17. The secure communications arrangement of claim 15, wherein the administration

server is configured to provide secure remote access to the endpoint via the secure tunpel.

18. The secure communications arrangement of claim 13, further comprising a security
apphance configured to securely communicate with the endpoint via the secure tunmel
established via the second kernel level driver,

19, The secure communications arrangement of claim 18, wherein the security appliance
is configured to receive log events from the endpoini, wherein at least one of the log events is

associated with the Psec tunnel established with the remoie endpoint.

20, A secure communications arrangement comprising:
a first endpoint coraprising a coraputing system, the computing system including:

a user level services component;

a kernel level caliout driver interfaced to the user level services component
and configured to establish an IPsec tunmel with a second endpomnt;

a filter engine storing one or more filters defining endpoints authorized to
communicate with the endpoint via the IPsec tunnel;

a second kernel level driver configured to establish a secure tunnel using &
second security protocol different from IPsec;

a second endpoint comprising a second computing system, the second computing
system including:

a second user level services component;

a second kernel level callout driver interfaced fo the second user level services
component and configured to establish an [Psec tunnel with the first
endpoint;

a second filter engine storing one or more filters defining endpoints authorized

to commumicate with the endpoint via the IPsec ftunnel;
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a second kernel level driver configured to establish a second secure tunnel
using a second security protocol different from Psec;
a security appliance compmnicatively connected to the first endpomnt via the sccure
tunnel and to the second endpoint via the second secure tunnel; and
an administration server communicatively connected to the first and second endpoinis

and contigured to provide community of interest keys to the first and sccond endpoints.
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