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DESCRIPCION

Esquema de arbitraje de acceso a bus.
Antecedentes
Campo

La presente invencién se refiere en general a sistemas de procesamiento y, mds especificamente, a un esquema de
arbitraje de acceso a bus en un sistema de procesamiento.

Antecedentes

Los ordenadores han revolucionado la industria electrénica permitiendo llevar a cabo tareas de procesamiento
sofisticadas pulsando solamente algunas teclas. Estas tareas sofisticadas incluyen un nimero increiblemente elevado
de componentes complejos que se comunican entre si de una manera rdpida y eficaz utilizando un bus. Un bus es un
canal o trayectoria entre componentes de un ordenador o de otro dispositivo computacional.

Muchos buses se han implementado tradicionalmente como buses compartidos. Un bus compartido proporciona un
medio para que cualquier niimero de componentes se comuniquen a través de una trayectoria o canal comun. Recien-
temente, la tecnologia de buses compartidos se ha sustituido en gran medida por conexiones de conmutacién punto
a punto. Las conexiones de conmutacién punto a punto proporcionan una conexién directa entre dos componentes
del bus cuando estdn comunicandose entre si. Pueden utilizarse multiples enlaces directos para permitir que varios
componentes se comuniquen al mismo tiempo. Puede utilizarse un arbitro de bus para gestionar las comunicaciones a
través del bus.

Un ordenador que implementa una arquitectura de bus puede incluir cualquier nimero de componentes de proce-
samiento conectados a uno o més recursos compartidos, tal como memoria. Uno o mds procesadores (control maestro
del bus) puede iniciar una transaccién de bus solicitando acceso a partir del arbitro de bus. El arbitro de bus determina
la secuencia en la que se concederd a los procesadores acceso al bus en base a un algoritmo predeterminado. En el
pasado se han implementado varios esquemas de arbitraje de acceso a bus para gestionar estas transacciones. Un en-
foque bastante comtn es un esquema de arbitraje mediante turnos rotativos el cual asigna ancho de banda de manera
equitativa a todos los componentes de procesamiento, pero no tiene nocidn de requisitos de latencia. Otro enfoque
comun es un esquema de arbitraje de prioridad fija que tiene alguna nocién de requisitos de latencia pero que degrada
severamente a los procesadores de baja prioridad que pueden requerir un gran ancho de banda. La multiplexacién por
divisién de tiempo es probablemente una mejor solucion que un esquema de arbitraje basado en prioridad fija o en tur-
nos rotativos, pero es dificil predecir cudndo un procesador particular puede requerir acceso al bus. Por consiguiente,
en la técnica existe la necesidad de un esquema de arbitraje de acceso a bus que proporcione la capacidad de asignar
ancho de banda manteniendo al mismo tiempo requisitos de latencia para los procesadores en el bus. El documento
US 2003/0074507 describe un procedimiento y aparato para planificar que un recurso cumpla con garantias de calidad
de servicio.

Resumen

En un aspecto de la presente invencién, se proporciona un sistema de procesamiento, que comprende:
un bus;
una pluralidad de procesadores acoplados al bus; y

un arbitro de bus configurado para asignar una ponderacién de segundo nivel a uno o més de los procesa-
dores y para conceder de manera secuencial acceso al bus al uno o mas procesadores que presentan una
ponderacién de segundo nivel durante una parte inicial de un intervalo de bus en base a las ponderaciones
de segundo nivel asignadas, estando configurado ademas el arbitro de bus para conceder acceso al bus a
uno cualquiera de los procesadores durante la parte inicial del intervalo de bus como respuesta a una solici-
tud de primer nivel de dicho uno cualquiera de los procesadores que presentan una ponderacion de primer
nivel donde, para cada procesador del uno o més de los procesadores a los que se les ha concedido acceso
durante la parte inicial del intervalo de bus, la ponderacién de nivel asociada con una solicitud de nivel
correspondiente se reduce para cada ranura de tiempo en la parte inicial del intervalo de bus en la que a
un procesador se le ha concedido acceso, estando configurado ademds el arbitro de bus para reinicializar la
ponderacién de primer nivel del uno o mas procesadores al principio de un intervalo de calidad de servicio
donde la longitud del intervalo de calidad de servicio no es igual a la longitud del intervalo de bus.

En un aspecto de la presente invencion, se proporciona un procedimiento de arbitraje entre una pluralidad de
procesadores que solicitan acceso a un bus, que comprende:

asignar una ponderacion de segundo nivel a cada procesador de uno o mas de los procesadores;
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conceder de manera secuencial acceso al bus al uno o mds procesadores durante una parte inicial de un
intervalo de bus en base a las ponderaciones de segundo nivel asignadas;

conceder acceso al bus a uno cualquiera de los procesadores durante la parte inicial del intervalo de bus
como respuesta a una solicitud de dicho uno cualquiera de los procesadores que presentan una ponderacién
de primer nivel;

reducir la ponderacién de nivel para cada procesador del uno o mds de los procesadores a los que se ha
concedido acceso durante la parte inicial del intervalo de bus; y

reinicializar la ponderacién de primer nivel del uno o mas procesadores al principio de un intervalo de
calidad de servicio donde la longitud del intervalo de calidad de servicio no es igual a la longitud del
intervalo de bus.

Breve descripcion de los dibujos
La fig. 1 es un diagrama de bloques conceptual que ilustra un ejemplo de un sistema de procesamiento;

la fig. 2 es un diagrama conceptual que ilustra la distribucién de tiempo de un esquema de arbitraje de acceso a bus
que puede soportar requisitos de gran ancho de banda para varios procesadores;

la fig. 3 es un diagrama conceptual que ilustra el funcionamiento de un esquema de arbitraje de acceso a bus que
puede soportar requisitos de gran ancho de banda para varios procesadores;

la fig. 4 es un diagrama conceptual que ilustra la distribucién de tiempo de un esquema de arbitraje de acceso a bus
que puede soportar requisitos de latencia y de gran ancho de banda para varios procesadores; y

la fig. 5 es un diagrama conceptual que ilustra el funcionamiento de un esquema de arbitraje de acceso a bus que
puede soportar requisitos de latencia y de gran ancho de banda para varios procesadores.

Descripcion detallada

La fig. 1 es un diagrama de bloques conceptual que ilustra un ejemplo de un sistema de procesamiento. El sistema
100 de procesamiento puede ser un ordenador, o residir en un ordenador, o cualquier otro sistema capaz de procesar,
recuperar y almacenar informacién. El sistema 100 de procesamiento puede ser un sistema independiente o, como
alternativa, estar embebido en un dispositivo, tal como un teléfono inaldmbrico, un asistente personal digital (PDA),
un ordenador personal (PC), un ordenador portétil, etc.

El sistema 100 de procesamiento se muestra con varios procesadores 102a a 102¢ que pueden acceder a la memoria
104 a través de un bus 110, pero puede estar configurado con cualquier nimero de procesadores dependiendo de la
aplicacion particular y de las limitaciones globales de disefio. Cada procesador puede implementarse como cualquier
tipo de componente de control maestro de bus incluyendo, a modo de ejemplo, un microprocesador, un procesador
de sefiales digitales (DSP), un procesador grafico de video, un procesador de médem, o cualquier otro componente
de procesamiento de informacién. La memoria 104 puede ser un controlador de memoria, una memoria caché, una
memoria apilada o cualquier otro componente que pueda recuperar o almacenar informacion.

Un arbitro 108 de bus puede utilizarse para conceder a los procesadores 102a a 102c¢ acceso al bus. El bus 110
puede implementarse con conexiones de conmutacién punto a punto a través de una interconexién 106 de bus. En
esta configuracion, el drbitro 108 de bus configura la interconexién 106 de bus para proporcionar una conexion directa
entre uno de los procesadores y la memoria 104. Multiples enlaces directos de la interconexién 106 de bus pueden
utilizarse para permitir que los demds procesadores se comuniquen con otros dispositivos esclavos de bus al mismo
tiempo. Como alternativa, el bus 110 puede implementarse como un bus compartido o como cualquier otro tipo de
bus, bajo el control del arbitro 108 de bus.

El arbitro 108 de bus puede utilizarse para gestionar el acceso al bus 110 mediante los procesadores 102a a 102c. En
una realizacion del arbitro 108 de bus, los componentes 102a a 102c de procesamiento pueden transmitir comandos,
junto con las instrucciones y/o datos de programa asociados, al arbitro 108 de bus. El arbitro 108 de bus puede
determinar la secuencia en la que los comandos, e instrucciones y datos de programa asociados, se proporcionaran a la
memoria 104 y, por lo tanto, configuraran dindmicamente la interconexién 106 de bus. En otra realizacién del arbitro
108 de bus, los procesadores 102a a 102c pueden solicitar acceso al bus 110, y el arbitro 108 de bus puede determinar la
secuencia en la que las solicitudes se concederdn, de nuevo, mediante la reconfiguracién dindmica de la interconexién
106. En cualquier caso, el drbitro 108 de bus determina la secuencia en la que los comandos, e instrucciones y datos
de programa asociados, se proporcionan a la memoria 104 basandose en un esquema de arbitraje de acceso a bus.

El esquema de arbitraje de acceso a bus puede implementarse para permitir los requisitos funcionales de los diver-
sos procesadores 102a a 102c. A modo de ejemplo, un procesador puede requerir un gran ancho de banda, tal como
un procesador grafico de video. Otro procesador puede requerir comunicaciones de baja latencia, tal como un DSP
que procesa comunicaciones de voz. Otro procesador adicional puede no tener ningiin requisito de ancho de banda
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o de latencia, tal como una unidad central de procesamiento (CPU) que procesa correo electrénico de Internet. Estas
ultimas comunicaciones (aquéllas sin ningtn requisito de ancho de banda o de latencia) se denominan normalmente
como comunicaciones de “maximo esfuerzo”.

El esquema de arbitraje de acceso a bus puede utilizarse para asignar ancho de banda entre los diversos procesa-
dores manteniendo al mismo tiempo requisitos de latencia. Esto puede conseguirse creando mdltiples niveles a partir
de los cuales se determinard el acceso al bus 110. A modo de ejemplo, un primer nivel puede utilizarse para planificar
solicitudes de baja latencia, un segundo nivel puede utilizarse para planificar solicitudes de gran ancho de banda, y
un tercer nivel puede utilizarse para aplicaciones no criticas en lo que respecta a la latencia y al ancho de banda. Una
ponderacién programable o ajustable puede asignarse a cada procesador en los dos primeros niveles. La ponderacién
asignada puede concebirse como un nimero de “testigos” que pueden gastarse para acceder al bus 110. La pondera-
cion asignada para cada procesador puede reinicializarse periédicamente en base a un periodo de tiempo. El periodo
puede ser el mismo o diferente para los dos primeros niveles.

En primer lugar se describird un esquema de arbitraje de acceso a bus para el segundo nivel. El segundo nivel puede
utilizarse para garantizar que cada procesador 102 reciba el ancho de banda que requiere. Esto puede conseguirse
asignando a cada procesador 102a una ponderacién acorde con sus requisitos de ancho de banda. La ponderacién
puede utilizarse para garantizar que el procesador 102 reciba un nimero minimo de concesiones de acceso a bus
durante un periodo de tiempo dado. Como alternativa, la ponderacion puede utilizarse para asignar bits u octetos de
datos a un procesador 102. La ponderacién puede programarse o ajustarse para permitir requisitos de ancho de banda
variables. A modo de ejemplo, un procesador 102 puede ejecutar una nueva aplicacién que requiera mds o menos ancho
de banda. El arbitro 108 de bus puede responder modificando de manera correspondiente la ponderacién asignada a
ese procesador 102.

Las ponderaciones pueden asignarse a los diversos procesadores 102 mediante el arbitro 108 de bus cuando el
sistema 100 de procesamiento se enciende inicialmente. Durante el encendido, cada procesador 102 conectado al bus
110, y que presenta un requisito de ancho de banda, comunica su requisito al arbitro 108 de bus. En base a estas
comunicaciones, el drbitro 108 de bus asigna una parte del ancho de banda a cada uno. El ancho de banda restante
puede utilizarse para comunicaciones de maximo esfuerzo. Durante el funcionamiento, si un procesador 102 ejecuta
una nueva aplicacidn, o si cambian sus requisitos de ancho de banda, puede negociarse una nueva ponderacién entre
ese procesador 102 y el arbitro 108 de bus.

La figura 2 es un diagrama conceptual que ilustra la distribucién de tiempo de un esquema de arbitraje de acceso
a bus para los procesadores de segundo nivel. El drbitro de bus determina un intervalo 202 de bus basdndose en los
requisitos de ancho de banda de los diversos procesadores y en la necesidad de soportar comunicaciones de maximo
esfuerzo. El intervalo 202 de bus puede programarse o ajustarse para soportar requisitos de ancho de banda variables.
En al menos una realizacién del arbitro de bus, el intervalo 202 de bus puede dividirse en dos periodos de tiempo: un
periodo 204 de tiempo ponderado y un periodo 206 de tiempo de maximo esfuerzo. Durante el periodo 204 de tiempo
ponderado, la pugna por el bus puede resolverse concediendo acceso al bus al procesador con la ponderacién mas
alta. Puede concederse acceso al bus a los procesadores de tercer nivel durante el periodo 204 de tiempo ponderado
cuando los procesadores de segundo nivel no solicitan acceso. La ponderacién de cada procesador de segundo nivel
puede reducirse cada vez que se le conceda acceso al bus. El periodo 204 de tiempo ponderado contintia hasta que la
ponderacién asignada a cada uno de los procesadores de segundo nivel se reduzca a cero. El periodo 206 de tiempo de
maximo esfuerzo sigue al periodo 204 ponderado y continda hasta el final del intervalo 202 de bus. Durante el periodo
206 de tiempo de maximo esfuerzo, la pugna por el bus puede resolverse mediante turnos rotativos.

La figura 3 es un diagrama conceptual que ilustra el funcionamiento de un esquema de arbitraje de bus para los
procesadores de segundo nivel. En este ejemplo hay tres procesadores (P, P, y P;) de segundo nivel y tres procesadores
(P4, Ps y Ps) de tercer nivel. Las ponderaciones asignadas por el 4rbitro de bus a los procesadores de segundo nivel
se denominardn como testigos. El primer procesador P, requiere la mayor parte del ancho de banda y tiene asignados
cuatro testigos mediante el arbitro de bus. El segundo y el tercer procesador P, y P; son procesadores con un ancho de
banda inferior y tienen asignados dos y un testigo, respectivamente, mediante el arbitro de bus. El siguiente ejemplo
supone que todos los procesadores estan solicitando continuamente acceso al bus.

Haciendo referencia a la fig. 3, el esquema de arbitraje de acceso al bus entra en el periodo 204 de tiempo pon-
derado al principio de intervalo 202 de bus. La pugna por el bus durante la primera ranura 301 de tiempo se resuelve
concediendo acceso al procesador con el mayor nimero de testigos, que en este caso es el primer procesador P, con
cuatro testigos. Tras conceder acceso al bus al primer procesador Py, el drbitro de bus reduce en uno los testigos del
primer procesador, dejandolo con tres testigos. Los tres testigos restantes para el primer procesador P; son suficientes
para obtener acceso al bus durante la segunda ranura 302 de tiempo. El drbitro de bus toma otro testigo del primer
procesador P, después de concederle acceso al bus, dejandolo con dos testigos.

La pugna por el bus durante la tercera ranura 303 de tiempo también se resuelve concediendo acceso al procesador
con el mayor nimero de testigos. Sin embargo, en este caso, tanto el primer como el segundo procesador P, y P, tienen
dos testigos, lo que es superior a cualquiera de los otros procesadores. El arbitro de bus puede utilizar un esquema
de arbitraje de turnos rotativos para el arbitraje entre los dos procesadores. Puesto que al primer procesador P, se le
concedi6 acceso al bus en la ranura 302 de tiempo anterior, el arbitro de bus concede acceso al segundo procesador P,
durante la ranura 303 de tiempo actual. Tras conceder acceso al bus al segundo procesador P,, el arbitro de bus reduce
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en uno los testigos del segundo procesador, dejandolo con un solo testigo. El arbitro de bus concede acceso al bus al
primer procesador Py, con dos testigos restantes, durante la cuarta ranura 304 de tiempo, y consume otro testigo en el
proceso.

Durante la quinta ranura 305 de tiempo, cada uno de los procesadores Py, P,, P; de segundo nivel tiene un testigo.
El arbitro de bus puede utilizar un esquema de arbitraje de turnos rotativos para arbitrar el acceso al bus. En este caso,
tanto el primer como el segundo procesador P, y P, han accedido al bus durante el intervalo 202 de bus actual. Puede
concederse acceso al tercer procesador Ps, el cual tiene que acceder todavia al bus en el intervalo 202 de bus actual.
Tras conceder acceso al bus al tercer procesador P;, el drbitro de bus reduce a cero los testigos del tercer procesador,
dejando al primer y al segundo procesador P, y P, con el mayor nimero de testigos en la sexta ranura 306 de tiempo.
El arbitro de bus puede seguir utilizando un esquema de arbitraje de turnos rotativos para conceder acceso a memoria
al primer y al segundo procesador P, y P, en las siguientes dos ranuras 306 y 307 de tiempo en cualquier orden,
consumiendo de ese modo todos los testigos para los procesadores de segundo nivel al término del periodo 204 de
tiempo ponderado del intervalo 202 de bus.

La ranura 206 de tiempo de maximo esfuerzo sigue a la ranura 204 de tiempo ponderado. Durante la ranura 206 de
tiempo de mdximo esfuerzo, el arbitro de bus puede conceder acceso al bus mediante turnos rotativos. En el ejemplo
mostrado en la figura 3, hay seis ranuras 308 a 313 de tiempo en la ranura 206 de tiempo de maximo esfuerzo. También
hay seis procesadores: tres procesadores P, P,, P; de segundo nivel con sus testigos agotados, y tres procesadores P,
Ps, P4 de tercer nivel. Por consiguiente, bajo cualquier esquema de arbitraje de turnos rotativos, debe concederse acceso
al bus a cada procesador una vez. El orden no es necesariamente importante pero, en primer lugar, debe concederse
acceso al bus a los tres procesadores P,, Ps, P¢ de tercer nivel para garantizar el acceso si la ranura 206 de tiempo
de méaximo esfuerzo es relativamente corta. En el ejemplo mostrado en la fig. 3, se concede acceso al bus al cuarto
procesador P, durante la octava ranura 308 de tiempo, se concede acceso al bus al quinto procesador Ps en la novena
ranura 309 de tiempo, se concede acceso al bus al sexto procesador Ps en la décima ranura 310 de tiempo, se concede
acceso al bus al primer procesador P, en la undécima ranura 311 de tiempo, se concede acceso al bus al segundo
procesador P, en la duodécima ranura 312 de tiempo, y se concede acceso al bus al tercer procesador P; en la décimo
tercera ranura 313 de tiempo.

Un esquema de arbitraje de acceso a bus de primer nivel puede implementarse como una superposicion al esquema
de arbitraje de acceso a bus de segundo nivel para incluir procesadores con requisitos de baja latencia. Volviendo a
la fig. 1, un procesador 102 que requiere acceso de baja latencia a la memoria 104 puede asignarse a un primer nivel
mediante el arbitro 108 de bus. Si el mismo procesador 102 presenta requisitos de gran ancho de banda, también puede
recibir una asignacién de segundo nivel. De manera similar a la descrita con relacion al esquema de arbitraje de acceso
a bus de segundo nivel, una ponderacion programable o ajustable puede asignarse a cada procesador 102 en el primer
nivel mediante el arbitro 108 de bus. La ponderacion asignada a un procesador puede utilizarse para garantizar que
reciba un nimero minimo de concesiones de acceso a bus durante un periodo de tiempo dado. El punto en el tiempo o
el mecanismo en el que una solicitud del procesador se convierte en una solicitud de primer nivel puede llevarse a cabo
mediante el procesador, el cual indica que la solicitud es una solicitud de primer nivel a través de una sefial adicional al
arbitro, o mediante el propio arbitro, el cual eleva la solicitud del procesador para convertirla en una solicitud de primer
nivel. Por ejemplo, el arbitro puede tener un temporizador de latencia que cuente los ciclos de reloj en los que una
solicitud del control maestro haya estado pendiente y no se haya concedido. Una vez que el temporizador de latencia
haya alcanzado o superado un valor programable, el arbitro puede elevar internamente la solicitud del procesador para
que pase a ser de primer nivel. Como alternativa, la ponderacién puede utilizarse para asignar bits u octetos de datos a
un procesador durante el periodo de tiempo. El periodo de tiempo puede ser el igual a o diferente del intervalo de bus.
La ponderacion puede programarse o ajustarse para permitir requisitos de latencia variables.

Cuando el sistema 100 de procesamiento se enciende inicialmente, cada procesador 102 conectado al bus 110, y
que presenta un requisito de latencia, comunica sus requisitos al drbitro 108 de bus. En algunos casos, un procesador
102 puede comunicar requisitos de latencia y de ancho de banda al arbitro 108 de bus. Como respuesta a estas comuni-
caciones, el arbitro de bus realiza las asignaciones apropiadas de primer y de segundo nivel a los diversos procesadores
102 conectados al bus 110. EI drbitro 108 de bus también asigna una ponderacién a cada procesador 102 de primer
y de segundo nivel. Durante el funcionamiento, si un procesador 102 ejecuta una nueva aplicacién, o si cambian sus
requisitos de latencia, puede negociarse una nueva ponderacién entre ese procesador 102 y el arbitro 108 de bus para
uno o mas niveles.

La fig. 4 es un diagrama conceptual que ilustra la distribucién de tiempo de un esquema de arbitraje de acceso
a bus de primer nivel superpuesto al esquema de arbitraje de acceso a bus de segundo nivel de la fig. 2. En este
ejemplo, el arbitro de bus determina un intervalo 402 de calidad de servicio basdndose en los requisitos de latencia de
los diversos procesadores de primer nivel. El intervalo 402 de calidad de servicio puede programarse o ajustarse para
soportar requisitos de latencia variables. Durante el intervalo 402 de calidad de servicio, a un procesador de primer
nivel que solicita acceso al bus se le puede dar prioridad a través de solicitudes de segundo y de tercer nivel. La pugna
por el bus entre dos o més procesadores de primer nivel puede resolverse concediendo acceso al procesador con la
ponderacién més alta. La ponderacion de cada procesador se reduce cada vez que se le concede acceso al bus. Cuando
la ponderacién de un procesador de primer nivel llega a cero, el drbitro de bus no concederd ninguna solicitud adicional
de acceso a bus de primer nivel durante el intervalo 402 de calidad de servicio actual. Al principio de cada intervalo
402 de calidad de servicio, el drbitro de bus reinicializara la ponderacién de cada procesador de primer nivel a su valor
original asignado. El intervalo 402 de calidad de servicio puede ser el mismo que el intervalo 202 de bus o puede ser
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diferente. Si los dos intervalos son diferentes, el intervalo 202 de bus puede ser mas largo o mds corto que el intervalo
402 de calidad de servicio, y los dos periodos de tiempo pueden ser o no miiltiplos entre si. En el ejemplo mostrado
en la fig. 4, el intervalo 202 de bus es tres veces mds largo que el intervalo 402 de calidad de servicio.

La fig. 5 es un diagrama conceptual que ilustra el funcionamiento del esquema de arbitraje de acceso a bus de
primer nivel superpuesto al esquema de arbitraje de acceso a bus de segundo nivel de la fig. 3. En este ejemplo, hay
dos procesadores (P, y P,) de primer nivel, tres procesadores (P,, P; y P,) de segundo nivel y tres procesadores (Ps, P
y P;) de tercer nivel. El segundo procesador P, presenta tanto un requisito de latencia como un requisito de gran ancho
de banda y, por lo tanto, tiene una asignacion de primer y de segundo nivel. El primer procesador P, es un procesador
de baja latencia con una asignacién de primer nivel, y el tercer y cuarto procesador (P; y P,) son procesadores de gran
ancho de banda con una asignacién de segundo nivel. Los procesadores (Ps, Ps y P;) restantes son procesadores de
maximo esfuerzo sin ningin requisito especifico de latencia o de ancho de banda.

Las ponderaciones asignadas por el 4rbitro de bus a los procesadores de primer y de segundo nivel se denominardn
como testigos. El primer procesador P, tiene asignados dos testigos de primer nivel, el segundo procesador P, tiene
asignado un testigo de primer nivel y dos testigos de segundo nivel, el tercer procesador P; tiene asignados tres testigos
de segundo nivel, y el cuarto procesador P, tiene asignado un testigo de segundo nivel.

El arbitro de bus fija inicialmente el intervalo 402 de calidad de servicio a cinco ranuras de tiempo y el intervalo
202 de bus a quince ranuras de tiempo. El primer procesador P, se muestra realizando solicitudes de primer nivel
para el acceso al bus durante la tercera, cuarta, duodécima y décimo tercera ranura 503, 504, 512 y 513 de tiempo. El
segundo procesador P, se muestra realizando solicitudes de primer nivel para el acceso al bus durante la tercera hasta
la sexta ranura 503 a 506 de tiempo y desde la duodécima hasta las décimo cuarta 512 a 514 ranura de tiempo. Aunque
no se muestra, todos los procesadores estdn realizando continuamente solicitudes para el acceso al bus.

El esquema de arbitraje de acceso a bus entra en el periodo 204 de tiempo ponderado al principio del intervalo
202 de bus. La pugna por el bus durante la primera ranura 501 de tiempo puede resolverse concediendo acceso al
procesador de segundo nivel con el mayor niimero de testigos, que en este caso es el tercer procesador P; con tres
testigos. Tras conceder acceso al bus al tercer procesador P;, el drbitro de bus reduce en uno los testigos de segundo
nivel del tercer procesador, dejdndolo con dos testigos de segundo nivel.

La pugna por el bus durante la segunda ranura 502 de tiempo puede resolverse de manera similar concediendo
acceso al bus al procesador de segundo nivel con el mayor nimero de testigos. Sin embargo, en este caso, tanto el
segundo como el tercer procesador P, y P; tienen dos testigos, 1o que es superior a cualquiera de los demds procesa-
dores de segundo nivel. El arbitro de bus puede utilizar un esquema de arbitraje de turnos rotativos para arbitrar entre
los dos procesadores. Puesto que al tercer procesador P; se le concedié acceso al bus durante la ranura 501 de tiempo
anterior, el arbitro de bus concede acceso al bus al segundo procesador P, durante la ranura 502 de tiempo actual. Tras
conceder acceso al bus al segundo procesador P,, el arbitro de bus reduce en uno los testigos de segundo nivel del
segundo procesador, dejandolo con un testigo de segundo nivel.

Durante la tercera ranura 503 de tiempo, tanto el primer como el segundo procesador P, y P, realizan una solicitud
de primer nivel para acceder al bus. El drbitro de bus, que estd configurado para dar prioridad a las solicitudes de primer
nivel, debe arbitrar en este caso entre el primer y el segundo procesador P, y P,. Puesto que el primer procesador P,
tiene mas testigos de primer nivel que el segundo procesador P, el arbitro de bus concede acceso al bus al primer
procesador P,. Tras conceder acceso al bus al primer procesador P, el arbitro de bus reduce en uno los testigos de
primer nivel del primer procesador, dejandolo con un testigo de primer nivel.

Tanto el primer como el segundo procesador P, y P, realizan solicitudes de primer nivel repetidas para acceder al
bus durante la siguiente ranura 504 de tiempo. Sin embargo, esta vez el primer y el segundo procesador P, y P, tienen
cada uno la misma cantidad de testigos de primer nivel y, por lo tanto, el arbitro de bus puede utilizar un esquema de
arbitraje de turnos rotativos para arbitrar entre los dos procesadores. Puesto que al primer procesador P, se le concedi6
acceso al bus en la ranura 503 de tiempo anterior, el rbitro de bus puede conceder acceso al bus al segundo procesador
P,. Tras conceder acceso al segundo procesador P,, el arbitro de bus reduce en uno los testigos de primer nivel del
segundo procesador, dejandolo con cero testigos de primer nivel.

Una solicitud de primer nivel repetida del segundo procesador P, durante la quinta ranura 505 de tiempo puede
denegarse por el arbitro de bus debido a que el segundo procesador P, ha agotado todos sus testigos de primer nivel.
En cambio, el arbitro de bus concede acceso al bus al procesador de segundo nivel que presente el mayor nimero de
testigos, que en este caso es el tercer procesador P; con dos testigos de segundo nivel. Tras conceder acceso al bus al
tercer procesador P3, el drbitro de bus reduce en uno los testigos de segundo nivel del tercer procesador, dejdndolo con
un testigo de segundo nivel.

Un nuevo intervalo 402 de calidad de servicio comienza con el inicio de la sexta ranura 506 de tiempo. El arbitro
de bus reinicializa cada procesador de primer nivel con el nimero apropiado de testigos. Suponiendo que no hay
ninglin cambio en los requisitos de latencia, el drbitro de bus incrementa a dos los testigos de primer nivel del primer
procesador y a uno los testigos de primer nivel del segundo procesador. El arbitro de bus puede conceder en este
momento acceso al bus al segundo procesador P, como respuesta a una solicitud de primer nivel durante la sexta
ranura 503 de tiempo. Tras conceder acceso al bus al segundo procesador P,, el arbitro de bus reduce en uno los
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testigos de primer nivel del segundo procesador, dejandolo con cero testigos de primer nivel. Como resultado, al
segundo procesador P, no se le concederd ningiin acceso adicional al bus en respuesta a una solicitud de primer nivel
hasta el siguiente intervalo 402 de calidad de servicio.

Durante la séptima ranura 507 de tiempo, cada uno de los procesadores P,, P; y P, de segundo nivel tiene un
testigo. El arbitro de bus puede utilizar un esquema de turnos rotativos para arbitrar el acceso al bus entre los tres
procesadores. En este caso, tanto el segundo como el tercer procesador P, y P; han accedido al bus durante el intervalo
202 de bus actual en respuesta a una solicitud de segundo nivel. Puede concederse acceso al cuarto procesador P,, el
cual tiene que acceder todavia al bus en el intervalo 202 de bus actual. Tras conceder acceso al bus al cuarto procesador
P,, el arbitro de bus reduce a cero los testigos de segundo nivel del cuarto procesador, dejando al segundo y al tercer
procesador P, y P; con el mayor nimero de testigos de segundo nivel en la octava ranura 508 de tiempo. El drbitro de
bus puede seguir utilizando un esquema de arbitraje de turnos rotativos para conceder acceso a memoria al segundo
y al tercer procesador P, y P; en las siguientes dos ranuras 508 y 509 de tiempo en cualquier orden, agotando de ese
modo todos los testigos de segundo nivel para los procesadores de segundo nivel al término del periodo 204 de tiempo
ponderado del intervalo 202 de bus.

El periodo 206 de tiempo de madximo esfuerzo sigue al periodo 204 de tiempo ponderado. Durante el periodo 206
de tiempo de maximo esfuerzo, el arbitro de bus puede conceder acceso al bus mediante turnos rotativos. En el ejemplo
mostrado en la fig. 5, el arbitro de bus puede conceder acceso a la memoria al quinto y al sexto procesador Ps y Py
durante la décima y la undécima ranura 510 y 511 de tiempo, respectivamente. Como alternativa, puede concederse
acceso al bus a cualquier otra combinacién de procesadores durante las dos ranuras 510 y 511 de tiempo iniciales del
periodo 206 de tiempo de maximo esfuerzo.

El tercer intervalo 402 de calidad de servicio comienza con el inicio de la undécima ranura 511 de tiempo, y el
primer y el segundo procesador P, y P, se reinicializan con su nimero apropiado de testigos de primer nivel. De
nuevo, suponiendo que los requisitos de latencia de estos procesadores no han cambiado, los testigos de primer nivel
del primer procesador permaneceran a dos, y los testigos de primer nivel del segundo procesador aumentaran a uno.
Tal y como se muestra en la fig. 5, ambos procesadores realizan un solicitud de primer nivel para acceder a la memoria
durante la duodécima ranura 512 de tiempo. Como respuesta a estas solicitudes, el drbitro de bus concede acceso al
bus al primer procesador P;, que tiene el mayor nimero de testigos de primer nivel, durante esa ranura 512 de tiempo.
Tras conceder acceso al bus al primer procesador Py, el arbitro de bus reduce en uno los testigos de primer nivel del
primer procesador, dejandolo con un testigo de primer nivel.

Durante la décimo tercera ranura 513 de tiempo, tanto el primer como el segundo procesador P, y P, realizan
solicitudes de primer nivel repetidas para acceder a memoria. Sin embargo, esta vez el primer y el segundo procesador
P, y P, tienen cada uno la misma cantidad de testigos de primer nivel y, por lo tanto, el arbitro de bus puede utilizar un
esquema de arbitraje de turnos rotativos para conceder acceso a memoria al segundo procesador P, durante esa ranura
513 de tiempo. Tras conceder acceso al bus al segundo procesador P,, el arbitro de bus reduce en uno los testigos de
primer nivel del segundo procesador, dejandolo con cero testigos de primer nivel.

Una solicitud de primer nivel repetida del segundo procesador P, durante la décimo cuarta ranura 514 de tiempo
puede denegarse por el arbitro de bus debido a que el segundo procesador P, ha agotado todos sus testigos de primer
nivel. En cambio, el arbitro de bus concede acceso al bus al séptimo procesador P; en la décimo cuarta ranura 514
de tiempo y al primer procesador P; en la décimo quinta ranura 515 de tiempo utilizando un esquema de arbitraje de
turnos rotativos para soportar comunicaciones de miximo esfuerzo. Otras combinaciones de concesiones de acceso a
bus también son posibles durante estas dos ranuras 514 y 515 de tiempo. Al final de la décimo quinta ranura 515 de
tiempo, se inician un nuevo intervalo de bus y un nuevo intervalo de calidad de servicio. El drbitro de bus reinicializa
los testigos de primer y de segundo nivel para cada procesador y se repite el proceso descrito anteriormente.

Los diversos bloques, médulos, circuitos, elementos y/o componentes 16gicos ilustrativos descritos con relacién a
las realizaciones descritas en este documento pueden implementarse o llevarse a cabo con un procesador de propdsito
general, un procesador de sefiales digitales (DSP), un circuito integrado de aplicacion especifica (ASIC), una matriz de
puertas programables de campo (FPGA) u otro componente 16gico programable, puerta discreta o logica de transistor,
componentes de hardware discretos, o cualquier combinacién de los mismos disefiada para llevar a cabo las funciones
descritas en este documento. Un procesador de propésito general puede ser un microprocesador pero, como alternativa,
el procesador puede ser cualquier procesador, controlador, microcontrolador o miquina de estados convencional. Un
procesador también puede implementarse como una combinacién de componentes informaticos, por ejemplo, una
combinacién de un DSP y un microprocesador, una pluralidad de microprocesadores, uno o mas microprocesadores
junto con un nicleo DSP, o cualquier otra configuracion de este tipo.

Los procedimientos o algoritmos descritos con relacién a las realizaciones descritas en este documento pueden
realizarse directamente en hardware, en un médulo de software ejecutado por un procesador, o en una combinacién de
los dos. Un médulo de software puede residir en memoria RAM, memoria flash, memoria ROM, memoria EPROM,
memoria EEPROM, registros, discos duros, un disco extraible, un CD-ROM o en cualquier otra forma de medio de
almacenamiento conocido en la técnica. Un medio de almacenamiento puede acoplarse al procesador de manera que el
procesador pueda leer informacién desde, y escribir informacién en, el medio de almacenamiento. Como alternativa,
el medio de almacenamiento puede ser una parte integrante del procesador.
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REIVINDICACIONES
1. Un sistema de procesamiento, que comprende:
un bus (110);
una pluralidad de procesadores (102) acoplados al bus; y

un arbitro (108) de bus configurado para asignar una ponderacién de segundo nivel a uno o mas de los
procesadores y para conceder de manera secuencial acceso al bus al uno o mds procesadores que presentan
una ponderacién de segundo nivel durante una parte (204) inicial de un intervalo (202) de bus en base a las
ponderaciones de segundo nivel asignadas, estando configurado ademads el arbitro de bus para conceder ac-
ceso al bus a uno cualquiera de los procesadores durante la parte inicial del intervalo de bus como respuesta
a una solicitud de primer nivel de dicho uno cualquiera de los procesadores que presentan una ponderacién
de primer nivel donde, para cada procesador del uno o mas de los procesadores a los que se les ha concedido
acceso durante la parte inicial del intervalo de bus, la ponderacion de nivel asociada con una solicitud de
nivel correspondiente se reduce para cada ranura de tiempo en la parte inicial del intervalo de bus en la que
aun procesador se le ha concedido acceso, caracterizado porque el drbitro de bus estd configurado ademas
para reinicializar la ponderacién de primer nivel del uno o mds procesadores al principio de un intervalo
(402) de calidad de servicio donde la longitud del intervalo de calidad de servicio no es igual a la longitud
del intervalo de bus.

2. El sistema de procesamiento segun la reivindicacién 1, en el que el arbitro (108) de bus estad configurado ademas
para conceder acceso al bus a dicho uno cualquiera de los procesadores (102) como respuesta a una solicitud del
mismo durante la parte (206) restante del intervalo (202) de bus que sigue a la parte (204) inicial del intervalo de
bus.

3. El sistema de procesamiento segtn la reivindicacién 2, en el que el drbitro (108) de bus estd configurado ademds
para conceder acceso al bus a dicho uno cualquiera de los procesadores (102) durante la parte (206) restante del
intervalo (202) de bus basandose en un esquema de turnos rotativos.

4. El sistema de procesamiento segin la reivindicacién 1, en el que el arbitro (108) de bus estd configurado ademas
para establecer la duracién del intervalo (202) de bus.

5. El sistema de procesamiento segtin la reivindicacién 1, en el que la parte (204) inicial del intervalo (202) de bus
termina cuando la ponderacién de segundo nivel de cada procesador del uno o mds procesadores (102) se reduce a
cero.

6. El sistema de procesamiento segtin la reivindicacién 5, en el que el arbitro (108) de bus estd configurado ademas
para fijar la ponderacién de segundo nivel para cada procesador del uno o mas procesadores (102) al principio de cada
uno de los intervalos (202) de bus.

7. El sistema de procesamiento segtin la reivindicacién 1, en el que la ponderacién de segundo nivel comprende el
nimero de concesiones de acceso a bus requerido durante el intervalo (202) de bus por el procesador (102) al que esta
asignada la ponderacion de segundo nivel.

8. El sistema de procesamiento segtin la reivindicacién 1, en el que la ponderacién de segundo nivel comprende el
nimero de bits de datos requeridos durante el intervalo (202) de bus por el procesador (102) al que estd asignada la
ponderacién de segundo nivel.

9. El sistema de procesamiento segtin la reivindicacién 1, en el que el arbitro (108) de bus determina la duracién
del intervalo (402) de calidad de servicio.

10. El sistema de procesamiento segtin la reivindicacion 1, en el que el arbitro (108) de bus estd configurado ademas
para establecer la duracion del intervalo (402) de calidad de servicio.

11. El sistema de procesamiento segun la reivindicacion 1, en el que el arbitro (108) de bus esta configurado ademas
para arbitrar entre el uno o mds de los procesadores (102) que solicitan acceso al bus (110) concediendo acceso al bus a
un procesador del uno o mas de los procesadores solicitantes mediante turnos rotativos si ninguno de los procesadores
solicitantes tiene una ponderacién de primer o de segundo nivel.

12. El sistema de procesamiento segin la reivindicacién 1, en el que uno o més de los procesadores (102) estd tanto
en el primer como en el segundo nivel.
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13. Un procedimiento de arbitraje entre una pluralidad de procesadores (102) que solicitan acceso a un bus (110),
que comprende:

asignar una ponderacién de segundo nivel a cada procesador de uno o mds de los procesadores;

conceder de manera secuencial acceso al bus al uno o mds procesadores durante una parte (204) inicial de
un intervalo (202) de bus en base a las ponderaciones de segundo nivel asignadas;

conceder acceso al bus a uno cualquiera de los procesadores durante la parte inicial del intervalo de bus
como respuesta a una solicitud de dicho uno cualquiera de los procesadores que presentan una ponderacién
de primer nivel;

reducir la ponderacién de nivel para cada procesador del uno o més de los procesadores a los que se ha
concedido acceso durante la parte inicial del intervalo de bus; caracterizado por

reinicializar la ponderacién de primer nivel del uno o més procesadores al principio de un intervalo (402)
de calidad de servicio donde la longitud del intervalo de calidad de servicio no es igual a la longitud del
intervalo de bus.

14. El procedimiento segin la reivindicacién 13, que comprende ademds conceder acceso al bus a dicho uno
cualquiera de los procesadores (102) como respuesta a una solicitud del mismo durante la parte (206) restante del
intervalo (202) de bus que sigue a la parte (204) inicial del intervalo de bus.

15. El procedimiento segtin la reivindicacion 14, en el que la concesion de acceso al bus a dicho uno cualquiera
de los procesadores (102) durante la parte (206) restante del intervalo (202) de bus se basa en un esquema de turnos
rotativos.

16. El procedimiento segtn la reivindicacién 13, que comprende ademas establecer la duracién del intervalo (202)
de bus.

17. El procedimiento segtin la reivindicacion 13, en el que se concede acceso al bus al procesador (102) del uno o
mads procesadores con la ponderacién de segundo nivel mds alta, comprendiendo ademas el procedimiento reducir la
ponderacién de segundo nivel de tal procesador después de haberle concedido acceso al bus.

18. El procedimiento segun la reivindicacién 17, en el que la parte (204) inicial del intervalo (202) de bus termina
cuando la ponderacién de segundo nivel de cada procesador del uno o mas procesadores se reduce a cero.

19. El procedimiento segtn la reivindicacién 13, en el que la ponderacién de segundo nivel comprende el nimero
de concesiones de acceso a bus requerido durante el intervalo (202) de bus por el procesador (102) al que estd asignada
la ponderacién de segundo nivel.

20. El procedimiento segtin la reivindicacién 13, en el que la ponderacién de segundo nivel comprende el nimero
de bits de datos requeridos durante el intervalo (202) de bus por el procesador (102) al que estd asignada la ponderacién
de segundo nivel.

21. El procedimiento segun la reivindicacién 13, que comprende ademds establecer la duracién del intervalo (402)
de calidad de servicio.

22. El procedimiento segtin la reivindicacion 13, en el que el arbitraje entre el uno o més de los procesadores (102)
que solicitan acceso al bus se lleva a cabo mediante turnos rotativos si ninguno de los procesadores solicitantes tiene
una ponderacién de primer o de segundo nivel.

23. El procedimiento segun la reivindicacion 13, en el que la asignacion de la ponderacidn de primer nivel a cada
uno de los procesadores (102) en el primer nivel y la asignacién de la ponderacién de segundo nivel a cada uno de
los procesadores en el segundo nivel comprende asignar un primera y una segunda ponderacién al mismo de entre los
procesadores.
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