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TITLE OF THE INVENTION

METHOD FOR MEASURING AND ANALYZING DIGITAL VIDEO
QUALITY

BACKGROUND OF THE INVENTION

Field of the Invention

The field of the invention relates to real time video processing, and, more
specifically, to measurement of digital video image quality using principles of

human physiological perception.

Background of the Technology

The future of image transmission—indeed, much of the present—is the
streaming of digital data over high-speed channels. Streaming audio and video and
other forms of multimedia technologies are becoming increasingly common on the
Internet and in digital broadcast satellite television, and will take over most of the
television broadcast industry in the next decade.

Broadcasters naturally want to build quality assurance into the product they
send their customers. Such quality assurance is difficult, especially when video
streams originate in a variety of different formats. Furthermore, various
transmission channels have quite different degradation characteristics. Experts in
video quality analysis and standardization communities have been and currently
are grappling with this problem by assessing various methods of digital video
quality assessment and correction in order to standardize quality measurement.

These considerations drive the search for the most objective mathematical
and computational techniques to enable quality metrics. Ultimately, to be of any
use, calculated quality measurements and the quality humans perceive during

viewing must correlate. Mathematically modeling the visual pathways and
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perceptual processes inside the human body is a natural way to maximize this
correlation.

Previous methods to computationally model the way humans judge visual
quality relied on the lowest perceptual mechanisms, principally at the retinal level.
A good example of these methods is edge detection, a visual function that takes
place in the retina. There is an unmet need for visual quality measurement methods
that model the higher functions of the human visual pathway in the visual cortex,
the level at which the brain understands what is seen.

Specifically, a number of problems with the prior art exist in the regime of
video quality analysis or measurement and the fundamental technique of video
quality analysis with regard to digital video. One example in terms of digital video
is what viewers often receive from a dish network, such as provided by Echostar
Satellite of Littleton, Colorado, or DirecTV® of El Segundo, California. Digital
video is also what viewers typically see when working with a computer to, for
example, view Internet streaming and other video over the Internet. Other
examples of digital video include Quicktime™ movies, supported by Apple
Computer, Inc., of Cupertino, California, AVI movies in Windows, and video
played by a Windows media player. Another important example of digital video is
high definition television (HDTV). HDTV requires a substantially greater amount
of bandwidth than analog television due to the high data volume of the image
stream.

What viewers currently watch, in general, on standard home television sets
is analog video. Even though the broadcast may be received as digital video,
broadcasts are typically converted to analog for presentation on the television set.
In the future, as HDTV becomes more widespread, viewers will view digital video
on home televisions. Many viewers also currently view video on computers in a
digital format.

An unmet need exists in the prior art for a fundamental method of
analyzing video quality. The need arises typically to address some type of
degradation in the video. For example, noise may have been introduced in a video

stream that causes the original picture to be disturbed. There are various types of
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noises, and the particular type of noise can be critical. For example, one form of
digital video quality measurement involves examination of the specific type of
degradation encountered.

Examples of various types of noise include the following. In one type of
digital noise, the viewer sees “halos” around the heads of images of people. This
type of noise is referred to as “mosquito noise.” Another type of noise is a motion
compensation noise that often appears, for example, around the lips of images of
people. With this type of noise, to the viewer, the lips appear to “quiver.” This
“quivering” noise is noticeable even on current analog televisions when viewing
HDTYV broadcasts that have been converted to analog.

The analog conversion of such broadcasts, as well as the general transmittal
of data for digital broadcasts for digital viewing, produces output that is greatly
reduced in size from the original HDTV digital broadcast, in terms of the amount
of data transferred. Typically, this reduction in data occurs as a result of
compression of the data, such as occurs with a process called moving pictures
expert group (MPEG) conversion or otherwise via lossy data compression schemes
known in the art. The compression process selectively transfers data, reducing the
transmittal of information among frames containing similar images, and thus
greatly improving transmission speed. Generally, the data in common among these
frames is transferred once, and the repetitive data for subsequent similar frames is
not transferred again. Meanwhile, the changing data in the frames continues to be
transmitted. Some of the noise results from the recombination of the continually
transferred changing data and reused repetitive data.

For example, when a news broadcaster is speaking, the broadcaster’s body
may not move, but the lips and face may continuously change. The portions of the
broadcaster’s body, as well as the background behind the broadcaster on the set,
which are not changing from frame to frame, are only transmitted once as a result
of the compression routine. The continuously changing facial information is
constantly transmitted. Because the facial information represents only a small
portion of the screen being viewed, the amount of information transmitted from

frame to frame is much smaller than would be required for transmission of the
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entire frame for each image. As a result, among other advantages, the transmission
rate for such broadcasts is greatly increased from less use of bandwidth.

As can be seen from the above example, one type of the changing data that
MPEG continuously identifies for transfer is data for motion occurring among
frames, an important part of the transferred video. For video quality purposes,
accurate detection of motion is important. Inaccuracies in identification of such
motion, however, lead to subjective image quality degradation, such as lip
“quivering” seen in such broadcasts.

There remains an unmet need to determine, using an objective technique,
the quality of video streams in a manner that is consistent with human subjective
opinion of video quality. There is a further unmet need to improve on the existing
state of the art for making such objective assessments, in that none of the existing
techniques has proven to be superior to analysis using peak signal-to-noise ratio
(PSNR).

PSNR is a mathematical comparison of differences among video frames,
once the frames have been reduced to numerical data, following capture and
processing in a computer. For example, video that is operated upon, such as by
undergoing transmission to a remote site for viewing, typically can undergo
degradation in video quality. Such operations upon the video stream are
generically referred to as “hypothetical reference circuits” (HRCs). Comparison
may be made in this example between the original source video stream and the
transmitted, possibly degraded video stream in order to determine the amount of
degradation that has occurred.

In one existing method for subjectively measuring such possible
degradation, the original frames or video sequences are shown to human observers,
and then the possibly degraded frames or sequences are shown to the observers.
The observers are then asked to rank the degradation on a scale, such as a scale of
one to ten.

In one simple existing objective technique of video quality analysis, the
numerical data that is produced by inputting each original frame is compared to the

numerical data for each possibly degraded frame. The difference is determined
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between the numerical data in the frames on a pixel by pixel basis between the
original and possibly degraded frame, and the differences are then squared,
summed, and normalized. The resulting value produced by this method is referred
to as PSNR.

It has been found that some correlation exists between PSNR and human
subjective analysis. However, although there has been some correlation, this
correlation has not been found to be sufficiently robust for PSNR to be determined-
to be fully equivalent to subjective analysis. Further, in some cases, PSNR
indicates that video quality is good, when subjective measures find the quality to
be poor.

One drawback of PSNR is that this method does not account for aspects of
human visual perception other than gross numeric comparison. This is one reason
why PSNR is sometimes inaccurate. There remains an unmet need to address
video quality using biomimetic principles, those principles that mimic biological
behaviors. In particular, there is a need to focus on biomimetic principles based on
the human visual system.

Other techniques have been developed to attempt to provide objective
measures that mimic human perceptions. One known technique, described in U.S.
Patents Nos. 5,446,492 and 5,596,364 to Wolf et al. involves edge detection.
Edges of images have long been recognized as a part of the human perception of
images. Importance of edges is well known within the literature, in human psycho-
visual-analysis and, for example, in machine vision. In a broad sense, the method
of the patents to Wolf et al. involves detecting the edge of the frame, then
performing a PSNR type of analysis between the edges. This approach has been
found to be statistically equivalent to PSNR.

U.S. Patent No. 6,075,884 to Lubin et al. involves a technique known as
“Just noticeable difference”. The method of the patent to Lubin et al. attempts to
localize the variations between pixels in the reference and the analysis frame.
Generally, rather than determining arithmetic differences among frames globally,
the method of Lubin et al. attempts to identify small variations between the frames

which are counted. The total of these small variations, which are counted, produce
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a result called Just Noticeable Difference (JND). More specifically, the patent
includes three types of measurements: 1) a luma measurement; 2) a chroma
measurement; and 3) and a combined measurement of these two maps, referred to
as a “JND map.” The JND measurements, or maps, are produced by processing
four levels in the luma, seven levels in the chroma, application of a gaussian filter,
and then decimation by two for each level. The JND measurements are performed
on the source video and the video to be compared, and then the differences are
determined between the results for the two resulting maps. This method also
involves the use of a front-end processing engine. The method of this patent has
not been found to produce a significantly different result from PSNR.

Another example of the prior art is a method produced by KDD Media Will
Corp. of Japan. The KDD method generally involves analysis of regions and
determination of specific differences between regions for the source and compared
frames. The method also includes some edge analysis. This method has the
theoretical advantage that it mimics human focus on specific items or objections,
which correspond to regions of the image.

U.S. Patent No. 5,818,520 to Bozidar Janko et al., describes a method of
automatic measurement of compressed video quality that superimposes special
markings in the active video region of a subset of contiguous frames within a test
video sequence. The special markings provide a temporal reference, a spatial
reference, a gain/level reference, a measurement code, a test sequence identifier,
and/or a prior measurement value. The temporal reference is used by a
programmable instrument to extract a processed frame from the test video
sequence after compression encoding-decoding, which is temporally aligned with a
reference frame from the test video sequence. Using the spatial reference, the
programmable instrument spatially aligns the processed frame to the reference
frame. The programmable instrument uses the measurement code to select the
appropriate measurement protocol from among a plurality of measurement
protocols. In this way video quality measures for a compression encoding-
decoding system are determined automatically as a function of the special

markings within the test video sequence.

-6-



WO 03/012725 PCT/US02/23867

10

15

20

25

30

U.S. Patent No. 4,623,837 to Edward Efron et al., describes a method and
means for evaluating the quality of audio and/or video transfer characteristics of a
device upon which, or through which, audio and/or video information is contained,
or passes, respectively. Both the method and apparatus of this patent concern the
evaluation of the quality of information transfer in the recording and playing back
of a recording medium or in the transferring of audio and/or video information
through an information handling device, referred to as a throughput device. Unit
evaluation is accomplished by establishing an input signal of known content,
measuring selected parameters of selected parts of the input signal, feeding the
input signal to the unit under test, measuring the parameters of parts of the output
signal from the unit under test corresponding to the same selected parts of the input
signal, and comparing the selected parameters of the input signal with the
corresponding parameters of the output signal. Whether monitoring the quality of
the signal transfer characteristics of a throughput device, a magﬁetic tape
containing program material, or a video disc, master disc, or replica, a “signature”
is created for the unit under test, and subsequent analysis of the unit as it
progresses along a production line or of a copy made on the same or alternate
recording medium results in a second “signature,” which is compared against the
first signature to make a determination as to the quality of the signal handling or
transfer characteristics of the unit. In this manner, out-of-tolerance conditions can
be automatically detected, thereby eliminating subjectivity and providing
consistency in the quality level of device testing.

U.S. Patent No. 5,574,500 to Takahiro Hamada et al., describes a sync
controller that controls an amount of delay of a delay part so that original video
data entered from a video source is synchronized with reproduced video data,
which is compressed and reproduced by a system to be evaluated. A first
orthogonal transformation (OT) calculator orthogonally transforms a reproduced
image, a second OT calculator orthogonally transforms an original image, and a
subtractor obtains a difference value of the same order coefficients in one block. A
weighted signal to noise ratio (WSNR) calculator weights the difference with a

weighting function which varies with a position of a coefficient of orthogonally
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transformed data and a magnitude of an alternating current (AC) power in the
block after orthogonal transform of the original image and subsequently obtains an
average weighted signal to noise (S/N) ratio of each video frame or a plurality of
video frames. Finally, a subjective evaluation value calculator calculates a
subjective evaluation value (deterioration percentage) according to the average
weighted S/N ratio. Consequently, the invention provides video quality evaluating
equipment for a reproduced image of a video signal subject to digital compression
capable of economically evaluating video quality in a short period of time.

U.S. Patent No. 5,940,124 to Bozidar Janko et al., describes attentional
maps that reflect the subjective view of an observer to the effects of degradation in
a video image that are used in the objective measurement of video quality
degradation. The observer assists in generating an attentional map for each image
of a test image sequence, which provides different thresholds or weighting factors
for different areas of each image. A video image sequence from a system under
test is compared with the test image sequence, and the error results are displayed as
a function of the corresponding attentional maps.

U.S. Patent No. 5,929,918 to Ricardo Alberto Marques Pereira et al.,
describes an interpolation filter for video signals that includes four circuits to
improve video quality in both intra-field and inter-field modes. The interpolation
filter is configured to interpolate according to the direction of an image edge. The
interpolation filter is also configured to interpolate in a prescribed spatial direction
when no image edges can be univocally determined. The first circuit detects an
image edge of discrete image elements to generate a first signal. The second
circuit uses output from the first circuit to generate a first signal corresponding to
an average of the discrete image elements along a direction of the image edge. The
third circuit uses output from the first circuit to detect a texture image area wherein
an image edge cannot be univocally determined and for generating a second signal
depending on a degree of existence of the image edge. The fourth circuit is
supplied by the first signal, the second signal, and a third signal. The fourth circuit
generates an output signal obtained by combining the first signal with the third

signal in a proportion dependent upon the second signal. Additionally, the fourth
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circuit is configured for multiplexing to selectively couple the third signal to a
fourth signal, corresponding to an average of the discrete image elements along a
prescribed direction, or to a fifth signal corresponding to a previously received
image element value.

U.S. Patent No. 5,790,717 to Thomas Helm Judd describes an apparatus
and method for predicting a subjective quality rating associated with a reference
image compressed at a given level. The invention includes components and steps
for storing a digitized color image representing a reference image in memory and
compressing at a given level and decompressing the reference image to produce a
processed image. The invention also entails converting the reference image and
the processed image each to a grayscale image and dividing each grayscale image
into an array of blocks. The invention further includes generating a first intensity
variance array corresponding to the array of blocks of the grayscale reference
image and a second intensity variance array corresponding to the array of blocks of
the grayscale processed image. Lastly, the invention involves generating a
variance ratio based on the first and second intensity variance arrays, determining a
block variance loss based on the variance ratio, and generating the subjective
quality rating indicated by the impairment level based on the variance loss.

U.S. Patent No. 5,835,627 to Eric W. Higgens et al., describes an image
processing system and method for processing an input image that provides a virtual
observer for automatically selecting, ordering, and implementing a sequence of
image processing operations, which will yield maximum customer satisfaction as
measured by a customer satisfaction index (CSI), which, for example, can balance
the image quality and the processing time. The CSI evaluates an effect of the
sequence of image processing operations on the input image in response to
upstream device characteristic data received from an input device profile,
downstream device characteristic data received from an output device profile, host
configuration data, user selection data, trial parameter values, and data
corresponding to the sequence of image processing operations. In a preferred
embodiment, the effect is evaluated in accordance with predetermined

psychovisual attributes of the input image, as attained and codified by human
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observers who have subjectively selected a most pleasing test image corresponding
to objective metrics of the predetermined psychovisual attributes.

Other existing methods include identifying specific degradations, such as
blocking effects of the discrete cosine transform (DCT) or mosquito noise for
format conversions, and correcting for these specifically identified degradation.

There thus remains a number of unsolved problems with these existing
methods. For example, none of these existing methods uses a Gabor filter as a
basis for measuring quality. A second problem is that none uses a spherical
coordinate transform (SCT), a process shown to enhance objective results when
compared to subjective analyses of image quality. A third problem is that none
mimics human visual functions at the visual cortex level, an approach capable of

producing higher likelihood of correlation with subjective analyses.

SUMMARY OF THE INVENTION

One advantage of the present invention is that it does not require reference
source data to be transmitted along with the video data stream. Another advantage
of the present invention is that it is suitable for online, real-time monitoring of
digital video quality. Yet another advantage of the present invention is that it
detects many artifacts in a single image, and is not confined to a single type of
error.

In order for objective computations of digital video quality to correlate as
closely as possible with the subjective human perception of quality, embodiments
of the present invention mimic the highest perceptual mechanism in the human
body as the model for the measure of quality. Embodiments of the present
invention therefore provide methods to measure digital video quality objectively
using biomimetic principles—those principles that mimic biological behaviors.

A meaningful digital video quality measurement must match the quality
perceived by human observers. Embodiments of the present invention provide
methods for correlating objective measurements with the subjective results of

human perceptual judgments.
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The present invention includes a method and system for analyzing and
measuring image quality between two images. A series of conversions and
transformations of image information are performed to produce a single measure of
quality. A YCrCb frame sequence (YCrCb is component digital nomenclature for
video, in which the Y component is luma and CrCb (red and blue chroma) refers to
color content of the image) is first converted using RGB (red, green, blue)
conversion to an RGB frame sequence. The resulting RGB frame sequence is
converted using spherical coordinate transform (SCT) conversion to SCT images.
A Gabor filter is applied to the SCT images to produce a Gabor Feature Set, and a
statistics calculation is applied to the Gabor Feature Set. The resulting Gabor
Feature Set statistics are produced for both the reference frame and the frame to be
compared. Quality is computed for these Gabor Feature Set statistics to produce a
video quality measure. Spectral decomposition of the frames is also performable
for the Gabor Feature Set, rather than the statistics calculation, allowing graphical
comparison of results for the compared frames.

The YCrCb to RGB conversion is made because the eye appears to operate
as an RGB device. The conversion to SCT images is made to simulate the
functions performed in the visual cortex of the brain; performing operations using
SCT transforms more closely matches the results of behavior of the human brain
than working in other formats. The SCT conversion is made because studies have
shown that the visual system of the brain tracks objects in a spherical coordinate
system, as opposed to using a Cartesian coordinate system.

Further, the brain appears to perform the equivalent of a Gabor transform
on images prior to the brain analyzing the visual content of the frame. The result
of the application of the Gabor transform is essentially a reduced set of data,
produced by filtering the original image data, that comprises the extracted features
of the image. The extracted features have been shown to correspond to features
that are initially extracted at the visual cortex of the brain.

Comparison of quality computations using Gabor feature set statistics have
indicated that the method and system of the present invention provide results for

comparing digital quality that are as effective as PSNR.
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Another advantage of the present invention is that the invention’s use of
algorithms that model the biological processing at the visual cortex level, including
the SCT and Gabor filters, provides the secondary benefit that the transform and
filtering lends itself to real-time processing using a Single Instruction Multiple
Data (SIMD) architecture.

Additional advantages and novel features of the invention will be set forth
in part in the description that follows, and in part will become more apparent to
those skilled in the art upon examination of the following or upon learning by

practice of the invention.

BRIEF DESCRIPTION OF THE FIGURES

In the drawings:

FIGs. 1A-1D illustrate the shapes of filters (a Gaussian envelope restricting
a plane wave) used in accordance with embodiments of the present invention;

FIGs. 2A-2B presents a pictogram of a method of conversion and
transformation of image information in accordance with embodiments of the
present invention;

FIG. 3 shows a table of image data used in example applications for
embodiments of the present invention;

FIG. 4A provides data for compared subjective results and results for a
method in accordance with embodiments of the present invention for the image
data of FIG. 3;

FIG. 4B presents the complete proponents data for SRCs 13 and 15 for
comparison for the image data of FIG. 3;

FIGs. 5A-5C shows three example frames compared using a method in
accordance with embodiments of the present invention;

FIG. 6 presents the spectral data for the example frames of FIGs. 5A-5C,
produced using a method in accordance with embodiments of the present

invention;

-12-



WO 03/012725 PCT/US02/23867

10

15

20

25

30

FIG. 7 presents an example of an apparatus for measuring and analyzing
digital video quality in accordance with an embodiment of the present invention;
and

FIG. 8 is a flowchart of a method for analyzing and measuring digital video

quality in accordance with an embodiment of the present invention.

DETAILED DESCRIPTION

The present invention includes a method and system for analyzing and
measuring digital video quality. In general, in embodiments of the present
invention, a series of computational events occur, which culminate in one
embodiment in a single measure of quality based on the higher levels of human
perception. The result is accomplished via a series of transformations that reveal
degradations in a video test image (or frame) sequence compared, for example, to a
video reference image sequence. In one embodiment, a spectral decomposition in
produced, rather than a single measure of quality.

The present invention uses biomimetic principles—those principles that
mimic biological behaviors—including visual perception at the visual cortex level,
which the human brain uses, to analyze images. Various studies have shown that
the visual cortex performs specific processing on imagery received from the eye.
The present invention mimics these processes in performing objective analysis of
video quality.

Each of the aspects of the process of the present invention will now be
discussed in more detail. The YCrCb format, which is a typical initial format for
images, was developed as a color compression scheme and takes advantage of the
restrictions of human eye sensitivity to color. The RGB color space, which is
another format for images, covers more colors than the eye can see, and YCrCb
encoding takes advantage of this characteristic. Further, YCrCb encoding can
provide similar quality (to RGB) in a color image representation using 16 bits per
pixel, as compared to 24 bits per pixel using RGB. The YCrCb encoding, for
example, may assume 4:2:2 subsampling. Thus, a 2x2 block of pixels has the

luminance represented by 4 bytes for Y, but only 2 bytes for the color difference
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components (U,V). The U is the color difference value Cr (Y - red) and the V is
the difference value Cb (Y - blue). The reality is that human vision is an RGB
process, since the color sensors in the eyes are red, green, and blue. Thus, to
mimic human behaviors and to maximize advantages of the formats, for processing
in accordance with methods of embodiments of the present invention, YCrCb is
first converted to RGB using the standard YCrCb to RGB conversion formula.

In order to minimize processing time, a 256 x 256 pixel window is typically
used, which is derived at the center of the frame under test, such as the fiftieth
frame in the video sequence. The processing is stationary and does not account for
motion effects. This is important since the resultant Gabor feature set statistics can
be analyzed between two correlated frames and thus be used for other purposes,
such as Reverse Frame Prediction, as described further in conjunction with
applicants’ copending U.S. Patent Application titled “METHOD FOR
MONITORING AND AUTOMATICALLY CORRECTING DIGITAL VIDEO
QUALITY BY REVERSE FRAME PREDICTION” having attorney docket
number 9560-002-27.

The SCT color model has generated interest in the prior art for use with
robot vehicle tracking and medical image analysis. See, e.g., Hyams, J. et al.,
“Position Estimation and Cooperative Navigation of Micro-Rovers Using Color
Segmentation,” AUTONOMOUS ROBOTS, special issue on CIRA ‘99, 9:1, 7-16
(2000), and Umbaugh, S.E., COMPUTER VISION AND IMAGE PROCESSING (1998).
This transform has garnered interest due to insensitivity to variations in
illumination; however, it has interesting properties with respect to human visual
perception -- a factor supporting the use of the SCT in accordance with
embodiments of the present invention. The SCT is computed from the following

formulae:

L=+R?+G?+B?

ZA = cos ‘{—B—}
L

ZB =cos ! ———A——
Lsin (£A)
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The above is determined from the plotting of a point in RGB space. The
norm of the vector from the origin (white) to the point is L. The angle between L
and the blue axis is ZA and the angle from the red axis to the projection of L onto
the RG (Red-Green) plane is /B. The significance of this from a human visual
perception standpoint is that the cones of the eye are more sensitive to blue than
red or green, hence blue is used as the base reference. Also, there is a relationship
between £A and the white point, in that colors that are close to the white point are
more distinguishable than colors further away.

After computation of the SCT, processing continues, in accordance with
embodiments of the present invention, using Gabor wavelets. This filter was
chosen for its biological relevance and technical properties. The Gabor wavelets
are of similar shape to the receptive fields of simple cells in the primary visual
cortex of the human brain. They are localized in both space and frequency
domains and have the shape of plane waves restricted by a Gaussian envelope
function. In 1981 Hubel and Wiesel were awarded the Nobel Prize in medicine for
demonstrating the mechanism of object representation in the visual cortex.
Essentially, they showed that V1 neurons (neurons of the primary visual cortex)
produced a biologic analog to an edge detector. Later, Jones and Palmer (see
Jones, J., et al., “An Evaluation of the Two-Dimensional Gabor Filter Model of
Simple Receptive Fields in Cat Striate Cortex,” J. Neurophysiol., 58:6, pp. 1233-
1258 (1987)) showed that two-dimensional Gabor filters could model the behavior
of the cells.

These filters have shapes corresponding to that shown in FIGs. 1A-1D (a
Gaussian envelope restricting a plane wave). Daugman (see J.D. Daugman,
“Complete Discrete 2-d Gabor Transforms by Neural Networks for Image Analysis
and Compression,” 36 IEEE Trans. Acoustics, Speech, and Signal Processing
1169-1179 (1988)) formulated the following biologically motivated filter based on
the V1 studies:

pix)= /;_22 CXP(— % x? ](exp(ikx) - ex;{— %ZD

”Pk(’c)ll2 ~k -15-
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where the first exponential is the Gaussian envelope function restricting the plane
wave, the factor exp(ikx) is the complex valued plane wave, the last exponential
makes the filter direct current (DC) free and k*/c* compensates for the frequency-
dependent decrease of the power spectrum in natural images. This filter can be
formulated as a set of filters, or wavelets, that vary in scale and orientation from a
base filter, or mother wavelet. In embodiments of the present invention, images
are processed using four scales and eight orientations, which is consistent with
standard practice. The number of orientations and scales is tunable with algorithm
optimization.

After processing the images with the Gabor filter, a large number of pixels
are generally found to be at or near zero, depending on the filter scale and
orientation. For this reason, the number of non-zero pixels is usable as the feature
that is related to the perceptual difference, and that value is scalable from zero to
one since the total number of pixels is fixed.

As shown in FIG. 2A, an embodiment of the present invention incorporates
a number of conversions and transformations of image information, as follows. An
initial frame sequence 1, such as an image or images in YCrCb format are first
converted using RGB conversion 2, applying methods known in the art, to an RGB
frame sequence 3, which essentially recombines the color of the frame. The
resulting RGB frame sequence 3 is then converted using SCT conversion 4,
applying methods known in the art, to SCT images 5. In another embodiment of
the present invention, the RGB conversion 2 and the SCT conversion 4 are
combined into a single function, applying a method or combination of methods
known in the art, such that the YCrCb frame sequence 1 is converted directly to
SCT images 5. A Gabor filter 6 is applied to the SCT images to produce a Gabor
Feature Set 7, and a statistics calculation 8 is applied to the Gabor Feature Set to
produce Gabor Feature Set statistics 9, for example, for the reference frame.

As shown in FIG. 2B, the Gabor Feature Set statistics for the reference
frame 9 are compared to Gabor Feature Set statistics for a frame to be compared to

the reference frame 10, which are also produced using the portions of the method
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shown in FIG. 2A. Quality is computed 11 for these Gabor Feature Set statistics 9,
10, producing a video quality measure 15.

The results of example applications of the present invention to various
sample frames will now be described in more detail.

In a first example, comparison of the method of the present invention to
subjective and other measures of video quality was made, in which digital video
sequences were analyzed for files of contiguous YCrCb frames of 720 x 486
pixels. Four sequences of frames 13, 14, 15, 16, which are listed in the table
shown in FIG. 3, were presented to subjective viewer panels, in which each
sequence had undergone potential degradation, producing a total of 15 samples for
each sequence 13, 14, 15, 16. The frames 13, 14, 15, 16 were also processed and
analyzed using methods in accordance with the present invention. The results are
shown in FIGs. 4A and 4B.

In FIG. 4A, the data is arrayed in paired columns, with the first column of
each pair showing the ranking of the subjective testing and the second column the
ranking produced by the process of the present invention. In the table results, each
of the potentially degraded clips was ranked, both subjectively by humans and
using a produced video quality measure, in accordance with an embodiment of the
present invention. For example, the first column, labeled “S-SRC 13” presents the
human subjective quality rankings for each of the 15 degradations of the video clip.
The third degradation applied to clip 13 (i.e., the first number in the column) was
subjectively found to be the best clip after degradation, and the 15" degradation
applied to clip 13 was found to be the worst clip after degradation (i.e., the last
number in the column).

In comparison, the second column presents the rankings for the same 16
degradations applied to clip 13 using the method of the present invention. Using
the present invention, the fourth degradation, for example, was found to be the best
clip after degradation, and the 15" degradation applied to clip 13 was found to be
the worst clip after degradation.

At the bottom, the row marked “correlation” indicates the Spearman ranked

correlation coefficient, as is known in the art, between each of the pairs of columns
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(the subjective measure ranking versus the ranking produced by the present
invention) compared with results that the PSNR proponent produced for SRCs 13
and 15 (SRCs 14 and 16 were not computed). A high Spearman ranked correlation
coefficient indicates high correlation between the two columns. The row marked
“PSNR” indicates the Spearman ranked correlation coefficient produced by
ranking the clips using PSNR. As indicated, the Spearman ranked correlation
coefficient show that results for the present invention produced better correlation to
subjective human judgments than PSNR for clips 13 and 15.

FIG. 4B shows the complete proponents data for SRCs 13 and 15 for
comparison. The correlations for each proponent against the subjective rankings
are also listed. Note that the method of the present invention performed
significantly better than PSNR (column p0) and all proponents on SRC 13
(compare FIGs. 4A and 4B), as well as better than PSNR and acceptable on SRC
15. These results indicate that the method of the present invention is useful in
conjunction with the method of applicant’s copending U.S. Patent Application
titled “METHOD FOR MONITORING AND AUTOMATICALLY
CORRECTING DIGITAL VIDEO QUALITY BY REVERSE FRAME
PREDICTION” having attorney docket no. 9560-002-27, which is hereby
incorporated by reference.

Example results for spectral output produced using sample images, in
accordance with embodiments of the present invention, will now be described.

FIGs. SA, 5B, and 5C present three example frames 50, 51, and 53,
respectively, that were compared using the method of the present invention to
produce spectral output. Frame 50, referred to as the SRC-15 frame, is a source
frame in this example. Frame 51, referred to as the HRC-1 frame, has undergone a
first degradation. Ellipsed area 52 indicates one area of degradation in frame 51,
such as via degradation referred to as “ringing” for the portion of the image

“1”

containing the number in the frame 51 and blurring of the portion of the image
containing the word “January” in the frame 51. Frame 53 presents a second

degradation of the source frame 50.
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With regard to the spectral decomposition of the frames, in an embodiment
of the present invention, rather than perform the statistics calculation to produce
the Gabor feature set statistics for both the reference frame and the frame to be
compared, the Gabor feature set results are graphically compared for the two
frames. The graphical representation for each frame is referred to as the “Gabor
spectrum.” Essentially, the graphical representation presents the strengths of the
various Gabor coefficients.

In an embodiment of the present invention, the graphical results are
correlatable to the compared images, and specific quality degradations or other
frame differences are potentially correlatable to specific coefficients and strengths
in the graphical representation. For example, a specific quality degradation, such
as blocking, occurring for a frame, may be identifiable via strength differences for
identified coefficients in the Gabor spectrum.

Specifically, to produce the spectral output, in the processing, the real and
imaginary Gabor filtered frames are obtained and the non-zero pixels are counted.
This is the perceptual equivalent of a “hit” for that pixel at the specific scale and
rotation for that frame. In the analysis, two hundred and forty values are generated,
for example, which are then used to determine the Gabor feature set statistics as an
averaged and normalized sum. If these values are plotted, a chart such as that
shown in FIG. 6 is derived. The x-axis of the chart is the Gabor feature number.
These are determined from the real and imaginary filter outputs over five scales
and eight rotations for the L, /A and /B SCT transformed images. The vertical
axis is feature strength, where all values are scaled to unity. The total number of
pixels available for any given frame is 65,536 (256 x 256) and the strength
represents the fraction of those pixels that are nonzero. The chart is the spectra of
the SRC-15 reference image against the spectra of the same data after HRC-1
(Betacam) and HRC-2 (422p@ml).

Review of the resulting spectra for example analyses, such as that shown in
FIG. 6, reveals some interesting features of the concept, including the following. J
In FIG. 6, for the band at Gabor features 85 through 95 with the center at 90
(marked with vertical ellipse 66), there is decreased activity in HRC-1 where the
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reference and HRC-2 have almost identical values. There are other values in the
spectra where this phenomena is observed. HRC-1 is a multi-generation Betacam
produced image, considered one of the set of high quality HRCs, although the
422p@ml (HRC-2) is arguably of higher quality. SRC-15 is the fairly well-known
“calendar” sequence with multiple bright colors and movement. FIGs. 5A-5C
show representative frames from each sequence. From these it is clear that there
are vertical ringing artifacts in the HRC-1 picture (marked with a vertical ellipse)
that are not present in the SRC or HRC-2 images.

The fact that obvious differences exist in both the spectra and the images
leads to the conclusion that the GDA spectrum presents a viable tool for quality
analysis. Based on the results obtained for various examples, such as the one
shown in FIG. 6, the GDA spectrum is potentially usable as a dynamic analysis
tool for evaluating digital sequences in real-time. This type of analysis aids in the
coding of compression schemes and also in the evaluation of digital video channels
by allowing the developer to fine tune the algorithm under test to maximize quality
or to detect where the source is being degraded.

The computed quality measure produced for the two frames, represented by
the process shown in FIGs. 2A and 2B, reflects a summation of the differences for
each of the data for all of the points (e.g., the 240 points of FIG. 6), which is then
normalized (e.g., for the graphical output of FIG. 6, the normalization factor is
240). The value for normalization generally depends on the number of rotations,
the number of scales, and the size of the images compared.

Normalization is used to address the differences in frame size being
compared. For example, standard VGA monitor images contain 640 by 480 pixels
of information, whereas HDTV monitors have 1180 x 720 pixels of information.
Each image is normalized based on the size of the image (total number of pixels).
This allows comparable image quality determinations to be made, regardless of the
size of the images being compared.

An example application of the present invention will now be further

described in detail. This example application is intended to be merely
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representative of the present invention, and the present invention is therefore not
intended to be limited to the example presented.

FIG. 7 shows an example of an apparatus for measuring and analyzing
digital video quality in accordance with an embodiment of the present invention.

FIG. 8 shows a flowchart of a method for analyzing and measuring digital
video quality. As shown in FIG. 8, software and hardware of a video-processing
system 130 has acquired and stored sequences of video test image data 110 and
video reference image data 115. The method includes a series of actions, as
follows:

1. Determining if frames are already in Red-Green-Blue (RGB) format
205. Programmatic logic determines whether video test image data 110 and video
reference image data 115 are already in RGB format, or are in another format, such
as YCrCb. If video test image data 110 and video reference image data 115 are
already in RGB format, the process 200 proceeds with transforming the RGB test
frame sequence into spherical coordinates 225; otherwise the process proceeds
with the next action 210.

2. Converting a non-RGB test frame sequence to an RGB test frame
sequence 210. Programmatic logic converts a series of frames from video test
image data 110 to the RGB coding scheme using, for example, well-known
algorithms. One example is YCrCb-to-RGB conversion. In the YCrCb scheme, Y
contains the pixel’s intensity information, and U and V are two color differences
providing color information. In the present example, in accordance with an
embodiment of the present invention, conversions and calculations are performed
on the video-processing system 130 of FIG. 7.

3. Converting a non-RGB reference frame sequence to an RGB reference
frame sequence 215. Programmatic logic converts a series of video frames from
video reference image data 115, encoded in any digital video format, to the RGB
color coding scheme, as described in the previous action 210.

4. Transforming the RGB test frame sequence into spherical coordinates
220. Programmatic logic transforms the image pixels in the frames of video test

image data 110 into spherical coordinates in RGB space, using standard
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trigonometric transformation algorithms. The components of the spherical
coordinate system include the combined vector length of the red, green, and blue
intensities, the angle between this vector and the blue axis, and the angle between
the projection of this vector on the red-green plane and the red axis. Blue is the
base reference in this coordinate system.

5. Transforming the RGB reference frame sequence into spherical
coordinates 225. In this action, programmatic logic transforms the image pixels in
the video reference image data 115 frames into spherical coordinates in RGB
space, as described in the previous action 220.

6. Decomposing the test images using a Gabor filter 230. Programmatic
logic decomposes the video test image data 110 frames into a Gabor feature set,
using a standard, two-dimensional Gabor filter. These filters have the
characteristic shape of Gaussian wavelets. The embodiment of the present
invention used for this example utilizes a set of filters, or wavelets, that vary in
scale and orientation from a base filter, or wavelet. In one example, the
components of a single image are separated into multiple images (the feature set),
each of these multiple images being a component of the original image that has one
of eight scales and one of four orientations. Programmatic logic ignores those
components not having one of the selected scales and orientations.

7. Decomposing the reference images using a Gabor filter 240.
Programmatic logic decomposes the video reference image data 115 frames into a
Gabor feature set, as described in the previous action 230.

8. Counting non-zero pixels in the test image Gabor feature set 250.
Programmatic logic selects one frame at a time from the video test image data 110
sequence. In each of the component images created from this frame by the Gabor
filter of step 230, a large number of pixels have values at or near zero, depending
on the filter scale and orientation. Any object in the frames of the video test image
data 110 with one of the eight scale or one of the four orientation properties
selected for the Gabor filter has non-zero pixels. The programmatic logic counts

all these non-zero pixels in the component images of each test frame.
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9. Counting non-zero pixels in the reference image Gabor feature set 260.
In this action, programmatic logic selects one frame at a time from the sequence of
the video reference image data 115. The programmatic logic counts the non-zero
pixels in the component images (created when decomposing the reference images
using a Gabor filter 240) of each frame of video reference image data 115, as
detailed in the previous action 250.

10. Normalizing the pixel counts in the test images to one 270. Since the
total number of pixels in every image is constant, programmatic logic divides the
number of non-zero pixels counted in the action for counting non-zero pixels in the
test image Gabor feature set 250 by the total number of pixels in the image, thus
scaling the pixel count between zero and one.

11. Normalizing the pixel counts in the reference images to one 280. Since
the total number of pixels in every image is constant, programmatic logic divides
the number of non-zero pixels counted in the reference image Gabor feature set
260 by the total number of pixels in the image, thus scaling the pixel count
between zero and one.

12. Calculating the difference between the non-zero pixel averages of the
test and reference images 290. In this action, programmatic logic calculates the
difference between the non-zero pixel average for the processed video reference
image data 115 and the non-zero pixel average for the video test image data 110.
Since each of the frames of video test image data 110 and the frames for the video
reference image data 115 have the same total number of pixels, in one
embodiment, the result produced by normalizing pixel counts in the reference
image to one 280 is subtracted from the result obtained by normalizing the pixel
counts in the test image to one 270 and the absolute value of the difference is used.

13. Evaluating the test image quality 300. A straightforward software
routine evaluates video quality. The normalized difference calculated in the
previous action 290 is proportional to the quality of video test image data 110.
This is quality measurement data 120. The smaller this value, the higher the image
quality with respect to video reference image data 115. A value equal to zero

represents no qualitative difference between video test image data 110 and video
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reference image data 115, and thus no visually perceptible degradation. As the
quality of video test image data 110 worsens with respect to video reference image
data 115, the number of differences revealed by the process 200 increases, and the
value of quality measurement data 120 increases toward one. This approach
mimics subjective testing in which a person visually compares a reference clip
(video sequence) to a potentially degraded test clip.

Example embodiments of the present invention have now been described in
accordance with the above advantages. It will be appreciated that these examples
are merely illustrative of the invention. Many variations and modifications will be

apparent to those skilled in the art.
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WHAT IS CLAIMED IS:

1. A method for comparing image quality for a first image and a second
image, the method comprising:

identifying a first set of Red-Green-Blue (RGB) image data for the first
image and a second set of RGB image data for the second image;

transforming the first RGB image data to spherical coordinates, wherein the
spherical coordinates for the first RGB image data comprise a first set of Spherical
Coordinate Transform (SCT) image data;

transforming the second RGB image data to spherical coordinates, wherein
the spherical coordinates for the first RGB image data comprises a second set of
SCT image data;

applying a Gabor filter to the first set of SCT image data to produce a first
Gabor feature set;

applying the Gabor filter to the second set of SCT image data to produce a
second Gabor feature set;

applying a statistics calculation to the first Gabor feature set to produce a
first set of Gabor feature statistics;

applying the statistics calculation to the second Gabor feature set to
produce a second set of Gabor feature statistics; and

comparing the first set of Gabor feature statistics to the second set of Gabor
feature statistics.

2. The method of Claim 1, wherein identifying a first RGB image for the
first image and a second RGB image for the second image further comprises:

converting a first luma-red chroma-blue chroma (YCrCb) image for the
first image to the first RGB image; and

converting a second YCrCb image for the second image to the second RGB
image.

3. The method of Claim 1, wherein comparing the first set of Gabor feature

statistics to the second set of Gabor feature statistics comprises:
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computing a quality measure for the first set of Gabor feature statistics
compared to the second set of Gabor feature statistics.

4. The method of Claim 3, wherein the first set of Gabor feature statistics
includes a first plurality of Gabor feature numbers and a first plurality of values,
each of the first plurality of values corresponding to one from the first plurality of
Gabor feature numbers;

wherein the second set of Gabor feature statistics includes a second
plurality of Gabor feature numbers and a second plurality of values, each of the
second plurality of values corresponding to one from the second plurality of Gabor
feature numbers;

wherein each of the first plurality of Gabor feature numbers has a
corresponding one of the second plurality of Gabor feature numbers; and

wherein computing a quality measure for the first set of Gabor feature
statistics compared to the second set of Gabor feature statistics includes:

for each of the values for each of the first plurality of Gabor feature
numbers determining a difference with the corresponding value for each of the
second plurality of Gabor feature numbers, such that a plurality of differences are
produced; and

summing the plurality of produced differences.

5. The method of Claim 3, wherein the first set of Gabor feature statistics
includes a first plurality of Gabor feature numbers and a corresponding first
plurality of values for the first plurality of Gabor feature numbers;

wherein the second set of Gabor feature statistics includes a second
plurality of Gabor feature numbers and a corresponding second plurality of values
for the second plurality of Gabor feature numbers;

wherein each of the first plurality of Gabor feature numbers has a
corresponding one of the second plurality of Gabor feature numbers; and

wherein computing a quality measure for the first set of Gabor feature

statistics compared to the second set of Gabor feature statistics includes:
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summing the corresponding values for each of the first plurality of Gabor
feature numbers to produce a first sum;

summing the corresponding values for each of the second plurality of
Gabor feature numbers to produce a second sum; and

determining the difference between the first sum and the second sum.

6. The method of Claim 4, further comprising:

normalizing the summed plurality of produced differences.

7. The method of Claim 6, wherein the first plurality of Gabor feature
numbers comprise a first discrete number of first Gabor feature numbers; and

wherein normalizing the summed plurality of produced differences
comprises:

dividing the summed plurality of produced differences by the first discrete
number of first Gabor feature numbers.

8. The method of Claim 7, wherein the second plurality of Gabor feature
numbers comprise a second discrete number of second Gabor feature numbers; and

wherein the first discrete number of first Gabor feature numbers is equal to
the second discrete number of second Gabor feature numbers.

9. The method of Claim 1, wherein identifying a first RGB image for the
first image comprises:

determining if the first image comprises an RGB image.

10. The method of Claim 9, wherein identifying a first set of RGB image
data for the first image and a second set of RGB image data for the second image
comprises:

determining if the first image comprises RGB image data; and

determining if the second image comprises RGB image data.

11. The method of Claim 1, wherein comparing the first set of Gabor
feature statistics to the second set of Gabor feature statistics comprises:

producing a spectral decomposition for each of the first Gabor feature set
and the second Gabor feature set.

12. The method of Claim 4, further comprising:
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producing a spectral decomposition for each of the first Gabor feature set
and the second Gabor feature set.

13. The method of Claim 12, wherein producing a spectral decomposition
for each of the first Gabor feature set and the second Gabor feature set further
comprises:

for each of the first pluré.lity of Gabor feature numbers, graphically
depicting the corresponding one of the first plurality of values; and

for each of the second plurality of Gabor feature numbers, graphically
depicting the corresponding one of the second plurality of values.

14. A method for analyzing quality of an image, comprising:

identifying Red-Green-Blue (RGB) image data for the image;

transforming the RGB image data to spherical coordinates, such that the
image includes Spherical Coordinate Transform (SCT) image data;

applying a Gabor filter to the SCT image data to produce a Gabor feature
set for the image; and

applying a statistics calculation to the Gabor feature set for the image to
produce Gabor feature statistics for the image.

15. A method for comparing image quality for a first image and a second
image, the method comprising:

identifying a first set of Red-Green-Blue (RGB) image data for the first
image and a second set of RGB image data for the second image;

transforming the first RGB image data to spherical coordinates, wherein the
spherical coordinates for the first RGB image data comprise a first set of Spherical
Coordinate Transform (SCT) image data;

transforming the second RGB image data to spherical coordinates, wherein
the spherical coordinates for the first RGB image data comprises a second set of
SCT image data;

applying a Gabor filter to the first set of SCT image data to produce a first

Gabor feature set;
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applying the Gabor filter to the second set of SCT image data to produce a
second Gabor feature set; and

producing a spectral decomposition for each of the first Gabor feature set
and the second Gabor feature set.

16. A system for comparing image quality for a first image and a second
image, the system comprising:

a processor for receiving and processing the first image and the second
image; and

a repository for storing information from the received first image and the
received second image;

wherein the processor identifies a first set of Red-Green-Blue (RGB) image
data for the first image and a second set of RGB image data for the second image;

wherein the processor transforms the first RGB image data to spherical
coordinates, wherein the spherical coordinates for the first RGB image data
comprise a first set of Spherical Coordinate Transform (SCT) image data;

wherein the processor transforms the second RGB image data to spherical
coordinates, wherein the spherical coordinates for the second RGB image data
comprise a second set of SCT image data;

wherein the processor applies a Gabor filter to the first set of SCT image
data to produce a first Gabor feature set;

wherein the processor applies a Gabor filter to the second set of SCT image
data to produce a second Gabor feature set;

wherein the processor applies a statistics calculation to the first Gabor
feature set to produce a first set of Gabor feature statistics;

wherein the processor applies the statistics calculation to the second Gabor
feature set to produce a second set of Gabor feature statistics; and

wherein the processor compares the first set of Gabor feature statistics to
the second set of Gabor feature statistics.

17. The system of Claim 16, wherein the repository comprises a database.

18. The system of Claim 16, wherein the processor comprises a terminal.
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19. The system of Claim 18, wherein the terminal comprises one selected
from a group consisting of a personal computer, a minicomputer, a microcomputer,
and a main frame computer.

20. A system for comparing image quality for a first image and a second
image, the system comprising:

means for identifying a first set of Red-Green-Blue (RGB) image data for
the first image and a second set of RGB image data for the second image;

means for transforming the first RGB image data to spherical coordinates,
wherein the spherical coordinates for the first RGB image data comprise a first set
of Spherical Coordinate Transform (SCT) image data;

means for transforming the second RGB image data to spherical
coordinates, wherein the spherical coordinates for the first RGB image data
comprises a second set of SCT image data;

means for applying a Gabor filter to the first set of SCT image data to
produce a first Gabor feature set;

means for applying the Gabor filter to the second set of SCT image data to
produce a second Gabor feature set;

means for applying a statistics calculation to the first Gabor feature set to
produce a first set of Gabor feature statistics;

means for applying the statistics calculation to the second Gabor feature set
to produce a second set of Gabor feature statistics; and

means for comparing the first set of Gabor feature statistics to the second

set of Gabor feature statistics.
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R-SRC 13} pO pl p2 p3 p4 p3 p6 p7 p8 p9

3 13 2 2 3 15 3 8 3 2 2
2 9 6 6 2 16 2 5 2 3 4

7 10 7 4 12 1 4 2 6 7 3

6 6 | 4 7 6 14 6 3 4 6 6

5 1 3 1 4 11 7 A I A 1
4 2 1 8 10 9 8 6 8 8 7
1 3 10 10 8 4 10 12 10 10 8

8 15 8 5 1 5 1| 10 1 5 5

10 5 5 7 12 5 7 1 10

12 11 12 12 11 8 12 14 3 13 9

9 7 9 13 13 10 13 9 9 9 13

13 8 13 9 9 13 9 | 1 14 | 12 12

16 4 16 14 5 6 11 16 16 | 14 | 14
““““ 11 16 11 11 14 | 7 14 13 15 11 11
s 12 14 16 16 2 16 11 12 16 16

15 14 15 15 15 3 15 15 11 | 15 15

Corr: 0.324 [ 0.794 { 0.650 { 0.506 | -0.388 | 0.626 | 0.459 | 0.679 [ 0.706 [ 0.797
R-SRC 15| pO pl p2 p3 p4 pS | pé p7 | p8 p9

7 14 2 2 3 1 2 8 3 2 2
2 10 7 7 2 15 3 10 2 |7 3
10 1 12 12 12 16 7 14 7 3 7

12 11 10 10 10 13 12 | 15 10 | 10 4
5 13 4 11 14 4 1 5 4 12
3 9 5 7 4 10 16 4 6
4 8 9 11 9 8 6 9 6 12 5
9 15 11 9 4 6 5 11 9 6 8
11 3 4 6 5 S o 2 g8 | 9 11

T8 16 6 3 6 11 8 3 11 s | 1
14 12 14 8 8 | 9 11 13 14 11 10

6 5 8 14 14 |12 |14 | 127 13 14 9
1 6 | 13 | 1 | 13 10 | 1 4 16 1 14

" 16 4 16 13 16 | 7 13 6 12 13 16

151 1 16 | 1 2 16 T 16 | 13
13 2 | 1s 15 15 3 15 5 15 15 15

Corr: |[-0.226{0271[0.594]0.103]-0.303]0.712]-0.006]0.203 | 0.600 | 0.397
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