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ROBOTIC SYSTEMS FOR NAVIGATION OF LUMINAL NETWORKS THAT
COMPENSATE FOR PHYSICLOGICAL NOISE

CROSS-REFERENCE TO RELATED APPLICATION(S)
[6001] The present application claims the benefit of U.S. Provisional Patent
Application No. 62/480,257, filed on March 31, 2017, entitled “ROBOTIC SYSTEMS FOR
NAVIGATION OF LUMINAL NETWORKS THAT COMPENSATE FOR PHYSIOLOGICAL

NOISE,” the contents of which are hereby incorporated by reference herein in their entirety.

TECHNICAL FIELD
(06002} The systems and methods disclosed herein are directed to endoluminal

procedures, and, more particularly, to endoluminal navigation.

BACKGROUND
[B003] Bronchoscopy 1s a medical procedure that allows a physician to examine the
inside conditions of a patient's lung airways, such as bronchi and bronchioles. During the
medical procedure, a thin, flexible tubular tool, known as a bronchoscope, may be inserted mto
the patient's mouth and passed down the patient's throat mto his/her lung airways towards a
tissue site wdentified for subsequent diagnosis and treatment. The bronchoscope can have an
mterior lumen {a “working channel™) providing a pathway to the tissue site, and catheters and

various medical tools can be mserted through the working channel to the tissue site.

SUMMARY

[6004] Pulmonologists can prevent intra-operative trauma by basing their decisions
and actions on the respiratory cycle of the patient. One example of such an action 1s msertion of
a biopsy tool to collect tissue samples, for example via bronchoscopy. At or near the periphery of
the lung the airways may be narrow, and the circumference of the airways changes depending on
the respiratory phase of the lung. The diameter of an airway expands as a patient inhales in the
mspiration phase of the respiratory cycles and constricts as the patient exhales during the
expiration phase of the cycle. During a procedure, a pulmonologist can observe the patient to

determine whether they are in the inspiration phase or the expiration phase in order to decide
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whether a particular tool or endoscope of fixed diameter can enter the airway. An airway can
close around a tool during expiration without causing trauma, however forcing a tool through a
constricted airway during the expiration phase can cause critical trauma, for example by
puncturing a blood vessel.

[B005] The aforementioned problems, among others, are addressed in some
embodiment by the luminal network navigation systems and techniques described herein. Some
embodiments of the disclosed luminal network navigation systems and techniques relate to
meorporating respiratory frequency and/or magnitude into a navigation framework to implement
patient safety measures {e.g., instrument control techniques, user interface alerts, notifications,
and the like). As an example of an mstrument control technique, a robotic system as described
herein can automatically implement respiratory gating to prevent the user (a physician) from
mnadvertently causing trauma to patient airways. As used herein, “respiratory gating” can refer to
the synchronization of an operation of an instrument in the airways of a patient with patient
respitation.  In some examples, this instrument control technique includes identifying regions
(“caution zones”) of patient awrways in which instrument nsertion during expiration is likely to
cause trauma, for example smaller airways near the lung periphery where airway diameter during
mhalation may approximate the wnstrument diameter. The robotic system can implement
respiratory gating to control an instrument when the mstrument is determined to be located
within one of the identified regions.  As an example of user interface alerts, the robotic system
can present visual and/or auditory indicators of inspiration, expiration, and/or instrument
positioning within an identified caution zone during a bronchoscopy procedure. A user can base
mstrument control on the user interface alerts, for example by manually performing respiratory
eating or conirolling the robotic system to perform respiratory gating.

[6006] Some embodiments of the disclosed bronchoscopy navigation systems and
techniques relate to identitying, and compensating for, motion caused by patient respiration in
order to provide a more accurate identification of the position of an mstrument within patient
airways. For example, an mstrument positioned within patient airways can be provided with an
electromagnetic {(EM sensor). The navigation system can filter instrument position imformation
from the EM sensor to remove signal noise due to cyclic motion of the respiratory passages
caused by respiration. A frequency of the cyclic respiratory motion can be obtained from data

from one or more additional sensors. In some implementations, inspiration and expiration cycles
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can be determined based on data from additional EM sensor(s}, accelerometer(s), and/or acoustic
respiratory  sensor(s) placed on the body of the patient in one example In some
inplementations, the frequency can be obtained from other types of sensors or systems, for
example respiratory cycle information from a ventilator used to control patient breathing, or
respiratory cycle information extracted from automated analysis of images received from an
optical sensor positioned to observe the patient.

(0087} Accordingly, one aspect relates to a system configured to navigate a luminal
network of a patient, the system comprising a field generator configured to generate an
electromagnetic {(EM) field; a set of one or more EM sensors at a distal end of a steerable
instrument; a set of one or more respiration sensors; at least one computer-readable memory
having stored thereon executable instructions; and one Or more Processors 1N communication
with the at least one computer-readable memory and configured to execute the mstructions to
cause the system to at least access a preoperative model representative of the luminal network;
access a mapping between a coordinate frame of the EM field and a coordinate frame of the
preoperative model; calculate at least one position of the set of EM sensors within the EM field
based on a data signal from the set of EM sensors; calculate a frequency of respiration of the
patient based on a data signal from the set of respiration sensors; and determine a position of the
distal end of the steerable instrument relative to the preoperative model based on the registration
mapping, the frequency of the respiration, and the at least one position of the set of EM sensors
within the EM field.

[B008] In some implementations, each EM sensor of the set of EM sensors i3
configured to produce a signal indicative of a distance and angle between the EM sensor and the
field generator, the electrical signal usable to determine one or both of a posttion and orientation
of the EM sensor within the EM field.

[B009] In some implementations, the one or more processors are configured to
execute the mstructions to cause the system to at least transform one or more data signals from
the set of respiration sensors into a frequency domain representation of the one or more data
signals; and identify the frequency of respiration from the frequency domain representation of
the one or more data signals. In some implementations, the one or more processors are
configured to execute the instructions to cause the system to at least apply a filter to one or more

data signals from the set of EM sensors, the filter configured to attenuate a portion of the one or
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more data signals with the identified frequency; and determine the position of the distal end of
the steerable instrument relative to the preoperative model based on the filtered one or more data
signals from the set of EM sensors.

06010 In some implementations, the one or more processors are configured to
execute the instructions to cause the system to at least calculate at least one magnitude of
displacement of the set of respiration sensors between inspiration and expiration phases of the
respiration of the patient. In some implementations, the one or more processors are configured
to execute the instructions to at least determine at least one position of the set of EM sensors
relative to the set of respiration sensors; calculate at least one positional displacement of the set
of EM sensors between the inspiration and the expiration phases based on (i) the deternuned at
least one position of the set of EM sensors relative to the set of respiration sensors and (1) the at
least one magnitude of displacement of the set of respiration sensors between mspiration and
expiration phases; and determine the position of the distal end of the steerable instrument relative
to the preoperative model based on the calculated at least one positional displacement of the set
of EM sensors between the inspiration and the expiration phases. In some implementations, the
set of respiration sensors comprises a first additional EM sensor positioned, in use, at a first
position on the body surface and a second additional EM sensor positioned, 11 use, at a second
position of the body surface, wherein the second position 1s spaced apart from the first posttion
such that a first magnitude of displacement of the first additional EM sensor 18 greater than a
second magmtude of displacement of the second additional EM sensor between the inspiration
and the expiration phases. In some implementations, the one or more processors are configured
to execute the instructions to cause the system to at least determine a relative posttioning of the
set of EM sensors with respect to the first and second additional EM sensors; and mterpolate
between the first and second magnitudes of displacement based on the determined relative
positioning of the set of EM sensors, wherein the calculation of the positional displacement of
the set of EM sensors between the inspiration and the expiration phases is based on the
mterpolated magnitude. In some implementations, the one or more processors are configured to
execute the instructions cause the system to at least estimate a movement vector for at least a
portion of the preoperative model based on the calculated at least one magnitude of
displacement; translate the preoperative model within the coordinate frame of the EM field based

on the estimated movement vector; and determine the position of the distal end of the steerable
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mstrument based on the translated preoperative model. In some implementations, to translate the
preoperative model within the coordinate frame of the EM field, the one or more processors are
configured to execute the instructions cause the system to at least move a first portion of the
model to first new coordinates based on the first magnitude of displacement; and move a second
portion of the model to second new coordinates based on the second magnitude of displacement.

[6011] Some implementations further comprise a robotic system having instrument
drivers configured to effect movement of the steerable instrument  In some implementations, the
one or more processors are configured to execute the instructions o cause the system to at least
identify a next movement of the steerable instrument based on the position of the distal end of
the steerable mstrument relative to the preoperative model; and direct actuation of the mstrument
drivers to effect the next movement. Some noplementations further comprise a display, wheren
the one or more processors are configured to execute the mstructions to cause the system to at
least generate a graphical representation of the position of the distal end of the steerable
instrument relative to the preoperative model; and render the generated graphical representation
on the display. In some implementations, the robotic system comprises an input device
configured to control movement of the steerable instrument based on user manipulation of the
mput device.

[6012] In some implementations, the preoperative model comprises a three-
dimensional computed tomography model of the luminal network of the patient.

[6013] Another aspect relates to an apparatus configured to determune navigation of a
tuminal network of a patient, the apparatus comprising at least one computer-readable memory
having stored thereon executable instructions; and one or more processors in communication
with the at least one computer-readable memory and configured to execute the mstructions to
cause the apparatus to at least access a model representative of the luminal network; access a
mapping between a coordinate frame of the model and a coordinate frame of an electromagnetic
(EM] field generated around the luminal network; recetve data from an EM sensor on a distal
end of a steerable instrument inserted, in use, into the luminal network; calculate, based on data
from the EM sensor, a position of the EM sensor within the EM field based on data from the EM
sensor; receive data from at least one additional sensor configured to detect movement of the
luminal network; calculate, based on data from the at least one additional sensor, a frequency of

cychic movement of the luminal network; and determine a position of the distal end of the
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steerable mstrument relative to the model based on the mapping, the frequency, and the position
of the EM sensor within the EM field.

[06014] In some implementations, the at least one additional sensor comprises one or
more EM sensors.

[06015] In some implementations, the at least one additional sensor comprises an
accelerometer.

(0016} In some implementations, the at least one additional sensor comprises an
acoustic respiratory sensor, and the acoustic respiratory sensor detects the cyclic movement
during patient respiration.

[6617] In some mplementations, the luminal network comprises respiratory airways,
wherein the one or more processors are configured to execute the instructions to cause the
apparatus to guide the steerable instrument through the luminal network.

[0018] In some implementations, the one or more processors are configured to
execute the mstructions to cause the system to at least transform one or more data signals from
the at least one additional sensor into a frequency domain representation of the one or more data
signals; and identify the frequency of cyclic movement from the frequency domain
representation of the one or more data signals.  In some wmplementations, the one or more
processors are configured to execute the instructions to cause the system to at least apply a filter
to one or more data signals from the EM sensor, the filter configured to attenuate a portion of the
one or more data signals with the identified frequency; and determine the position of the distal
end of the steerable mstrument relative to the model based on the filtered one or more data
signals from the EM sensor.

{0019] In some implementations, the luminal network comprises respiratory airways,
and the one or more processors are configured to execute the instructions to cause the system to
at least calculate at least one magnitude of displacement of the at least one additional sensor
between inspiration and expiration phases of the respiration of the patient. In some
implementations, the one or more processors are configured to execute the instructions to at least
determine a position of the EM sensor relative to the at least one additional sensor; calculate a
positional displacement of the EM sensor between the inspiration and the expiration phases
based on (1) the determined position of the EM sensor relative to the at least one additional

sensor and (11} the at least one magnitude of displacement of the at least one additional sensor
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between inspiration and expiration phases; and determine the position of the distal end of the
steerable instrument relative to the preoperative model based on the calculated positional
displacement of EM sensor between the inspiration and the expiration phases. In some
mplementations, the at least one additional sensor comprises a first additional EM sensor
positioned, in use, at a first position on the body surface and a second additional EM sensor
positioned, in use, at a second position of the body surface, wherein the second position is spaced
apart from the first position such that a first magnitude of displacement of the first additional EM
sensor is greater than a second magnitude of displacement of the second additional EM sensor
between the inspiration and the expiration phases. In some implementations, the one or more
processors are configured to execute the mstructions to cause the system to at least determine a
position of the EM sensor relative to the first and second additional EM sensors; and interpolate
between the first and second magnitudes of displacement based on the determined position of the
BM sensor relative to the furst and second additional EM sensors, wherein the calculation of the
positional displacement of the EM sensor between the inspiration and the expiration phases is
based on the interpolated magnitude. In some implementations, the one or more processors are
configured to execute the instructions cause the system to at least estimate a movement vector
for at least a portion of the model based on the calculated at least one magnitude of
displacement, translate the model within the coordinate frame of the EM field based on the
estimated movement vector; and determine the position of the distal end of the steerable
mstrument based on the translated model  In some mnplementations,, to translate the
preoperative model within the coordinate frame of the EM field, the one or more processors are
configured to execute the instructions cause the system to at least move a first portion of the
model to first new coordinates based on the first magnitude of displacement; and move a second
portion of the model to second new coordinates based on the second magnitude of displacement.
[B020] Another aspect relates to a non-transitory computer readable storage medium
having stored thereon instructions that, when executed, cause at least one computing device 1o at
least receive first data from an electromagnetic {(EM) sensor on an instrument inserted, in use, in
a tissue site of a patient and second data from at least one additional sensor configured to detect
movement of the tissue site; calculate, based on the first data, a position of the EM sensor within
an EM field disposed around the tissue site; calculate, based on second data, a frequency of

cyclic movement of the tissue site; and determine a position of the instrument relative to the
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tissue site based on (1) the frequency of cyclic movement of the tissue site and (it) the position of
the EM sensor within the field.

[06021] In some implementations, the instructions, when executed, cause the at least
one computing device to transform the second data into a frequency domain representation; and
identify the frequency of the cyclic movement from the frequency domain representation. In
some implementations, the instructions, when executed, cause the at least one computing device
to apply a filter to the first data, the filter configured to attenuate a portion of the first data with
the identified frequency; and determine the position of the instrument based on the filtered first
data.

[60622] In some implementations, the tissue site comprises respiratory airways, and
the mstructions, when executed, cause the at least one computing device to calculate at least one
magnitude of displacement of the at least one additional sensor between mspiration and
expiration phases of the respiration of the patient. In some implementations, the nstructions,
when executed, cause the at least one computing device to determine a position of the EM sensor
relative to the at least one additional sensor; caleulate a positional displacement of the EM sensor
between the inspiration and the expiration phases based on (i) the determined position of the EM
sensor relative to the at least one additional sensor and {u) the at least one magnitude of
displacement of the at least one additional sensor between mspiration and expiration phases; and
determing the position of the distal end of the steerable mmstrument relative to the preoperative
model based on the calculated positional displacement of EM sensor between the inspiration and
the expiration phases. In some mplementations, the at least one additional sensor comprises a
first additional EM sensor positioned, in use, at a first position on the patient and a second
additional EM sensor positioned, in use, at a second position of the patient, wherein the second
position 18 spaced apart from the first position such that a first magnitude of displacement of the
first additional EM sensor is greater than a second magnitude of displacement of the second
additional EM sensor between the inspiration and the expiration phases, and the instructions,
when executed, cause the at least one computing device to determine a position of the EM sensor
relative to the first and second additional EM sensors; and interpolate between the first and
second magnitudes of displacement based on the determined position of the EM sensor relative

to the first and second additional EM sensors, wherein the calculation of the positional
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displacement of the EM sensor between the inspiration and the expiration phases is based on the
mterpolated magnitude.

(0023} In some implementations, the instructions, when executed, cause the at least
one computing device to access data representing a model representing a topography of the tissue
site; and a mapping between coordinate frames of the field and the model, wherein determining
the position of the mstrument 1s based on the mapping, the frequency, and the position of the EM
sensor within the field. In some implementations, the tissue site comprises respiratory airways,
and the instructions, when executed, cause the at least one computing device to calculate at least
one magnitude of displacement of the at least one additional sensor between inspiration and
expiration phases of the respuration of the patient; estimate a movement vector for at least a
portion of the model based on the calculated at least one magnitude of displacement; translate the
model within a coordinate frame based on the estimated movement vector, and determine the
position of the nstrument based oo the translated model. In some imoplementations, to translate
the model within the coordinate frame, the instructions, when executed, cause the at least one
computing device to move a first portion of the model to first new coordinates based on the first
magnitude of displacement; and move a second portion of the model to second new coordinates
based on the second magnitude of displacement.

[6024] Anocther aspect relates to a method, comprising receiving first data from a first
sensor on an instrument inserted, 1 use, 1n a tissue site of a patient and second data from at least
one additional sensor configured to detect movement of the tissue site; calculating, based on the
first data, a posttion of the first sensor within a volume around the tissue site; calculating, based
on second data, a frequency of cyclic movement of the tissue site; determining a position of the
mstrument relative to the tissue site based on the frequency and the position of the first sensor
within the volume.

[B025] Some implementations can be performed by one or more hardware processors.

[6026] Some implementations further comprise transforming the second data into a
frequency domain representation; and identifying the frequency of the cyclic movement from the
frequency domain representation.

[0027] Some implementations further comprise applying a filter to the first data, the
filter configured to attenuate a portion of the first data with the identified frequency; and

determining the position of the instrument based on the filtered first data.
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[6028] In some implementations, the tissue site comprises respiratory airways, and
the method further comprises calculating at least one magnitude of displacement of the at least
one additional sensor between inspiration and expiration phases of the respiration of the patient.
Some implementations further comprise determining a position of the first sensor relative to the
at least one additional sensor; calculating a positional displacement of the first sensor between
the inspiration and the expiration phases based on (1) the determined posttion of the first sensor
relative to the at least one additional sensor and (11} the at least one magnitude of displacement of
the at least one additional sensor between inspiration and expiration phases; and determining the
position of the instrument relative based on the calculated positional displacement of first sensor
between the inspiration and the expiration phases. In some mmplementations, the at least one
additional sensor comprises a first additional sensor positioned, in use, at a first position on the
patient and a second additional sensor positioned, in use, at a second position of the patient,
wherein the second position 1s spaced apart from the first position such that a first magnitude of
displacement of the first additional sensor is greater than a second magnitude of displacement of
the second additional sensor between the inspiration and the expiration phases, and the method
further comprises determining a position of the fust sensor relative to the first and second
additional sensors; and interpolating between the first and second magnitudes of displacement
based on the determined position of the first sensor relative to the first and second additional
sensors, wherein the calculation of the positional displacement of the first sensor between the
mepiration and the expiration phases is based on the interpolated magnitude.  Some
mmplementations further comprise accessing data representing a model representing a topography
of the tissue site, and a mapping between coordinate frames of the field and the model;
determining the position of the instrument is based on the mapping, the frequency, and the
position of the EM sensor within the field. In some implementations, the tissue site comprises
respiratory atrways, and the method further comprises calculating at least one magnitude of
displacement of the at least one additional sensor between inspiration and expiration phases of
the respiration of the patient; estimating a movement vector for at least a portion of the model
based on the calculated at least one magnitude of displacement; translating the model within a
coordinate frame based on the estimated movement vector; and determining the position of the
mstrument based on the translated model Some implementations further comprise translating

the model within the coordinate frame based on moving a first portion of the model to first new
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coordinates based on the first magnitude of displacement; and moving a second portion of the
model to second new coordinates based on the second magnitude of displacement.

(0029} Another aspect relates to a system configured to navigate a luminal network of
a patient, the system comprising a field generator configured to generate an electromagnetic
(EM]) field; a set of one or more EM sensors including at a distal end of a steerable instrument; at
least one respiration sensor; at least one computer-readable memory having stored thereon
executable instructions; and one or more processors in communication with the at least one
computer-readable memory and configured to execute the mstructions to cause the system to at
least access a preoperative model representative of the luminal network; access a mapping
between a coordinate frame of the EM field and a coordinate frame of the preoperative model;
calculate a position of the set of EM sensors within the EM field based on a data signal from the
set of EM sensors; determine a position of the distal end of the steerable mstrument relative to
the preoperative model based on the mapping and the position of the set of EM sensors within
the EM field; determine, based on data from the at least one respiration sensor, whether a
respuration phase of the patient during acquisition of the data signal from the set of EM sensors
corresponds to an inspiration phase or an expiration phase; and determine whether to activate a
safety mode for a next movement of the steerable instrament based on the posttion of the distal
end of the steerable instrument relative to the model and the respiration phase.

[B030] In some implementations, the one or more processors are configured to
execute the mstructions to cause the system {0 activate the safety mode and, i the safety mode,
mmplement one or more safety features to gude synchronization of the next movement with the
respiration phase.

[B031] In some implementations, the one or more processors are configured to
execute the mstructions to cause the system to access information regarding a navigation path
through the luminal network to a target tissue site; identify, based on the navigation path and the
position of the distal end of the steerable instrument relative to the preoperative model, that the
distal end of the steerable instrument is positioned, in use, within a predefined safety zone of the
luminal network; and activate the safety mode based on determining that the distal end of the
steerable instrument 1s positioned within the predefined safety zone. In some implementations,

the navigation path includes a plurality of zones, and the safety zone is located in a portion of the
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luminal network where a difference between a respiratory passage diameter and a diameter of the
distal end of the steerable instrument falis below a predetermined value.

[06032] In some implementations, in the safety mode, the one or more processors are
configured to execute the instructions to cause the system to output information representative of
the respiration phase to a user.

[6033] Some implementations further comprise a robotic system comprising a
display; an winput device configured to generate signals to control movement of the steerable
mstrument responsive to user manipulation of the input device; and instrument drivers
configured to effect movement of the steerable instrument based on the signals from the mmput
device. In some implementations, the one or more processors are configured to execute the
instructions to cause the system to, in response to activating the safety mode, prevent actuation
of the instrument drivers during expuration phases of the respiration of the patient. In some
waplementations, the one or more processors are configured to execute the instructions to cause
the system to prevent the actuation of the mstrument drivers by overriding attempted actuation of
the instrument drivers based on user manipulation of the mnput device. In some ynplementations,
the one or more processors are configured to execute the instructions to cause the system to
output a graphical representation of mspiration and expiration phases of the respiration, the
graphical representation displayable on the display.

[B034] In some implementations, the preoperative model comprises a three-
dimensional computed tomography model of the luminal network of the patient.

[B035] Another aspect relates to an apparatus configured to guide navigation of a
luminal network of a patient, the apparatus comprising at least one computer-readable memory
having stored thereon executable instructions; and one or more processors in commumication
with the at least one computer-readable memory and configured to execute the instructions to
cause the apparatus to at least access data corresponding to a model representative of the luminal
network, a mapping between a coordinate frame of the model and a coordinate frame of an
electromagnetic (EM) field generated around the luminal network, a signal from an EM sensor
on a distal end of a steerable instrument inserted, in use, nto the luminal network, and a signal
from at least one additional sensor configured to detect movement of the luminal network;
calculate a position of the EM sensor within the EM field based on the data corresponding to the

signal from the EM sensor; calculate a next movement of the steerable instrument based on the
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position of the distal end of the steerable instrument relative to the model; determine, based on
the data corresponding to the signal from the at least one additional sensor, whether a respiration
phase of the patient during acquisition of the signal from the first sensor corresponds to an
mspiration phase or an expiration phase; and determine whether to activate a safety mode for the
next movement of the steerable instrument based on the respiration phase.

[6036] In some implementations, the at least one additional sensor comprises one or
more EM sensors.

[6037] In some implementations, the at least one additional sensor comprises an
accelerometer.

[6038] In some implementations, the at least one additional sensor comprises an
acoustic respiratory sensor configured to detect the cyclic movement during patient respiration.

[6039] In some implementations, the one or more processors are configured to
execute the nstructions to cause the system to activate the safety mode and, in the safety mode,
implement one or more safety features to guide synchronization of the next movement with the
respiration phase.

{0040] In some implementations, the one or more processors are configured to
execute the mstructions to cause the systermn to access information regarding a navigation path
through the luminal network to a target tissue site; 1dentify, based on the navigation path and the
position of the distal end of the steerable instrument relative to the preoperative model, that the
distal end of the steerable mstrument 1s positioned, in use, within a predefined safety zone of the
fuminal network; and activate the safety mode based on determining that the distal end of the
steerable mnstrument is positioned within the predefined safety zone. In some implementations,
the navigation path includes a plurality of zones, and the safety zone 1s located in a portion of the
luminal network where a difference between a respiratory passage diameter and a diameter of the
distal end of the stecrable instrument falls below a predetermined value. In some
implementations, in the safetv mode, the one or more processors are configured to execute the
mstructions to cause the system to output mformation representative of the respiration phase to a
user.

[6041] Some implementations further comprise a robotic system comprising a
display; an winput device configured to generate signals to control movement of the steerable

mstrument responsive to user manipulation of the input device; and instrument drivers
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configured to effect movement of the steerable instrument based on the signals from the mput
device. In some implementations, the one or more processors are configured to execute the
mstructions to cause the system to, in response to activating the safety mode, prevent actuation
of the instrument drivers during one or more expiration phases of the respiration of the patient In
some implementations, the one or more processors are configured to execute the instructions to
cause the system to prevent the actuation of the instrument drivers by overriding attempted
actuation of the instrument drivers based on user manipulation of the mput device. In some
mplementations, the one or more processors are configured to execute the instructions to cause
the system to output a graphical representation of inspiration and expiration phases of the
respitation, the graphical representation displavable on the display.

[6042] Another aspect relates to a non-transitory computer readable storage medium
having stored thereon instructions that, when executed, cause a processor of a device to at least
recewve first data from a first sensor on an nstrument inserted, 1t use, n a tuminal network of a
patient and second data from at least one additional sensor configured to detect moverment of the
luminal network; calculate a position of the first sensor within a field disposed around the tissue
site based on the first data; determine, based on the second data, whether a respiration phase of
the patient during acquisition of the first data from the first sensor corresponds to an mspiration
phase or an expiration phase; determine a position of the mnstrument based on the mapping and
the position of the first sensor within the field; and determine whether to activate a safety mode
based on the position of the instrument and the respiration phase.

[B043] In some implementations, the instructions, when executed, cause the processor
to at least receive image data from the at least one additional sensor and, based on the image
data, determine whether the respiration phase corresponds to the inspiration phase or the
expiration phase.

[B044] In some implementations, the instructions, when executed, cause the processor
to at least receive accelerometer data from the at least one additional sensor and, based a
direction of movement indicated by the accelerometer data, determine whether the respiration
phase corresponds to the mmspiration phase or the expiration phase.

[0045] In some implementations, the mstructions, when executed, cause the processor
to at least access data corresponding to (1) a model representing topography of the huminal

network, and (i1} a mapping between coordinate frames of the field and the model; wherein
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determining the position of the mstrument comprises determining a position of the instrument
relative to the model based on the mapping and the position of the first sensor within the field.

(0046} In some implementations, the instructions, when executed, cause the processor
to at least activate the safety mode and, in the safety mode, implement one or more safety
features to guide synchronization of a next movement with the respiration phase.

[06047] In some implementations, the instructions, when executed, cause the processor
to at least access information regarding a navigation path through the luminal network to a target
tissue site; identify, based on the navigation path and the position of the instrument, that the
mstrument is positioned, in use, within a predefined safety zone of the luminal network; and
activate the safety mode based on determining that the instrument s positioned within the
predefined safety zone. In some implementations, the navigation path mcludes a plurality of
zones, and the safety zone is located in a portion of the luminal network where a difference
between a respiratory passage diameter and a diameter of the distal end of the steerable
instrument falls below a predetermined value.

(004 8] In some implementations, the instructions, when executed, cause the processor
to at least, in response to determining to activate the safety mode, output information
representative of the respiration phase to a3 user.

[6049] In some mmplementations, the mstructions, when executed, cause the processor
to at least, in response to determining to activate the safety mode, prevent actuation of robotic
mstrument drivers during expiration phases of the respiration of the patient, the robotic
mstrument drivers configured to effect movement of the instrument through the huminal network.

{6050] Another aspect relates to a method comprising receiving first data from a first
sensor on an mstrument inserted, in use, 1 a luminal network of a patient and second data from
at least one additional sensor configured to detect movement of the fuminal network, calculating
a position of the first sensor within a field disposed around the tissue site based on the first data;
determining, based on the second data, whether a respiration phase of the patient during
acquisition of the first data from the first sensor corresponds to an imspiration phase or an
expiration phase; determining a position of the instrument based on the position of the first
sensor within the field; determining a next movement of the instrument based on the position;
and determining whether to activate a safety mode for the next movement based on the

respiration phase.
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[6051] Some implementations can be performed by one or more hardware processors.

[B052] Some implementations further comprise activating the safety mode; and in the
safety mode, implementing one or more safety features to guide synchronization of the next
movement with the respiration phase.

[0053] Some implementations further comprise accessing data corresponding to (1) a
model representing topography of the luminal network, and (11) a mapping between coordinate
frames of the field and the model; wherein determining the position of the instrument comprises
determining a position of the instrument relative to the model based on the mapping and the
position of the first sensor within the field.

[6054] Some mmplementations further comprise accessing information regarding a
navigation path through the luminal network to a target tissue site; identifying, based on the
navigation path and the position of the instrument, that the mstrument 15 positioned, in use,
within a predefined safety zone of the luminal network; and activating the safety mode based on
determaining that the instrument is positioned within the predefined safety zone.

[0055] Some mmplementations further comprise, mn response to determining to
activate the safety mode, outputting information representative of the respiration phase to a user.

[0056] Some mmplementations further comprise, m response to determuning to
activate the safety mode, preventing actuation of robotic mstrument drivers during expiration
phases of the respiration of the patient, the robotic instrament drivers configured to effect
movement of the mstrument through the lomuinal network. In some mplementations, preventing
the actuation of the robotic nstrument drivers comprises overriding a user mput to perform the

next movement during the expiration phase or a subsequent expiration phase.

BRIEF BDESCRIPTION OF THE DRAWINGS
{B057] The disclosed aspects will heremnafter be described in conjunction with the
appended drawings and appendices, provided to illustrate and not to limit the disclosed aspects,
wherein like designations denote like elements.
[0058] Figure 1A illustrates an example operating environment mmplementing the
disclosed navigation systems and techniques.
[0059] Figure 1B illustrates an example lummal network navigated in the

environment of Figure 1A
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[8060] Figure 1C illustrates an example robotic arm for guiding instrument
movement in through the luminal network of Figure 1B.

[0061] Figure 2 illustrates an example command console for the example surgical
robotic system, according o one embodiment.

[8062] Figure 3 tllustrates an example endoscope having imaging and EM sensing
capabilities as described herein.

[0063] Figure 4 depicts a schematic block diagram of a navigation system as
described herein.

[0064] Figure S depicts a flowchart of an example process for filtering noise due to
fuminal network movement from instrument position estimations as described herein.

[§065] Figures 6A-6C depict flowcharts of various example processes that can be
used for the adjustment block of Figure 5.

[3066] Figure 7 depicts a flowchart of an example process for activating a safety
mode during luminal network navigation as described herem.

[§067] Figures 8A and 8B illustrate example user interfaces that can be presented to

users during huminal network vavigation 1o a safety mode as described herein

DETAILED DESCRIPTION

Introduction

[6068] Embodiments of the disclosure relate to systems and techniques that facilitate
navigation through lummal networks, for example lung amrways, by analyzing multiple
navigation-related data sources to increase accuracy in estimation of location and ortentation of a
medical instrument within the luminal network, by filtering instrument position data to remove
noise from cyclic movement of the luminal network, and/or by activating respiratory gating and
other types of safety features that modify navigation control based on the cyclic movement.

[6069] A bronchoscope can include a light source and a small camera that allows a
physician to inspect a patient's windpipe and airways. Patient trauma can occur if the precise
location of the bronchoscope within the patient airways 1s not known.  To ascertain the location
of the bronchoscope, image-based bronchoscopy guidance systems can use data from the
bronchoscope camera to perform local registrations {(e.g., registrations at a particular location

within a luminal network) at bifurcations of patient airways and so beneficially can be less

[u——y
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susceptible to position errors due to patient breathing motion. However, as image-based guidance
methods rely on the bronchoscope video, they can be affected by artifacts in bronchoscope video
caused by patient coughing or mucous obstruction, etc.

[6070] Electromagnetic navigation-guided bronchoscopy (EMN bronchoscopy) is a
type of bronchosopic procedure that implements electromagnetic (EM) technology to localize
and guide endoscopic tools or catheters through the bronchial pathways of the lung. EMN
bronchoscopy systems can use an EM field generator that emits a low-intensity, varying EM
field and establishes the position of the tracking volume around the luminal network of the
patient. The EM field is a physical field produced by electrically charged objects that affects the
behavior of charged objects m the vicinity of the field  EM sensors attached to objects
positioned within the generated field can be used to track locations and orientations of these
objects within the EM field Small currents are induced in the EM sensors by the varying
electromagnetic field The characteristics of these electrical signals are dependent on the
distance and angle between a sensor and the EM field generator.  Accordingly, an EMN
bronchoscopy system can include an EM field generator, a steerable channel baving an EM
sensor at or near its distal tip, and a gudance computing system. The EM field generator
generates an EM field around the luminal network of the patient to be navigated, for example
airways, gastromtestinal tract, or a circulatory pathway. The steerable channel 18 mserted
through the working channel of the bronchoscope and tracked in the EM field via the EM sensor.

[6071] Prior to the start of an EMN bronchoscopy procedure, a virtual, three-
dimensional (3D) bronchial map can be obtained for the patient’s specific arway structure, for
example from a preoperative computed tomography {{T) chest scan. Using the map and an
EMN bronchoscopy system, physicians can navigate to a desired location within the hung to
biopsy lesions, stage lymph nodes, insert markers to guide radiotherapy or guide brachytherapy
catheters. For example, a registration can be performed at the begimning of a procedure to
generate a mapping between the coordinate system of the EM field and the model coordinate
system. Thus, as the steerable channel is tracked during bronchoscopy, the steerable channel’s
position m the model coordinate system becomes nominally known based on position data from
the EM sensor. However, the patient's breathing causes chest movement that can lead to errors

in correlating the position of the steerable instrument and/or model with the coordinate frame of

18



WO 2018/183727 PCT/US2018/025218

the EM field. These errors can be magnified in the peripheral airways, as the airway branches
become smaller and experience greater movement due to patient respiration.

06072} As used herem, a coordinate frame is the frame of reference of a particular
sensing modality. For example, for EM data the EM coordinate frame is the frame of reference
defined by the source of the EM field (e.g., the field generator). For CT images and for a
segmented 3D model, this frame of reference 15 based on the frame defined by the scanner. The
present navigation systems address the problem of navigation of representing (register) these
different sources of data (which are in their own frames of reference) to the 3D model {(1.e. the
CT frame), for example in order to display the location of the instrument inside the model.

[6073] Accordingly, as described in more detail below, the disclosed luminal network
navigation systems and techniques can combine input from both image-based navigation
systeras, robotic systems, and EM navigation systems, as well as input from other patient
sensors, in order to mitigate navigational problems and enable more effective endoscopy
procedures.  For example, a navigation fusion framework can analyze mmage mformation
received from an instrument camera, position information from an EM sensor on the instrument
tip, and robotic position information from a robotic system guiding movement of the instrument.
Based on the analysis, the navigation fusion framework can base instrument position estimates
and/or navigation decisions on one or more of these types of navigation data. Some
mplementations of the navigation fusion framework can further determune instrument position
relative to a 3D model of the huminal network. In some embodiments, the mstrument posttion
mformation from the EM sensor can be filtered to remove signal noise due to cyclic motion of
the luminal network, for example due to respiration in airway navigation or due to pulsatile
blood flow in circulatory system navigation. A frequency of the cyclic motion can be obtained
from data from one or more additional sensors. For example, inspiration and expiration cycles
can be determined based on data from additional EM sensor(s), accelerometer(s}, and/or acoustic
respiratory sensor{s) placed on the body of the patient and/or optical sensors positioned with a
field of view to observe the movement of the patient. Some embodiments can implement
navigation safety features based on one or both of instrument position and cyclic motion of the
luminal network., For example, in a bronchoscopy implementation, the safety features can
mclude display of respuration cycle information and/or hmitations imposed on instrument

msertion during expiration.
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[6074] The disclosed systems and techmiques can provide advantages for
bronchoscopy guidance systems and other applications, including other types of endoscopic
procedures for navigation of luminal networks. In anatomy, a “lumen” may refer to the nner
open space or cavity of a tubular organ, as of an airway, a blood vessel, or an intestine. As used
herein, a “luminal network” refers to an anatomical structure having at least one lumen leading
towards a target tissue site, for example the airways of the lungs, the circulatory system, and the
gastrointestinal system. Thus, although the present disclosure provides examples of navigation
systems relating to bronchoscopy, it will be appreciated that the disclosed safety and data
filtering aspects are applicable to other medical systems for navigation of a dynamic luminal
network of a patient.

(007 5] Various embodiments will be described below in conjunction with the
drawings for purposes of illustration. It should be appreciated that many other implementations
of the disclosed concepts are possible, and various advantages can be achieved with the disclosed
implementations. Headings are included herein for reference and to aid in locating various
sections. These headings are not mtended to lumit the scope of the concepts described with

respect thereto. Such concepts may have applicability throughout the entire specification.

Overview of Example Navication Svstems

[8076] Figure 1A dlustrates an example operating environment 100 implementing
one or more aspects of the disclosed navigation systermns and techniques. The operating
environment 100 includes patient 101, a platform 102 supporting the patient 101, a surgical
robotic system 110 guiding movement of endoscope 115, command center 105 for controlling
operations of the surgical robotic system 110, EM controller 135, EM field generator 120, and
EM sensors 125, 130. Figure 1A also illustrates an cutline of a region of a luminal network 140
within the patient 101, shown in more detail i Figure 1B.

6077} The surgical robotic system 110 can include one or more robotic arms for
positioning and guiding movement of endoscope 115 through the luminal network 140 of the
patient 101, Command center 105 can be communicatively coupled to the surgical robotic
system 110 for receiving position data and/or providing control signals from a user. As used
hereim, “communicatively coupled” refers to any wired and/or wireless data transfer mediums,

mcluding but not limited to a wireless wide area network (WWAN) (e.g., one or more cellular
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networks), a wireless local area network (WLAN) {e.g., configured for one or more standards,
such as the IEEE 802.11 {Wi-F1)), Bluetooth, data transfer cables, and/or the like. The surgical
robotic system 110 15 discussed in more detail with respect to Figure 1C, and the command
center 105 15 discussed in more detail with respect to Figure 2.

(007 8] The endoscope 115 may be a tubular and flexible surgical mstrument that is
mserted into the anatomy of a patient to capture images of the anatomy (e.g., body tissue) and
provide a working channel for mnsertion of other medical instruments to a target tissue site. In
some implementations, the endoscope 115 can be a bronchoscope. The endoscope 115 can
mclude one or more tmaging devices {e.g., cameras or other types of optical sensors) at its distal
end The imaging devices may include one or more optical components such as an optical fiber,
fiber array, photosensitive substrate, and/or lens{es). The optical components move along with
the tip of the endoscope 115 such that movement of the tip of the endoscope 115 results in
corresponding changes to the field of view of the images captured by the imaging devices. The
distal end of the endoscope 115 can be provided with one or more EM sensors 125 for tracking
the position of the distal end within an EM field generated around the lummal network 140, The
distal end of the endoscope 115 1s further described with reference to Figure 3 below.

[8079] EM controller 135 can control EM field generator 120 to produce a varying
EM field The EM field can be time-varying and/or spatially varying, depending upon the
embodiment. The EM field generator 120 can be an EM field generating board in some
embodiments. Some embodiments of the disclosed patient navigation systems can use an EM
field generator board positioned between the patient and the platform 102 supporting the patient,
and the EM field generator board can incorporate a thin barrier that minimizes any tracking
distortions caused by conductive or magnetic materials located below it. In other embodiments,
an EM field generator board can be mounted on a robotic arm, for example similar to those
shown mn surgical robotic system 110, which can offer flexible setup options around the patient.

[6080] An EM spatial measurement system incorporated mto the command center
1035, surgical robotic system 110, and/or EM controller 135 can determine the location of objects
within the EM field that are embedded or provided with EM sensor cotls, for example EM
sensors 125, 130, When an EM sensor is placed inside a controlled, varying EM field as
described herein, voltages are induced in the sensor coils. These induced voltages can be used

by the EM spatial measurement system to calculate the position and orientation of the EM sensor
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and thus the object having the EM sensor. As the magnetic fields are of a low field strength and
can safely pass through human tissue, location measurement of an object 1s possible without the
line-of-sight constraints of an optical spatial measurement system.

[6081] EM sensor 125 can be coupled to a distal end of the endoscope 115 in order to
track its location within the EM field The EM field is stationary relative to the EM field
generator, and a coordinate frame of a 3D model of the luminal network can be mapped to a
coordinate frame of the EM field. However, the patient’s airways and thus the distal end of the
endoscope 115 positioned within the airways can exhibit movement relative to the EM field
generator 120 due to the respiratory cycles of the patient, leading to potential errors in
determining the position of the distal end of the endoscope 115 relative to the model.

[6082] Accordingly, a number of additional EM sensors 130 can be provided on the
body surface of the patient {e.g., in the region of the luminal network 140} 10 order to track
displacement caused by respiration. A number of different EM sensors 130 can be spaced apart
on the body surface in order to track the different displacements at these locations. For example,
the periphery of the lungs may extubit greater motion due to respiration than the central awrways,
and providing a number of EM sensors 130 as shown can enable more precise analysis of these
motion effects.  To illustrate, the distal end of the endoscope 115 travels through different
regions of the luminal network 140 and thus experniences varying levels of displacement due to
patient respiration as it travels through these different regions. The disclosed position filtering
techniques can correlate the approximate position of the distal end of the endoscope 115 with
one or more of the additional EM sensors 130, and can use identified displacement magnitudes
of these specific additional EM sensors to correct for noise or artifacts in the endoscope posttion
signal due to airway movement, for example, via filtering/removal of respiratory motion artifact
component(s} of the endoscope position signal.

[6083] In other embodiments, other types of sensors configured to detect movement
of the huminal network of the patient can be used instead of or in addition to the additional EM
sensors 130, For example, one or more mertial sensors {e.g., accelerometer(s), gyroscope(s),
etc.} can be posttioned on the body surface of the patient to help estimate displacement of the
chest surface during respiration. In anocther example, an acoustic respiratory sensor may be
placed on the body surface of the patient in the region of the airways {e.g., luminal network

region 140} and used to measure the inspiration and expiration phases of the respiration cycle. In
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another example, an optical sensor (e.g., an imaging device} can capture a stream of images of
the patient’s body and these images can be analyzed to identify respiration phase and/or
displacement. In some implementations, the patient 101 may be breathing with assistance from a
ventilator during the procedure, and the ventilator {and/or a device communicatively coupled to
the ventilator) may provide data representing ispiration and expiration phases of the respiration
cycle.

[0084] Figure 18 illustrates an example luminal network 140 that can be navigated
m the operating environment 100 of Figure 1A, The luminal network 140 includes the branched
structure of the awrways 150 of the patient and a lesion 155 that can be accessed as described
herein for diagnosis and/or treatment.  As illustrated, the lesion 155 1s located at the peniphery of
the airways 150, The endoscope 115 has a first diameter and thus its distal end is not able to be
positioned through the smaller-diameter airways around the lesion 155, Accordingly, a steerable
catheter 155 extends from the working channel of the endoscope 115 the remainung distance to
the lesion 155 The steerable catheter 145 may have a lumen through which mstruments, for
example biopsy needles, cvtology brushes, and/or tissue sampling forceps, can be passed to the
target tissue site of lesion 155, In such implementations, both the distal end of the endoscope
115 and the distal end of the steerable catheter 145 can be provided with EM sensors for tracking
their position within the awrways 150 In other embodiments, the overall diameter of the
endoscope 115 may be small enough to reach the peniphery without the steerable catheter 155, or
may be small enough to get close to the peniphery {e.g., within 2.5-3 cm} to deploy medical
mstruoments through a non-steerable catheter. The medical imnstruments deployed through the
endoscope 115 may be equipped with EM sensors, and the position filtering and safety-mode
navigation techniques described below can be apphied to such medical instruments.

[6085] In some embodiments, a 2D display of a 3D luminal network model as
described herein, or a cross-section of a 3D model, can resemble Figure 1B, Navigation safety
zones and/or navigation path information can be overlaid onto such a representation.

[B086] Figure 1C illustrates an example robotic arm 175 of a surgical robotic system
110 for guiding mstrument movement in through the luminal network 140 of Figure 1B. The
surgical robotic system 110 includes a base 180 coupled to one or more robotic arms, eg.,
robotic arm 175, The robotic arm 175 includes multiple arm segments 170 coupled at joints 165,

which provides the robotic arm 175 multiple degrees of freedom. As an example, one
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implementation of the robotic arm 175 can have seven degrees of freedom corresponding to
seven arm segments. In some embodiments, the robotic arm 175 includes set up joints that use a
combination of brakes and counter-balances to maintain a position of the robotic arm 175 The
counter-balances may include gas springs or coil springs. The brakes, e g, fail safe brakes, may
be include mechanical and/or electrical components. Further, the robotic arm 175 may be
oravity-assisted passive support type robotic arm.

0087} The robotic arm 175 may be coupled to an mstrument device manipulator
(IDM} 190 using a mechanism changer interface (MCI) 160. The IDM 190 can be removed and
replaced with a different type of IDM, for example, a first type of IDM configured to manipulate
an endoscope or a second type of IDM configured to manipulate a laparoscope. The MCT 160
includes connectors to fransfer pneumatic pressure, electrical power, electrical signals, and
optical signals from the robotic arm 175 to the IDM 190, The MCI 160 can be a set screw or
base plate connector. The IDM 190 manipulates surgical instruments, for example the
endoscope 115 using techniques including direct drive, harmonic drive, geared drives, belts and
pulleys, magnetic drives, and the like. The MCI 160 1s mterchangeable based on the type of
IDM 190 and can be custonuzed for a certain type of surgical procedure. The robotic 175 arm
can include a jomnt level torque sensing and a wrist at a distal end.

[6088] Robotic arm 175 of the surgical robotic system 110 can manipulate the
endoscope 115 using elongate movement members. The elongate movement members may
mclude pull wires, also referred to as pull or push wires, cables, fibers, or flexible shafts. For
example, the robotic arm 175 can actuate multiple pull wires coupled to the endoscope 115 to
deflect the tip of the endoscope 115, The pull wires may include both metallic and non-metallic
materials, for example stainless steel, Keviar, tungsten, carbon fiber, and the hike. The
endoscope 115 may exhibit nonlinear behavior in response to forces applied by the elongate
movement members. The nonlinear behavior may be based on stiffness and compressibility of
the endoscope 115, as well as variability in slack or stiffness between different elongate
movement members.

[6089] The base 180 can be positioned such that the robotic arm 175 has access to
perform or assist with a surgical procedure on a patient, while a user such as a physician may
control the surgical robotic system 110 from the comfort of the command console. In some

embodiments, the base 180 may be coupled to a surgical operating table or bed for supporting
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the patient. The base 180 can be communicatively coupled to the command console 105 shown
m Figure 1A

[6090] The base 180 can include a source of power 182, pneumatic pressure 186, and
control and sensor electronics 184 — including components such as a central processing unit, data
bus, control circuitry, and memory — and related actuators such as motors to move the robotic
arm 175 The electronics 184 can implement the navigation control techniques, safety modes,
and/or data filtering techniques described herein. The electronics 184 in the base 180 may also
process and transmit control signals communicated from the command console. In some
embodiments, the base 180 includes wheels 188 to transport the surgical robotic system 110 and
wheel locks/brakes (not shown) for the wheels 188 Mobility of the surgical robotic system 110
helps accommodate space constraints i a surgical operating room as well as facilitate
appropriate positioning and movement of surgical equipment. Further, the mobility allows the
robotic arm 173 to be configured such that the robotic arm 175 does not mterfere with the
patient, physician, anesthesiologist, or any other equipment. During procedures, a user may
control the robotic arm 175 using control devices, for example the command console.

[6091] Figure 2 illustrates an example command console 200 that can be used, for
example, as the command console 105 1 the example operating environment 100, The
command console 200 includes a console base 201, display modules 202, e g, monitors, and
control modules, e.g., a keyboard 203 and joystick 204, In some embodiments, one or more of
the command console 200 functionality may be integrated into a base 180 of the surgical robotic
system 110 or another systern communicatively coupled to the surgical robotic system 110, A
user 205, e.g., a physician, remotely controls the surgical robotic system 110 from an ergonomic
position using the command console 200,

[6092] The console base 201 may include a central processing unit, a memory unit, a
data bus, and associated data communication ports that are responsible for interpreting and
processing signals such as camera imagery and tracking sensor data, e.g., from the endoscope
115 shown in Figures 1A-1C. In some embodiments, both the console base 201 and the base 180
perform signal processing for load-balancing.  The console base 201 may also process
commands and instructions provided by the user 205 through the control modules 203 and 204.
In addition to the keyboard 203 and joystick 204 shown in Figure 2, the control modules may

include other devices, for example, computer mice, trackpads, trackballs, control pads,
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controllers such as handheld remote controllers, and sensors {e.g., motion sensors or cameras)
that capture hand gestures and finger gestures. A controlier can include a set of user inpuis {e.g.,
buttons, joysticks, directional pads, etc) mapped to an operation of the instrument (eg.,
articulation, driving, water irrigation, etc.).

(06093} The user 205 can control a surgical instrument such as the endoscope 115
using the command console 200 n a velocity mode or position control mode. In velocity mode,
the user 205 directly controls pitch and yaw motion of a distal end of the endoscope 115 based
on direct manual control using the control modules. For example, movement on the joystick 204
may be mapped to yaw and pitch movement in the distal end of the endoscope 115, The joystick
204 can provide haptic feedback to the user 205, For example, the jovstick 204 may vibrate to
indicate that the endoscope 115 cannot further translate or rotate m a certain direction. The
command console 200 can also provide visual feedback (e.g.. pop-up messages) and/or audio
feedback (e.g., beeping) to indicate that the endoscope 115 has reached maximum translation or
rotation. The haptic and/or visual feedback can also be provided due to the system operating ina
safety mode during patient expiration as described in more detail below.

[6094] In position control mode, the command console 200 uses a three-dimensional
{3D) map of a patient lurminal network and mnput from navigational sensors as described herein to
control a surgical instrument, e.g., the endoscope 115, The command console 200 provides
control signals to robotic arms 175 of the surgical robotic system 110 to manipulate the
endoscope 115 to a target location. Due to the reliance on the 3D map, position control mode
may require accurate mapping of the anatomy of the patient.

[8095] In some embodiments, users 205 can manually manipulate robotic arms 175
of the surgical robotic system 110 without using the command console 200. During setup in a
surgical operating room, the users 205 may move the robotic arms 175, endoscope 115 {or
endoscopes), and other surgical equipment to access a patient. The swrgical robotic system 110
may rely on force feedback and inertia control from the users 205 to determine appropriate
configuration of the robotic arms 175 and equipment.

[6096] The displays 202 may include electronic monttors {e.g., LCD displays, LED
displays, touch-sensitive displays), virtual reality viewing devices, eg., goggles or glasses,
and/or other display devices. In some embodiments, the display modules 202 are integrated with

the control modules, for example, as a tablet device with a touchscreen. In some embodiments,
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one of the displays 202 can displav a 3D model of the patient’s luminal network and virtual
navigation information {e.g., a virtual representation of the end of the endoscope within the
model based on EM sensor position) while the other of the displays 202 can display image
mformation received from the camera or another sensing device at the end of the endoscope 115
In some implementations, the user 205 can both view data and input commands to the surgical
robotic system 110 using the integrated displays 202 and control modules. The displays 202 can
display 2D renderings of 3D images and/or 3D images using a stereoscopic device, e.g., a vVisor
or goggles. The 3D images provide an “endo view” (1e., endoscopic view), which is a computer
3D model illustrating the anatomy of a patient. The “endo view” provides a virtual environment
of the patient’s interior and an expected location of an endoscope 115 mside the patient. A user
205 compares the “endo view” model to actual images captured by a camera to help mentally
orient and confirm that the endoscope 115 1s in the correct—or approximately correct—Ilocation
within the patient. The “endo view” provides information about anatomucal structures, e.g., the
shape of airways, circulatory vessels, or an intestine or colon of the patient, around the distal end
of the endoscope 115 The display modules 202 can simultaneously display the 3D model and
CT scans of the anatomy the around distal end of the endoscope 115, Further, the display
modules 202 may overlay the already determined navigation paths of the endoscope 115 on the
3D model and CT scans.

(80971 In some embodiments, a model of the endoscope 115 1s displayed with the 3D
models to help indicate a status of a surgical procedure. For example, the CT scans identify a
lesion in the anatomy where a biopsy may be necessary. During operation, the display modules
202 may show a reference image captured by the endoscope 115 corresponding to the current
location of the endoscope 115, The display modules 202 may automatically display different
views of the model of the endoscope 115 depending on user settings and a particular surgical
procedure. For example, the display modules 202 show an overhead fluoroscopic view of the
endoscope 115 during a navigation step as the endoscope 115 approaches an operative region of
a patient.

[6098] Figure 3 illustrates the distal end 300 of an example endoscope having
maging and EM sensing capabilities as described herein, for example the endoscope 115 of
Figures 1A-1C. In Figure 3, the distal end 300 of the endoscope includes an imaging device 315,

illumination sources 310, and ends of EM sensor coils 305, The distal end 300 further includes
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an opening to a working channel 320 of the endoscope through which surgical instruments, such
as biopsy needles, cytology brushes, and forceps, may be mserted along the endoscope shaft,
allowing access to the area near the endoscope tip.

[6099] The iHummation sources 310 provide light to dlluminate a portion of an
anatomical space. The iHlumination sources can each be one or more light-emitting devices
configured to emit light at a selected wavelength or range of wavelengths. The wavelengths can
be any suitable wavelength, for example visible spectrum light, infrared hight, x-ray {(e.g., for
fluoroscopy), to name a few examples. In some embodiments, tlummation sources 310 can
mclude light-emitting diodes (LEDs) located at the distal end 300, In some embodiments,
illuroination sources 310 can include one or more fiber optic fibers extending through a length of
the endoscope to transmit light through the distal end 300 from a remote light source, for
example an x-ray generator. Where the distal end 300 includes multiple illumination sources
310 these can each be configured to enut the same or different wavelengths of light as one
another.

[0100] The imaging device 315 can include any photosensitive substrate or structure
configured to convert energy representing received light mto electric signals, for example a
charge-coupled device (CCD) or complementary metal-oxide semiconductor {CMOS) 1mage
sensor.  Some examples of imaging device 315 can include one or more optical fibers, for
example a fiber optic bundle, configured to transmit an wwage from the distal end 300 of the
endoscope to an eyepiece and/or mmage sensor at the proximal end of the endoscope. Imaging
device 315 can additionally mclude one or more lenses and/or wavelength pass or cutoff filters
as required for various optical designs. The hight emitted from the Hlumination sources 310
allows the imaging device 315 to capture images of the interior of a patient’s luminal network.
These images can then be transmitted as individual frames or series of successive frames (eg., a
video) to a computer system such as command console 200 for processing as described herein.

[6101] Electromagnetic coils 305 located on the distal end 300 may be used with an
electromagnetic tracking system to detect the position and orientation of the distal end 300 of the
endoscope while 1t s disposed within an anatomical system. In some embodiments, the coils
305 may be angled to provide sensitivity to electromagnetic fields along different axes, giving
the disclosed navigational systems the ability to measure a full 6 degrees of freedom: three

positional and three angular. In other embodiments, only a single coil may be disposed on or
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within the distal end 300 with its axis oniented along the endoscope shaft of the endoscope. Due
to the rotational symmetry of such a system, it is insensitive to roll about its axis, so only 5
degrees of freedom may be detected in such an implementation.

[0102] ‘igure 4 illustrates a schematic block diagram of an example navigation
fusion system 400 as described herein. As described in more detail below, using the framework
400, data from a number of different sources is combined and repeatedly analyzed during a
surgical procedure to provide an estimation of the real-time movement information and
location/orientation information of a surgical instrument {e.g., the endoscope) within the luminal
network of the patient and to make navigation decisions. The system 400 includes a number of
data repositories including respiration sensor data repository 405, endoscope EM sensor data
repository 415, registration data repository 475, model data repository 425, endoscope imaging
data repository 480, navigation path data repository 445, safety zone data repository 455, and
robotic position data repository 470, Though shown separately in Figure 4 for purposes of
clarity in the discussion below, it will be appreciated that some or all of the data repositories can
be stored together in a single memory or set of memories. The system 400 also includes a
number of processing modules including respiration frequency and/or phase identifier 410,
endoscope position estimator 420, registration calculator 465, location calculator 430, image
analyzer 435, state estimator 440, safety mode controller 450, and navigation controller 460,
Fach module can represent a set of computer-readable instructions, stored n a memory, and one
or more processors configured by the mstructions for performing the features described below
together. The navigation fusion system 400 can be implemented as one or more data storage
devices and one or more hardware processors, for example in the control and sensor electronics
184 and/or console base 201 described above.

[6103] Respiration sensor data repository 405 s a data storage device that stores data
derived from a respiration sensor. As described above, the respiratory sensor can comprise EM
sensor{s} 130, an acoustic respiratory sensor, an image sensor having a field of view positioned
to capture images of the luminal network, and ventilator inflation/deflation information. In some
embodiments, the respiratory sensor can comprise a number of EM sensors 130 and the data in
the respiration sensor data repository 405 can include, for each sensor, time-dependent position
data representing the positions of the sensor in the EM field over ime. For example, data for

each sensor can be stored as a tuple in the form of (%, v, z, t,) where x, v, and z represent the
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coordmates of the sensor in the EM field at time t,, The respiration sensor data repository 405
can store a number of such tuples for each sensor corresponding to a number of different times.

[0104] The respiration frequency and/or phase identifier 410 1s a module configured
to receive data from the respiration sensor data repository 405 and analyze such data to calculate
the frequency and/or phase of respiration. Frequency refers to the time interval between
successive phases, for example between successive cycles of inspiration and expiration. Phase
refers to whether the respiration cycle s an inspiration phase (e.g., while the patient 1s inhaling)
or an expiration phase (e.g., while the patient is exhaling). Some embodiments can use a Fourner
transform to extract the frequency of respiration from the respiration sensor data, using data from
one or all of the sensors in various embodiments.

[0105] The endoscope EM sensor data repository 415 1s a data storage device that
stores data derived from an EM sensor at the distal end of an endoscope. As described above,
such a sensor could include EM sensor 123, and EM sensor coils 305 and the resulting data can
be used to identify position and orientation of the sensor within the EM field. Similar to the data
from EM respiration sensors, data for an endoscope EM sensor can be stored as a tuple in the
form of (x, v, z, t,) where x, v, and z represent the coordinates of the sensor in the EM field at
time t,. Some embodiments may further include roll, pitch, and yaw of the instrument 10 the EM
sensor tuple. The endoscope EM sensor data repository 415 can store a number of such tuples
for each endoscope-based sensor corresponding to a number of different times.

[6106] The endoscope position estimator 420 1s a module that receives data from the
endoscope EM sensor data reposttory 415 and additionally from the respiration frequency and/or
phase identifier 410 in some embodiments, and to use such data to reduce “noise” i the signal
received from the endoscope EM sensor due to cyclic movement of the luminal network of the
patient. For example, in one implementation endoscope position estimator 420 can generate a
filter based on the determined respiration frequency and apply the filter to the data from the
endoscope EM sensor.  In another implementation, endoscope position estimator 420 can
identify a magnitude of displacement of one or more of the respiration sensors during respiration
and can apply the displacement value as a bias to the position indicated by the endoscope EM
sensor data. This can be performed dynamically, for example by wdentifying respiration sensor

displacement at time t, and applying that as a bias to the endoscope position at time t,, by
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identifying a next respiration sensor displacement at time t,+; and applying that as a bias to the
endoscope position at time ty.q, and so on.

(0187} The model data repository 425 is a data storage device that stores data
representing a model of the luminal network of the patient. As an example, a preoperative
procedure can be performed to take C7T scans of a patient’s lungs, and a computing system can
use data from these scans to build a 3D model of the lungs of the patient. Such a model can
provide 3D information about the structure and connectivity of the luminal network, including
the topography and/or diameters of patient airrways in some examples. Some CT scans are
performed at breath-hold so that the patient’s airways are expanded to their full diameter.

[0108] The registration calculator 465 1s a module that can wdentify a registration or
mapping between the coordinate frame of the 3D model (e.g., a coordinate frame of the CT
scanner used to generate the model} and the coordinate frame of the EM field (e g, of the EM
field generator 120). In order to track a sensor through the patient's anatomy, the navigation

<

fusion system 400 may require a process known as “registration,” by which the registration
calculator 465 finds the geometric transformation that aligns a single object between different
coordinate svstems. For instance, a specific anatomical site on a patient may have a
representation in the 3D model coordinates and also in the EM sensor coordinates. In order to
calculate an ymtial registration, one implementation of the registration calculator 465 can
perform registration as described in UK. Application No. 15/268,238, filed September 17,2016,
titled “Navigation of Tubular Networks,” the disclosure of which 1s hereby imcorporated by
reference. As an example of one possible registration technique, the registration calculator 465
can receive data from the endoscope imaging data repository 480 and the EM sensor data
repository 415 at a number of different points as the endoscope is inserted into the airways of the
patient, for example as the endoscope reaches various bifurcations. The image data can be used
to dentify when the distal end of the endoscope has reached a bifurcation, for example via
automated feature analysis. The registration calculator 465 can receive data from the endoscope
EM sensor data repository 415 and identify a location of the EM sensor at the distal end of the
endoscope as the endoscope is positioned at the bifurcation. Some examples can use not only
bifurcations but other points in the patient’s airway, and may map such pomts to corresponding
points in a “skeleton” model of the airway. The registration calculator 465 can can use data

linking at least three of EM positions to points in the model in order to identify the geometric
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transformation between the EM field and the model. Anocther embodiment can invelve manual
registration, for example by taking at least 3 from a first bifurcation of the patient’s airway and
from two more bifurcations in the left and right lungs, and can use the corresponding points to
calculate the registration. This data to perform the geometric transformation {(also referred to as
registration data) can be stored in the registration data repository 475 as registration data.

[0109] After the initial registration is determined, the registration calculator 465 may
update its estimate of the registration transform based on received data so as to increase
transform accuracy as well as to compensate for changes to the navigation system, e.g., changes
due to movement of the patient. In some aspects, the registration calculator 465 may update the
estimate of the registration transform continually, at defined intervals, and/or based on the
position of the endoscope {or component(s) thereof) in the lununal network.

[0110] Registration data repository 475 15 a data storage device that stores the
registration data that, as just discussed, is usable to perform a geometric transformation from the
coordinate frame of the EM field to the coordinate frame of the model. Also discussed above,
the registration data may be generated by the registration calculator 465 and may be updated
continually or periodically 1n some implementations.

[0111] The location calculator 430 15 a module that receives data from the model data
repository 425, registration data repository 475, and the scope position estimator 420 to translate
EM sensor coordinates mto 3D model coordinates. The scope position estimator 420 calculates
an mitial position of the EM sensor relative to the position of the EM field generator, as
described above. This position also corresponds o a location within the 3D model. In order to
translate the imtial position of the EM sensor from the EM coordinate frame into the model
coordinate frame, the location calculator 430 can access the mapping between the EM coordinate
frame and the model coordinate frame (e.g., registration data) as stored in the registration data
repository 475, In order to translate the scope position into the 31 model coordinate frame, the
location calculator 430 recetves, as input, data representing the topography of the 3D model from
the model data repository 425, data representing the registration between the EM field and the
coordinate frame of the 3D model from the registration data repository 475, and the postiion of
the scope in the EM field from the scope position estimator 420, Some embodiments can also
receive prior estimated state data from the state estimator 440. Based on the received data, the

location calculator 430 may perform, e g., on-the-fly transformation of the EM sensor position
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data to a position in the 3D model. This can represent a preliminary estimate of the position of
the distal end of the scope within the topography of the 3D model and can be provided as one
mnput to the state estimator 440 for generating a final estimate of the scope position, as described
m more detail below.

(0112} The endoscope imaging data repository 480 1s a data storage device that stores
image data received from a camera of the endoscope, for example the imaging device 315, The
image data can be discrete images or series of image frames in a video sequence in various
embodiments.

[0113] The image analyzer 435 s a module that receives data from the endoscope
imaging data repository 480 and model data repository 425 and can compare this data to
determune endoscope positioning. For example, the image analyzer 433 can access volume-
rendered or surface-rendered endoluminal images of the awrway tree from the model scans and
can compare the rendered images with the real-time image or video frames from the unaging
device 315, For example, the images can be registered (e.g., using Powell's optimization,
simplex or gradient methods, gradient descent algorithims with normalized cross correlation or
mutual information as costs), and then weighted normalized sum of square difference errors and
normalized mutual mformation can be used for comparing the registered tmages obtained from
the two sources. Sumilarity between a 2D 1mage from the scan and a 2D image received from the
endoscope can indicate that the endoscope 13 positioned near the location of the image from the
scan.  Such image-based navigation can perform local registrations at bifurcations of patient
arrways and so can be less susceptible to noise due to patient breathing motion than EM tracking
systems. However, as the image analyzer 435 relies on the endoscope video, the analysis can be
affected by artifacts in the images caused by patient coughing or mucous obstruction.

[6114] The image analyzer 435 can implement object recognition techniques in some
embodiments, by which the image analyzer 435 can detect objects present in the field of view of
the image data, such as branch openings, lesions, or particles. Using object recognition, the
image analyzer can output object data indicating information about what objects were identified,
as well as positions, orientations, and/or sizes of objects represented as probabilities. As one
example, object recognition can be used to detect objects that may indicate branch points in a
luminal network and then determine their position, size, and/or orientation. In one embodiment,

m a given image within a luminal network, each branch will typically appear as a dark,
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approximately elliptical region, and these regions may be detected automatically by a processor,
using region-detection algorithms such as maximally stable extremal regions (MSER} as objects.
The image analyzer 435 can use light reflective intensity combined with other techniques to
identify airways. Further, image analyzer 435 can further track detected objects across a set of
sequential image frames to detect which branch has been entered from among a set of possible
branches in the luminal network.

[0115] The robotic position data repository 470 1s a data storage device that stores
robotic position data received from surgical robotic system 110, for example data related to
physical movement of the medical instrument or part of the medical mnstrument (e.g, the
instrument tip or distal end) by the surgical robotic systern 110 within the luminal network,
Example robotic position data may include, e.g., command data instructing the instrument tip to
reach a specific anatomical site and/or change s onientation {e.g., with a specific pitch, roll,
vaw, insertion, and retraction for one or bhoth of a leader and a sheath of an endoscopic
instrument) within the lununal network, msertion data representing insertion movement of the
part of the medical mstrument (e g , the instrument tip or sheath), IDM data, and mechanical data
representing mechanical movement of an elongate member of the medical instrument, such as,
for example, motion of one or more pull wires, tendons or shafts of the endoscope that drive the
actual movement of the endoscope within the tuminal network.

[06116] The navigation path data repository 445 15 a data storage device that stores
data representing a pre-planned navigation path through the luminal network to a target tissue
site. Navigating to a particular pont it a luminal network of a patient’s body may require certain
steps to be taken pre-operatively in order to generate the information needed to create the 3D
model of the tubular network and to determine a navigation path within it. As described above, a
3D model may be generated of the topography and structure of the specific patient’s airways. A
target can be selected, for example a lesion to biopsy or a portion of organ tissue to repair
surgically. In one embodiment, the user i1s capable of selecting the location of the target by
mterfacing with a computer display that can show the 3D model, such as by clicking with a
mouse or touching a touchscreen. In some embodiments, the navigation path may be identified
programmatically by analysis of the model and an identified lesion site to derive a shortest
navigation path to the lesion. In some embodiments the path may be identified by a physician, or

an automatically-identified path may be modified by a physician. The navigation path can
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identify a sequence of branches within the luminal network to travel through so as to reach the
identified target.

[6117] The state estimator 440 is a module that receives inputs and performs analysis
of the inputs to determine a state of the medical instrument For example, the state estimator 440
can receive, as inputs, data from the respiration frequency and/or phase identifier 410, scope
position estimator 420, location calculator 430, image analyzer 435, navigation path data
repository 443, and robotic position data repository 470, The state estimator 440 can implement
a probabilistic analysis to determine a state and corresponding probability of the medical
mstrument within the luminal network given the provided mputs. Estimated state can refer to
one or more of (1) the x, v,z position of the instrument relative to a coordinate frame of a model
of the luminal network, (2) whether the instrument 1s located 1n a certain region of the model, for
example a particular airway branch or pre-udentified safety zone, (3) puich, roll, vaw, insertion,
and/or retraction of the mstrument, and (4) distance to target The state estimator 440 can
provide the estimated state of the instrument (or the distal tip of the instrument) as a function of
time.

[6118] In some embodiments, the state estimator 440 can implement a Bayesian
framework to deternune the state and corresponding probability. Bayesian statistical analysis
starts with a belief, called a prior, and then update that belief with observed data. The prior
represents an estimate of what the Bayesian model parameters might be and can be represented
as a parameterized distribution. The observed data can be gathered to obtain evidence about
actual values of the parameters. The outcome of Bayesian analysis s called a posterior, and
represents a probabilistic distribution expressing events in terms of confidence. If further data 1s
obtained the posterior can be treated as the prior and updated with the new data. This process
employs the Bayes rule, which indicates a conditional probability, for example how likely 1s
event A if event B happens.

[6119] With respect to the disclosed navigation fusion system 400, the state estimator
440 can use previously estimated state data as the prior and can use the inputs from the
respiration frequency and/or phase identifier 410, scope position estimator 420, location
calculator 430, image analyzer 435, navigation path data repository 445, and/or robotic position
data repository 470 as observed data. At the outset of a procedure, a vision-based imitialization

technique can be used to estimate the initial depth and roll in the trachea, and this estimate can be
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used as the prior. The state estimator 440 can perform Bayesian statistical analysis of the prior
and observed data to generate a posterior distribution representing a probability and confidence
value of each of a number of possible states.

[6120] The “probability” of the “probability distribution”, as used herein, refers to a
likelihood of an estimation of a posstble location and/or orientation of the medical instrument
being correct. For example, different probabilities may be calculated by one of the algorithm
modules indicating the relative likelihood that the medical instrument 1s in one of several
different possible branches within the luminal network. In one embodiment, the type of
probability distribution {e g., discrete distribution or continuous distribution) 1s chosen to match
features of an estimated state {e.g., type of the estimated state, for example continuous position
information vs. discrete branch choice). As one example, estimated states for identifying which
segment the medical mstrument 18 m for a trifurcation may be represented by a discrete
probability distribution, and may include three discrete values of 20%, 30% and 50%
representing chance as being in the location inside each of the three branches as determined by
one of the algorithm modules. As another example, the estimated state may include a roll angle
of the medical instrument of 40 £ 5 degrees and a segment depth of the instrument tip within a
branch may be 15 4 + 1 mm, each represented by a Gaussian distribution which 1s a type of
continuous probability distribution.

[6121] In contrast, the “confidence value,” as used herein, reflects a measure of
confidence m the estimation of the state provided by one of the modules of Figure 4 based one or
more factors. For the EM-based modules, factors such as distortion to EM Field, mmaccuracy n
EM registration, shift or movement of the patient, and respiration of the patient may affect the
confidence in estimation of the state. Particularly, the confidence value in estimation of the state
provided by the EM-based modules may depend on the particular respiration cycle of the patient,
movement of the patient or the EM field generators, and the location within the anatomy where
the instrument tip locates. For the image analyzer 435, examples factors that may affect the
confidence value in estimation of the state include tllumination condition for the location within
the anatomy where the images are captured, presence of fluid, tissue, or other obstructions
against or in front of the optical sensor capturing the 1mages, respiration of the patient, condition

of the tubular network of the patient itself {e g, lung} such as the general fluid mside the tubular
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network and occlusion of the tubular network, and specific operating techniques used in, e.g,,
navigating or image capturing.

(0122} For example one factor may be that a particular algorithm has differing levels
of accuracy at different depths in a patient’s lungs, such that relatively close to the airway
opening, a particular algorithm may have a high confidence i its estimations of medical
mstrument location and orientation, but the further into the bottom of the lung the medical
mstrument travels that confidence value may drop. Generally, the confidence value is based on
one or more systemic factors relating to the process by which a result 15 determined, whereas
probability 15 a relative measure that arises when trying to determine the correct result from
multiple possibilities with a single algorithm based on underlying data.

[0123] As one example, a mathematical equation for calculating results of an
estimated state represented by a discrete probability distnibution (e.g, branch/segment
identification for a trifurcation with three values of an estimated state involved) can be as

follows:

Sl = CEM * Pl,EM + C.’mage * Py image + LRobot * pl,RaboL >

1,1
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[0124] In the example mathematical equation above, 5;(i = 1,2,3) represents
possible example values of an estimated state in a case where 3 possible segments are identified
or present in the 3D model, Cguy, Cpgge, and Cpopgp represents confidence value corresponding
to EM-based algorithm, image-based algorithm, and robot-based algorithm and P, py, P jnages
and P, popor represent the probabilities for segment 7. Because of the probabilistic nature of such
a fusion algorithm, respiration can be tracked over time and even predicted to overcome latency
and outlier disturbances.

[0125] In some embodiments, confidence values for data from the scope posttion
estimator 420, registration calculator, and image analyzer 435 can be adaptively determined
based on the respiration phase from the respiration frequency and/or phase identifier 410, For
example, robotic position data and image data can be affected differently than EM sensor data by

respuration motion. In some embodiments, vision data obtained from the endoscope imaging
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data repository 430 can be used to detect certain kinds of respiratory motion that are not
detectable via sensors external to the luminal network, for example movement of an airway m a
cranal-caudal (backward-forward) motion that can be detected through vision processing,

[0126] The safety zone data repository 455 is a data storage device that stores data
representing areas and/or conditions for which particular caution should be exercised during
mstrument insertion. For example, as described above the 3D model can include information
relating to airway diameter. Branches of the luminal network having diameters less than or equal
to the diameter of the endoscope, or within a predetermined threshold (e.g., 1-2 mm, around 4
mm, or any other threshold distance) of the endoscope diameter, can be designated as safety
zones. Such designation can be made programmatically by a processor in some embodiments
via comparison of the diameters. As another example, certain phases of the patient respiration
cycle can be designated as a safety “zone,” such as the expiration phase of patient respiration, or
such as a transition phase beginning m expiration and ending partway into mspiration during
which the patient’s auways are expected to be constricted. In some embodiments the threshold
can be configurable based on factors including dimensions of the instrument, control tolerances
of the controlled movement, user configurable preferences, etc. The safety zone data repository
435 can store instructions regarding robotic system operation and/or hmitations in various safety
zones i some embodiments.

[6127] The safety mode controller 450 13 a module that receives a number of inputs
and determine whether to activate a safety mode. For example, the safety mode controller 450
can receive, as inputs, data from the safety zone data repository 455, respiration phase data from
the respiration frequency and/or phase identifier 410, and an estimated state ouiput from the state
estimator 440, The safety mode controller 450 can compare the respiration phase and estimated
state to the data from the safety zone repository to determine whether to activate a safety mode.

[6128] The navigation controller 460 15 a module that receives data from the safety
mode controller 450 and uses this data to guide further operation of the surgical robotic system
110. For example, when a safety mode 1s activated, the navigation controller 460 can receive
data from the safety mode controller 450 regarding specific display instructions and/or IDM
operation instructions. When a safety mode s not activated, the navigation controller 460 can
receive data from the safety mode controller 450 regarding the estimated state and any next

movement identified in the navigation path data.
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Overview of Example Navieation Technigues

[0129] In accordance with one or more aspects of the present disclosure, Figure S
depicts a flowchart of an example process 500 for filtering out noise due to luminal network
movement from instrument position estimations as described herein. The process 500 can be
mplemented in the navigation fusion system 400 Figure 4, the control and sensor electronics 184
of Figure 1, and/or the console base 201 of Figure 2, or component(s} thereof.

[6130] At block 53035, location calculator 430 can access a model of a patient’s
tuminal network, for example, from model data repository 425. For example, the model can be a
segmented map of a patient’s aurways generated from CT scans in some implementations. The
model can be any two or three dimensional representation of the actual luminal network {(or a
portion of the luminal network) of the patient.

[0131] At block 510, the endoscope position estimator 420 can receive data from
instrument sensor(s) and the respiration frequency/phase identifier 410 can receive data
respiration sensor(s}), for example from respiration sensor data repository 405 and endoscope EM
sensor data repository 410, respectively. As described above, the endoscope sensor data can be
derived from an EM sensor on an endoscope and can provide location and/or onientation of a
distal end of the endoscope within an EM field generated around the luminal network, and the
respiration sensor data can be generated by a sensor posttioned to detect movement of the
fuminal network.

[0132] At block 515, the location calculator 430 can estimate a position of the
mstrument relative to the model. For example, a coordinate frame of the model may be mapped
to a coordinate frame of the EM field at the cutset of the medical procedure during registration
{see above discussion on registration calculator 465 and registration data repository 475} The
location calculator 430 can use this mapping (via the registration data) together with coordinates
of the sensor position within the field to generate an initial estimate a location of the instrument
sensor within the model. However, as described above, due to motion of patient airways during
respiration, the mnitial registration of the model to the EM field coordinate frame may not
accurately reflect the actual, dyvnamic position of the patient’s airways within the EM field.
Because the wnstrument is located within one of the dynamically moving airways, when the

atrway location within the EM field varies from the mapped location of that same airway in the
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model, the position estimated at block 515 may be inaccurate, e.g., to the respiratory motion
artifact/component of the estimated position of the instrument.

[0133] At block 520, the respiration frequency and/or phase identifier 410 can extract
the frequency of the respiration from the data from the respiration sensor(s), for example by
using a Fourier transform to extract the frequency of the respiration. The Fourter transform can
be applied to data from one or more sensors in embodiments having multiple respiration sensors.

[0134] At block 525, the location calculator 430 and/or endoscope position estimator
420 can mmplement a filtering stage 535 to adjust one or both of the nstrument and model
positions based on the identified frequency of the respiration in order to compensate for the
cychic movement of the luminal network. Various imaplementations of the filtering stage 535 are
described in more detail with respect to Figure 6A~6C.

[6135] At block 530, the state estumator 440 can output an indication of the
instrument position. The output can be provided to a navigation system, for example the surgical
robotic system 110, to a user interface, for example display 202, or both. In some embodiments,
the mdication can be output to the state estimator 440 for use in determining a probable state of
the instrument.

[#136] Figures 6A-6C depict flowcharts of various example processes that can be
used for the filtering stage 535 of Figure 5. The processes of Figures 6A-6C can be implemented
by the navigation fusion system 400 Figure 4, the control and sensor electronics 184 of Figure 1,
and/or the console base 201 of Figure 2, or component{s} thereof.

[8137] Turning to Figure 64, depicted 15 one example process 600A that can be used
for the filtering stage 535 At block 605, the endoscope position estimator 420 can design a fiiter
based on the identified respiration frequency. As described above, in some embodiments the
model of the patient’s airways can be generated during breath-hold conditions.  As such, the
filter can be a band-pass or band-stop filter designed to select data from the mnstrument EM
sensor during peak mnspiration conditions corresponding to the breath-hold conditions during
which the model was generated.

[6138] At block 610, the endoscope position gstimator 420 can apply the filter
designed at block 605 to the data from the instrument EM sensor to filter out portions of the data.
By doing so, the process 600A can filter out portions of the EM sensor signal that are typically

considered “noise” and that lead to inaccurate registrations with the 3D model Because the EM
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sensor position is registered to a static 3D model, filtering out portions of the signal that occur
during respiration conditions that vary from the respiration conditions during which the model
was generated can increase the accuracy of the registration.

[0139] Turning to Figure 6B, depicted is another example process 600B that can be
used for the filtering stage 535. At block 615, the respiration frequency and/or phase identifier
410 can identify a magnitude of displacement of each respiration sensor. The magnitude can be
measured relative to a “baseline” position of each sensor. The bhaseline can be set when
calibrating the model coordinates to the EM field coordinates by recording the position of eac
sensor at the calibration time. In embodiments having multiple EM sensors positioned on the
chest of a patient, a sensor attached closer to the sternum will show a lower magnitude of
displacement than a sensor attached closer to the lower bounds of the lung.

[0140] At block 620, the endoscope position estimator 420 can identity a relative
position of the mstrument sensor relative to the respiration sensors. For example, x and v
coordinates (representing the length and width locations in the EM field) can be compared to
determine a closest respiration sensor and/or a relative distance between the mstrument sensor
and each respiration sensor.

[0141] At block 6235, the process endoscope posttion estimator 420 can interpolate a
displacement of the instrument sensor based on the displacements of the respiration sensors and
the relative positioning of the instrument sensor and respiration sensors,

[0142] At block 630, the endoscope position estimator 420 can adjust the estimated
mstrument position calculated at block 515 by the mterpolated displacement.  As such, the
adjusted position can represent a more accurate location of the instrument within the model by
compensating for the displacement of the airway relative to the model coordinate frame.

[6143] Turning to Figure 6C, depicted is another example process 600C that can be
used for the filtering stage 535, At block 630, the respiration frequency and/or phase identifier
410 can identify a magnitude of displacement of each respiration sensor. This can be performed
simtilarly to block 615 of process 600B described above.

[0144] At block 635, the location calculator 430 can access a mapping of the 3D
model to respiration sensor positions. For example, each respiration sensor can be mapped to an

x and y coordinate within the model.
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[6145] At block 640, the location calcuiator 430 can translate the model to new
coordinates within the EM field coordinate frame based on this mapping and the displacement
magnitudes. For example, at each (x,y) coordinate to which a sensor was mapped, the process
600C can adjust the z-value of the (x,y,z} model coordinates based on the magnitude of
displacement of the mapped sensor. For (x,y) coordinates between mapped sensors the z-value
can be adjusted based on a magnitude interpolated based on the magnitudes and distances from
adjacent sensors. As such, the position of the model within the EM field coordinate frame can be
dynamically adjusted to reflect movement of the patient’s airways.

[0146] At block 645, the location calculator 430 can register the nstrument position
to the translated model. For example, the location calculator 430 can access the (x,y.z)
coordinate data of the instrument sensor within the EM field and identify a corresponding
location within the translated model.

[6147] Some embodiments of the process 500 can use one or more of the processes
600A, 6008, 600C to calculate the instrument posttion relative to the model in the filtering stage
535,

[0148] In accordance with one or more aspects of the present disclosure, Figure 7
depicts a flowchart of an example process 700 for activating a safety mode during lununal
network navigation as described herein. The process 700 can be implemented by the navigation
fusion system 400 Figure 4, the control and sensor electronics 184 of Figure 1, and/or the
console base 201 of Figure 2, or component{s) thereof.

[6149] At block 705, the state estimator 440 can access a 3D model of a patient’s
lumunal network, for example from model data repository 425.

{0150] At block 710, the state estimator 440 can receive data from one or both of
mstrument sensor(s) and respiration sensor(s), for example from respiration sensor data
repository 405 and endoscope EM sensor data repository 415, or can receive analyses of such
data from modules 410, 420, and/or 430. As described above, the endoscope sensor data can
provide location and/or orientation of a distal end of the endoscope within an EM field generated
around the luminal network, and the respiration sensor data can be generated by a sensor
positioned to detect movement of the luminal network.  After block 710, the process 700 may

spht into two sub-processes that can be performed individually or together in order to determine
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whether to activate a safety mode. These sub-processes, if performed together, can be performed
in parallel or in sertes.

[0151] If the state estimator 440 receives instrument sensor position data at block
710, then the process 700 can transition to block 715 At block 715, the state estimator 440 can
estimate the position of the mstrument relative to the model. This estimate can be performed by
any of processes 600A-600C described above mn some embodiments in order to compensate for
cyclic motion.

[0152] At decision block 720, the safety mode controller 450 determines whether the
position of the mstrument falls within a predefined safety zone of the 3D model. As described
above, safety zones can be predefined based on airway and instrument diameter corparisons, If
the position of the nstrument does not fall within a safety zone, the process 700 loops back to
block 710 to receive new data from the sensors. In other embodiments, the process 700 can
transition to block 725.

[0183] If the posttion of the instrument does fall within a safety zone, the process 700
transitions to block 735 and safety mode controller 430 activates a safety mode for further
navigation {(e.g, a next movement of the wnstrument or subsequent movement(s) of the
mstroment),

[0154] Turning to block 725, if the process 700 recetves respiration sensor position
data at block 710, then the process 700 can transition to block 725, At block 725 the respiration
frequency and/or phase identifier 410can dentify the respiration phase as either inspiration or
expiration.

[6155] At decision block 730, the safety mode controller 450 determines whether the
phase of the respiration corresponds with predefined safety conditions. In some embodiments,
all expiration phases can be identified as safety conditions. In some embodiments, expiration
when in certain branches of the airways can correspond to the safety conditions. In some
embodiments, the safety mode controller 450 can analyze historical respiration frequency data to
predict whether the next movements of the instrument will fall within a respiration phase
correlated with safety conditions. If the phase (or predicted phase} of the respiration does not
correspond with predefined safety conditions, the process 700 loops back to block 710 to receive

new data from the sensors. In other embodiments, the process 700 can transition to block 715
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[6156] If the phase (or predicted phase) of the respiration does correspond with
predefined safety conditions, the process 700 transitions to block 735 and the safety mode
controller 450 activates a safety mode for further navigation (e.g., a next movement of the
mstrument or all subsequent movement of the mstrument).

(0157} If the process 700 transitions to block 735 because the position of the
mstrument has entered a safety zone, in some embodiments safety mode may be activated for all
further insertion as airways tend to decrease in diameter further toward the lung periphery and
navigation paths tend to travel from the central airways outward toward the periphery. If the
process 700 transitions to block 735 because the phase of respiration (e.g., expiration) causes the
process to activate safety mode, the safety mode may be activated for the duration of a predicted
expiration cycle or until a next detected mspiration cycle.

[0158] In a safety mode, some embodiments of the process 700 may implement the
navigation controller 460 to place limitations on mstrument movement. For example, in safety
mode the navigation controller 460 may prevent the surgical robotic system 110 from actuating
mstrument drivers. In such embodiments, navigation controller 460 can override a user input
into a robotic system to guide insertion of the instrument while the safety mode 15 activated, for
example during patient expiration.

[0159] In some embodiments, the safety mode controller 450 may determine that the
airway diameter of atrways positioned down the navigation path from the calculated instrument
focation are smaller than the diameter of the mstrument. Thus, in the safety mode navigation
controller 460 may prevent further insertion and the user may be prompted to insert a smaller,
steerable channel through the working channel of the endoscope for any further navigation.

{0160] In a safety mode, some embodiments of the process 700 may not place
limitations on instrument movement but instead may provide output to the user to indicate that
caution should be exercised during instrument movement. Such outputs include graphical (e g,

on display}, audible, or tactile (e.g., haptic feedback through an input device 204) warnings.

Overview of Example Navieation User Interfaces

[0161] Figures 8A and 8B illustrate example user interfaces 800A, 800B that can be

presented to users during luminal network navigation in a safety mode as described herein. For
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example, the user interfaces 800A, 800B can be presented on the display 202 of Figure 2 in some
embodiments.

[0162] Figure 8A illustrates an example user interface 800A that can be presented to
a user during the expiration phase of patient respiration. The example user interface 800
mncludes a warning 805, a virtual navigation section 810, and a respiration tracking section 820.

[0163] The wvirtual navigation section 810 includes a visualization of the patient
airways 812 and a visualization of the navigation path 814 through the airways. As described
above, this can be based on a 3D model in some embodiments. In some embodiments the virtual
navigation section 810 can alternatively or additionally display images received from the
endoscope camera.

[0164] The respiration tracking section 820 includes a waveform 822 of patient
respiration and a marker 824 mdicating the current pont in the respuration cycle. In the
waveform 822, portions of the waveform having positive slopes may represent inspiration and
portions having negative slopes may represent expiration. Some embodiments may additionally
display a predicted wavetorm of future respiration based, for example, on frequency analysis of
previous respiration cycles and/or ventilator cycle data.  As illustrated, the current point n the
respiration cycle corresponds to an expiration phase.

[0165] The warning 805 alerts the operator of the system 1o pause navigation during
expiration.  In some embodiments, the warning 805 can be accompanied by an additional
warning 816 overlaid onto the virtual navigation section 810. In other embodiments the color of
the display may change, an alarm may sound, an mput joystick may vibrate, or other visual,
audible, or tactile indications can be presented to alert the user that the device 15 operating in
safety mode. In some embodiments user control of the robotic system 110 can be overridden in
this state in order to mitigate trauma to patient airways.

[8166] Turning to Figure 8B, illustrated 1s another example user mterface 800B that
can be presented to a user during the navigation through a predetermined safety zone as
described above. The user interface 800B includes a warning 805, a virtual navigation section
810, and a model display section 830.

[0167] As described above, the virtual navigation section 810 includes a visualization

of the patient airways 812 and a visualization of the navigation path 814 through the arways.
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[6168] The model display section 830 includes a graphical representation of the 3D
model with a current position marker 832 and safety zone marker 834, As illustrated, the current
position 832 1s within the safety zone 834, As such, the warning 805 alerts the operator of the
system that they are navigating through a caution zone. Further alerts can be provided to assist

the user with pausing navigation during expiration in the zone.

Alternative Filter Technigues

[0169] As mentioned above, some embodiments may utilize an approach that (a)
receives raw sensor data for a given time period, (b} applies a function {e g., Fourier Transform)
to determine the respiration rate on the raw sensor data to determine the respiration rate for the
given time period, and (c) apphies a filter on the raw sensor data to remove the components of the
raw sensor data attributable to the determined respiration rate. However, these approaches may
mtroduce undesirable delay from (a) — (¢}, To lessen the delay from (a) — (c), some
embodiments may utilize predictive techniques for predicting the respiration rate for a future
time pertod. One predictive approach may involve using a non-linear Kalman filter (such as, an
extended Kalman filter (EKF), unscented Kalman filter (UKF) or other suitable approaches that
apply a Kalman filter to non-linear function) to predict respiration motion in near or substantially

133

real-time.  As used herein, “real-time” refers to processing apphied immediately following
acquisition of sensor data, for example processing on sensor data that is completed within a
sufficiently short window of time such that the processed data s able to be used for navigation of
the mstrument. An EKF or multiple EKFs (one for patch, one for scope) can identify in real time
the amphitude, direction and phase of respiration. Embodiments may remove the respiration
motion detected by the EXF or EKFs from the raw EM sensor data generated by the EM sensors,
or any other location sensor. The EKF may process historical raw sensor data to predict the
respiration motion for a current time period. The predicted respiration motion s then used to
filter out the respiration component in the raw sensor data. An EKF or multiple EKFs (one for
patch, one for scope) can identify in real time the amplitude, direction and phase of respiration.
Other example embodiments may use other predictive technigues, such as alpha-beta filtering,

Bayesian filtering, particle filtering, or the like.
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Compensation for Robotic Commands

[6170] In some embodiments, movement of the instrument may exhibit motions
similar to respiration. To compensate for these motions, embodiment for detecting and
compensation for respiration rate {or any other physiological induced motion) may use the
commanded motion data used to control (e.g., msert, retract, articulate) the mnstrument to avoud
detecting that motion as the respiration rate. For example, if the instrument’s movement is at a
given rate (as determinable by the commanded data), embodiments described above may apply a

filter to the sensor data to remove data attributable to that movement.

Alternative Sensor Types

[0171] As described above, aside from using EM sensors to determine the location of
the instrument, other embodiments may use other suitable sensor types. Such location sensors
may include shape sensing fibers, accelerometers, vision detection algorithms, gyroscopes, or

any other suitable sensor that can detect properties of motion

Compensation for Gther Physiological Noise

[06172] Although much of the embodiments described herein are detect and
compensate for noise create from a patient’s respiration rate, other embodiments may detect and
compensate for noise created by other physiclogical properties of the patient, such as heart rate
or any other detectable property. In such cases, where the heart rate may create noise in the EM
data, these embodiments may detect the frequency of the heart rate and use the techniques
discussed above to remove the noise created by the heart rate. Other noise artifacts may also be

detected, as may occur if the patient experiences a periodic tremor or physical movement.

Implementing Svstems and Termmnology

[6173] Implementations disclosed herein provide systems, methods and apparatus for

improved navigation of luminal networks.

3% L

[6174] It should be noted that the terms “couple,” “coupling,” “coupled” or other

o0

variations of the word couple as used herein may indicate either an indirect connection or a direct

connection. For example, if a first component s “coupled” to a second component, the first
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component may be either indirectly connected to the second component via another component
or directly connected to the second component.

[6175] The robotic motion actuation functions described herein may be stored as one
of more mnstructions on a processor-readable or computer-readable medium. The term
“computer-readable medium” refers to any available medium that can be accessed by a computer
or processor. By way of example, and not hmitation, such a medium may comprise RAM,
ROM, EEPROM, flash memory, CD-ROM or other optical disk storage, magnetic disk storage
or other magnetic storage devices, or any other medium that can be used to store desired program
code 1n the form of instructions or data structures and that can be accessed by a computer. It
should be noted that a computer-readable medium may be tangible and non-transitory. As used
herein, the term “code” may refer to software, 1nstructions, code or data that is/are executable by
a computing device or processor.

[0176] The methods disclosed herein comprise one or more steps or actions for
achieving the described method. The method steps and/or actions may be interchanged with one
another without departing from the scope of the claims. In other words, unless a specific order
of steps or actions 1s requited for proper operation of the method that is being described, the
order and/or use of specific steps and/or actions may be modified without departing from the
scope of the claims.

[8177] As used herein, the term “plurality” denotes two or more. For example, a
plurality of components indicates two or more components. The term “determining”
encompasses a wide variety of actions and, therefore, “determuning” can wnclude calculating,
computing, processing, deriving, investigating, looking up (e.g., looking up 1n a table, a database
or another data structure}, ascertaining and the like. Also, “determining” can include receiving
{(e.g., receiving information), accessing {e.g., accessing data in 3 memory} and the like. Also,

“determining” can include resolving, selecting, choosing, establishing and the like.

[6178] The phrase “based on” does not mean “based only on,” unless expressly
specified otherwise. In other words, the phrase “based on” describes both “based only on” and
“based at least on.”

{6179] The previous description of the disclosed implementations is provided to

enable any person skilled in the art to make or use the present imvention. Various modifications

to these implementations will be readily apparent to those skilled in the art, and the genenc
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principles defined herein may be applied to other implementations without departing from the
scope of the invention. For example, it will be appreciated that one of ordinary skill in the art
will be able to employ a number corresponding alternative and equivalent structural details,
such as equivalent ways of fastening, mounting, coupling, or engaging tool components,
equivalent mechanisms for producing particular actuation motions, and equivalent
mechanisms for delivering electrical energy. Thus, the present invention is not intended to be
limited to the implementations shown herein but is to be accorded the widest scope consistent

with the principles and novel features disclosed herein.

[0180] The reference to any prior art in this specification is not, and should not
be taken as, an acknowledgement or any form of suggestion that the prior art forms part of the

common general knowledge.

» o« » o«

[0181] In this specification, the terms “comprise”, “comprises”, “comprising” or
similar terms are intended to mean a non-exclusive inclusion, such that a system, method or
apparatus that comprises a list of elements does notinclude those elements solely, but may well

include other elements not listed.
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WHAT IS CLAIMED IS:
L. A system configured to navigate a luminal network of a patient the system
comprising:

a field generator configured to generate an electromagnetic (EM) field,
a set of one or more EM sensors at a distal end of a steerable instrument:
a set of one or more respiration sensors configured to be placed on the patient;
at least one computer-recadable memory having stored thercon executable
instructions; and
one or more processors in communication with the at least one computer-readable
memory and configured to execute the instructions to cause the system to at least:

access a preoperative model representative of the luminal network;

access a registration mapping between a coordinate frame of the EM field
and a coordinate frame of the preoperative model;

receive an EM data signal from the set of EM sensors within the EM field,

calculate a frequency of respiration of the patient based on a respiration data
signal from the set of respiration sensors;

apply a predictive filter to the EM data signal and the respiration data signal,
the predictive filter configured to predict respiration motion due to the respiration;

remove components of the EM data signal attributable to the predicted
respiration motion;

calculate, based on the EM data signal with the components removed, at
least one position of the set of EM sensors within the EM field,

determine a position of the distal end of the steerable instrument relative to
the preoperative model via transforming the at least one position of the set of EM
sensors within the EM field using the registration mapping;

determine at least one position of the set of EM sensors relative to the set of
respiration sensors;

calculate at least one positional displacement of the set of EM sensors
between inspiration and expiration phases of the respiration of the patient based on

(1) the determined at least one position of the set of EM sensors relative to the set
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of respiration sensors and (ii) at least one magnitude of displacement of the set of
respiration sensors between the inspiration and expiration phases; and

determine the position of the distal end of the steerable instrument relative
to the preoperative model based on the calculated at least one positional
displacement of the set of EM sensors between the inspiration and the expiration

phases.

2. The system of Claim 1, wherein each EM sensor of the set of EM sensors is
configured to produce a signal indicative of a distance and angle between the EM sensor and the
field generator, the electrical signal usable to determine one or both of a position and orientation

of the EM sensor within the EM field.

3. The system of Claim 1, wherein the set of respiration sensors comprises a first
additional EM sensor positioned, in use, at a first position on a body surface of the patient and a
second additional EM sensor positioned, in use, at a second position of the body surface, wherein
the second position is spaced apart from the first position such that a first magnitude of
displacement of the first additional EM sensor is greater than a second magnitude of displacement

of the second additional EM sensor between the inspiration and the expiration phases.

4. The system of Claim 3, wherein the one or more processors are configured to
execute the instructions to cause the system to at least:
determine a relative positioning of the set of EM sensors with respect to the first
and second additional EM sensors; and
interpolate between the first and second magnitudes of displacement based on the
determined relative positioning of the set of EM sensors, wherein the calculation of the
positional displacement of the set of EM sensors between the inspiration and the expiration

phases is based on the interpolated magnitude.

5. The system of Claim 3, wherein the one or more processors are configured to

execute the instructions to cause the system to at least:
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estimate a movement vector for at least a portion of the preoperative model based
on the at least one magnitude of displacement;

translate the preoperative model within the coordinate frame of the EM field based
on the estimated movement vector; and

determine the position of the distal end of the steerable instrument based on the

translated preoperative model.

6. The system of Claim 5, wherein, to translate the preoperative model within the
coordinate frame of the EM field, the one or more processors are configured to execute the
instructions to cause the system to at least:

move a first portion of the preoperative model to first new coordinates based on the
first magnitude of displacement; and
move a second portion of the preoperative model to second new coordinates based

on the second magnitude of displacement.

7. The system of Claim 1, further comprising a robotic system having instrument

drivers configured to effect movement of the steerable instrument.

8. The system of Claim 7, wherein the one or more processors are configured to
execute the instructions to cause the system to at least:
identify a next movement of the steerable instrument based on the position of the
distal end of the steerable instrument relative to the preoperative model; and

direct actuation of the instrument drivers to effect the next movement.

9. The system of Claim 7, further comprising a display, wherein the one or more
processors are configured to execute the instructions to cause the system to at least:
generate a graphical representation of the position of the distal end of the steerable
instrument relative to the preoperative model; and

render the generated graphical representation on the display.
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10.  The system of Claim 7, wherein the robotic system comprises an input device
configured to control movement of the steerable instrument based on user manipulation of the

input device.

I1. The system of Claim 1, wherein the preoperative model comprises a three-

dimensional computed tomography model of the luminal network of the patient.

12.  An apparatus configured to determine navigation of a luminal network of a patient,
the apparatus comprising:
at least one computer-recadable memory having stored thereon executable
instructions; and
one or more processors in communication with the at least one computer-readable
memory and configured to execute the instructions to cause the apparatus to at least:
access a model representative of the luminal network;
access a registration mapping between a coordinate frame of the model and
a coordinate frame of an electromagnetic (EM) field generated around the luminal
network;
receive data from an EM sensor on a distal end of a steerable instrument
inserted, in use, into the luminal network;
receive an EM data signal from the EM sensor within the EM field,
receive a cyclical movement data signal from at least one additional sensor
configured to detect movement of the luminal network, the at least one additional
sensor configured to be placed on the patient;
calculate, based on the cyclical movement data signal, a frequency of cyclic
movement of the luminal network;
apply a predictive filter to the EM data signal and the cyclical movement
data signal, the predictive filter configured to predict respiration motion due to the
respiration of the patient;
remove components of the EM data signal attributable to the predicted

respiration motion;
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calculate, based on the EM data signal with the components removed, a
position of the EM sensor within the EM field,

determine a position of the distal end of the steerable instrument relative to
the model via transforming the position of the EM sensor within the EM field using
the registration mapping;

determine a position of the EM sensor relative to the at least one additional
Sensor;

calculate a positional displacement of the EM sensor between inspiration
and expiration phases of the respiration of the patient based on (i) the determined
position of the EM sensor relative to the at least one additional sensor and (ii) at
least one magnitude of displacement of the at least one additional sensor between
the inspiration and expiration phases; and

determine the position of the distal end of the steerable instrument relative
to the model based on the calculated positional displacement of the EM sensor

between the inspiration and the expiration phases.

13. The apparatus of Claim 12, wherein the at least one additional sensor comprises

one or more EM sensors.

14. The apparatus of Claim 12, wherein the at least one additional sensor comprises an
accelerometer.
5. The apparatus of Claim 12, wherein the at least one additional sensor comprises an

acoustic respiratory sensor, and wherein the acoustic respiratory sensor detects the cyclic

movement during patient respiration.
16. The apparatus of Claim 12, wherein the luminal network comprises respiratory

airways, wherein the one or more processors are configured to execute the instructions to cause

the apparatus to guide the steerable instrument through the luminal network.
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17. The apparatus of Claim 12, wherein the at least one additional sensor comprises a
first additional EM sensor positioned, in use, at a first position on a body surface of the patient and
a second additional EM sensor positioned, in use, at a second position of the body surface, wherein
the second position is spaced apart from the first position such that a first magnitude of
displacement of the first additional EM sensor is greater than a second magnitude of displacement

of the second additional EM sensor between the inspiration and the expiration phases.

18. The apparatus of Claim 17, wherein the one or more processors are configured to
execute the instructions to cause the apparatus to at least:
determine a position of the EM sensor relative to the first and second additional EM
sensors; and
interpolate between the first and second magnitudes of displacement based on the
determined position of the EM sensor relative to the first and second additional EM sensors,
wherein the calculation of the positional displacement of the EM sensor between the

inspiration and the expiration phases is based on the interpolated magnitude.

19. The apparatus of Claim 17, wherein the one or more processors are configured to
execute the instructions to cause the apparatus to at least:
estimate a movement vector for at least a portion of the model based on the at least
one magnitude of displacement;
translate the model within the coordinate frame of the EM field based on the
estimated movement vector; and
determine the position of the distal end of the steerable instrument based on the

translated model.

20. The apparatus of Claim 19, wherein, to translate the model within the coordinate
frame of the EM field, the one or more processors are configured to execute the instructions to

cause the apparatus to at least:
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move a first portion of the model to first new coordinates based on the first
magnitude of displacement; and
move a second portion of the model to second new coordinates based on the second

magnitude of displacement.
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