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he correction of an iImage for ambient light in an optical touch-sensitive device Is disclosed. For example, one disclosed

embodiment comprises integrating a first field of pixels in an image data frame for a different duration of ambient light exposure
than a second field of pixels in the iImage data frame. Intensity data is read from the first field of pixels and the second field of pixels,
and an ambient light value is determined for one or more pixels in the image data frame from the intensity data. The ambient light
value then is used to adjusting one or more pixels of the data frame for ambient light.
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(57) Abstract: The correction of an image for ambient light in an optical touch-sensitive device is disclosed. For example, one

disclosed embodiment comprises inlegrating a first [ield of pixels in an image data frame [or a different duration of ambient light
cxposure than a sccond field of pixels in the image data frame. Intensity dala is read from the first ficld of pixels and the second

field of pixels, and an-ambient light value is determined for one or more pixels in the image data frame from the intensity data. The
ambient light value then is used to adjusting one or more pixels of the data frame for ambient light.
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CORRECTING FOR AMBIENT LIGHT IN AN OPTICAL TOUCH-SENSITIVE

DEVICE

BACKGROUND

[0001] Touch-sensitive devices may detect touch via several different mechanisms,

including but not limited to optical, resistive, and capacitive mechanisms. Some optical

touch-sensitive devices detect touch by capturing an 1mage of a backside of a touch screen

via an image sensor, and then processing the image to detect objects located on the screen.

Such devices may include a light source within the device to i1lluminate the backside of the

display screen such that objects on the screen reflect the incident light toward the image

sensor, thereby allowing the object to be detected.

[0002] One difficulty that may be encountered with optical touch screen devices

involves differentiating between external (ambient) light and light reflected from the light

source within the device. Ambient light of sufficient brightness may be mistaken for an

object touching the device, and therefore may degrade the performance of the device.

SUMMARY

[0003] Accordingly, various methods for correcting for ambient light 1n an optical
touch-sensitive device are disclosed below in the Detailed Description. For example, one
disclosed embodiment comprises integrating a first field of pixels in an 1mage data frame
for a different duration of ambient light exposure than a second ficld of pixels in the 1mage
data frame. Intensity data 1s read from the first field of pixels and the second field of
pixels, and an ambient light value i1s determined for one or more pixels in the image data
frame from the intensity data. The ambient light value then 1s used to adjusting one or

more pixels of the data frame for ambient light.
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[0004] This Summary is provided to introduce a selection of concepts in a simplified
form that are further described below in the Detailed Description. This Summary is not
intended to identify key features or essential features of the claimed subject matter, nor 1s 1t
intended to be used to limit the scope of the claimed subject matter. Furthermore, the claimed
subject matter is not limited to implementations that solve any or all disadvantages noted in

any part of this disclosure.

[0004a] According to one aspect of the present invention, there is provided a method of
correcting an image for ambient light in an optical touch-sensitive device, the optical touch-
sensitive device comprising a screen, a light source and an image sensor with two or more
fields of pixels, the method comprising: integrating a first field of pixels in an image data
frame for a different duration of ambient light exposure than a second field of pixels in the
image data frame; reading intensity data from the first field of pixels and the second field of
pixels; determining an ambient light value for one or more pixels in the image data frame
from the intensity data; and adjusting one or more pixels of the data frame for ambient light

based upon the ambient light value.

[0004b] According to another aspect of the present invention, there 1s provided a
method of correcting image data frames for ambient light in an optical touch-sensitive device,
the optical touch-sensitive device comprising a screen, a light source, and an image sensor
with two or more interlaced fields of pixels, the method comprising: during integration of
each image data frame, operating the light source in an "on" state for part of the frame and an
"off" state for part of the frame; during integration of each image data frame, integrating a
first field of pixels in an image data frame for a different duration of ambient light exposure
than a second field of pixels in the image data frame while the light source 1s in an "off" state;
integrating light for an equal period of time with the first field of pixels and the second field
of pixels while the light source is in an "on" state; reading intensity data from the first and
second fields of pixels; and adjusting the image data frame for ambient light based upon
differences in intensity data from the first field of pixels and intensity data from the second

field of pixels.
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[0004c¢] According to still another aspect of the present invention, there is provided an
optical touch-sensitive device, comprising: a screen having a touch surface and a backside;
an 1mage sensor configured to capture an image of a backside of the screen and comprising
two or more interlaced fields of pixels; a light source configured to illuminate the backside of
the screen; and a controller configured to: modulate the light source during capture of image
data frames, modulate exposure of the image sensor to light during capture of the image data
frames such that the image sensor integrates each image data frame for a portion of time when
the light source is operating in an "on" state and a portion of time when the light source is
operating in an "off" state, integrate a first field of pixels in the image data frames for a
ditferent duration of ambient light exposure than a second field of pixels in the image data
frames, the integrating the first field of pixels for a different duration of ambient light
exposure than the second field of pixels comprising: reading a first image data frame from the
image sensor such that the first field of pixels is read before the second field of pixels, and
reading a next image data frame from the image sensor such that the second field of pixels is
read before the first field of pixels, wherein reading the first image data frame and reading the
next image data frame further comprises, for alternating frames n and n+1: for frame n
reading intensity levels of the first field of pixels after integration of one "on" state interval,
and then reading levels of the second field of pixels after integration of one "on" state interval
and two "off" state intervals; and for frame n+1, reading intensity levels of the second field of
pixels after integration of one "on" state interval, and then reading levels of the first field of

pixels after integration of one "on" state interval and two "off" state intervals.

[0004d] According to yet another aspect of the present invention, there is provided a
computer readable medium having computer executable instructions stored thereon for
execution by one or more computers, that when executed implement the method described

above.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] Figure 1 shows an embodiment of an optical touch-sensitive device.

[0006] Figure 2 shows a process flow depicting an embodiment of a method of

correcting for ambient light in an optical touch-sensitive device.
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[0007] Figure 3 shows a timing diagram depicting an embodiment of a method for

integrating and reading an image sensor in an optical touch-sensitive device.

[0008] Figure 4 shows a schematic depiction of intensity data of two fields of pixels in

adjacent image frames captured according to the method of Figure 3.

[0009] Figure 5 shows a schematic depiction of one embodiment of a method of

determining an ambient light value from the intensity data of Figure 4.

[0010] Figure 6 shows a schematic depiction of another embodiment of a method of

determining an ambient light value from the intensity data of Figure 4.

[0011] Figure 7 shows a schematic depiction of another embodiment of a method of

determining an ambient light value from the intensity data of Figure 4.

[0012] Figure 8 shows a schematic depiction of another embodiment of a method of

determining an ambient light value from the intensity data of Figure 4.

[0013] Figure 9 shows a schematic depiction of another embodiment of a method of

determining an ambient light value from the intensity data of Figure 4.

[0014] Figures 10A-D show a schematic depiction of another embodiment of a

method of determining an ambient light value from the intensity data of Figure 4.
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[0015] Figure 11 shows a timing diagram of an ambient light frequency compared
to a frame rate prior to correction of the frame rate.

[0016] Figure 12 shows a timing diagram of an ambient light frequency compared
to a frame rate after correction of the frame rate.

[0017] Figure 13 shows a process flow depicting an embodiment of a method of

correcting for ambient light in an optical touch-sensitive device.

DETAILED DESCRIPTION

[0018] Prior to discussing the correction of an 1mage in an optical touch-sensitive
device for ambient light, an embodiment of one suitable use environment 1s described.
Figure 1 shows a schematic depiction of an embodiment of an interactive display device
100 utilizing an optical touch-sensing mechanism. Interactive display device 100
comprises a projection display system having an image source 102, and a display screen
106 onto which 1images are projected. While shown 1n the context of a projection display
system, 1t will be appreciated that the embodiments described herein may also be
implemented with other suitable display systems, including but not limited to LCD panel
Systems.

[0019] Image source 102 includes an optical or light source 108 such as a lamp
(depicted), an LED array, or other suitable light source. Image source 102 also includes an
image-producing element 110 such as the depicted LCD (liquid crystal display), an LCOS
(liquid crystal on silicon) display, a DLP (digital light processing) display, or any other
suitable image-producing element.

[0020] Display screen 106 includes a clear, transparent portion 112, such as sheet of
glass, and a diffuser screen layer 114 disposed on top of the clear, transparent portion 112.
In some embodiments, an additional transparent layer (not shown) may be disposed over

diffuser screen layer 114 to provide a smooth look and feel to the display surface. Further,
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in embodiments that utilize a LCD panel rather than a projection 1image source to display
images on display screen 106, the diffuser screen layer 114 may be omitted.

[0021] Continuing with Figure 1, interactive display device 100 further includes an
clectronic controller 116 comprising memory 118 and a microprocessor 120. Controller
116 may further include a ficld programmable gate array (FPGA) 122, and/or any other
suitable electronic components, including application-specific integrated circuits (ASICs)
(not shown), digital signal processors (DSPs) (not shown), etc. configured to conduct one
or more ambient light correction calculations, as described below. While shown as part of
controller 116, 1t will be appreciated that FPGA 122 and/or other electronic components
may also be provided as one or more separate devices in electrical communication with
controller 116. It will further be understood that memory 118 may comprise mstructions
stored thercon that are executable by the processor 120 to control the various parts of
device 100 to effect the methods and processes described herein. Likewise, the FPGA 122
also may be configured to perform one or more of the correction methods described in
detail below.

[0022] To sense objects placed on display screen 106, interactive display device
100 includes an 1mage sensor 124 configured to capture an 1image of the entire backside of
display screen 106, and to provide the image to electronic controller 116 for the detection
of objects appearing 1n the image. Diffuser screen layer 114 helps to avoid the imaging of
objects that are not in contact with or positioned within a few millimeters of display screen
106, and therefore helps to ensure that only objects that are touching or 1n close proximity
to display screen 106 are detected by image sensor 124.

[0023] Image sensor 124 may include any suitable image sensing mechanism.
Examples of suitable image sensing mechanisms include but are not limited to CCD and

CMOS 1mage sensors. Further, the 1mage sensing mechanisms may capture images of

display screen 106 at a sufficient frequency to detect motion of an object across display
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screen 106. While the embodiment of Figure 1 shows one image sensor, it will be
appreciated that more than one 1mage sensor may be used to capture images of display
screen 106.

[0024] Image sensor 124 may be configured to detect reflected or emitted energy of
any suitable wavelength, including but not limited to infrared and visible wavelengths. To
assist 1n detecting objects placed on display screen 106, image sensor 124 may further
include an 1lluminant 126 such as one or more light emitting diodes (LEDs) 126 configured
to produce infrared or visible light. Light from illuminant 126 may be reflected by objects
placed on display screen 106 and then detected by image sensor 124. The use of infrared
LEDs as opposed to visible LEDs may help to avoid washing out the appearance of 1images
projected on display screen 106. Further, an infrared bandpass filter 127 may be utilized to
pass light of the frequency emitted by the i1llumimant 126 but prevent light at frequencies
outside of the bandpass frequencies from reaching image sensor 124,

[0025] Figure 1 also depicts an object 130 placed on display screen 106. Light
from the 1lluminant 126 reflected by object 130 may be detected by image sensor 124,
thercby allowing the object 130 to be detected on the screen. Object 130 represents any
object that may be in contact with display screen 106, including but not limited to fingers,
brushes, optically readable tags, ctc.

[0026] In some use environments, ambient light sources may emit light in the band
passed by bandpass filter 127. The term “ambient light” 1s used herein to describe light
other than light from the 1lluminant 126. Examples of such ambient light sources include
but are not limited to broad-spectrum light sources such as sunlight, incandescent lamp
light, etc. Such light may have a sufficient intensity at the bandpass frequencies that the
ambient light 1s difficult to distinguish from reflected light from the illuminant 126.

Therefore, such ambient may cause the interactive display device 100 to mistakenly

1dentify ambient light as an object on the display screen 106.
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[0027] Various techniques may be used to cancel or otherwise correct for ambient
light in an 1mage captured by 1mage sensor 124. For example, the 1lluminant 126, which
may be referred to as “local” light, could be strobed such that alternate frames are exposed
to “ambient-only” and “ambient + local” light. This allows the ambient light intensity to be
determined by subtracting the “ambient-only” frame from the “ambient + local” frame to
correct for ambient. However, because the local light 1s turned on only every other frame,
this effectively cuts the frame rate of the device in half.

[0028] Another potential technique 1s to utilize a separate sensor (possibly with an
optical filter) configured to integrate only ambient light. However, the use of an additional
sensor may be expensive, and may be prone to errors due to the different positioning of the
sensors 1n the device. Yet another potential technique may be to utilize an extremely bright
local light source in combination with a band-pass filter to boost the intensity of reflected
light relative to ambient light. However, this approach may be susceptible to failure where
the ambient light exceeds some percentage of local light.

[0029] Figure 2 shows a flow diagram of a method for correcting an 1mage for
ambient light that may help to avoid the problems found 1n the methods described above.
Method 200 first comprises, at 202, integrating first and second fields of pixels in an 1image
sensor for different durations of ambient light exposure. Generally, this also mnvolves
integrating the first and second ficlds of 1mages for an equal (or approximately equal)
duration of ambient + local exposure such that both fieclds have been exposed to a similar
duration of local light but different durations of ambient light. The two ficlds may be
interlaced fields (for example, odd/even rows or odd/even columns of pixels), or may have
any other suitable spatial relationship. Furthermore, in some embodiments, three or more

ficlds of pixels may be exposed to different intervals of ambient light.
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[0030] Next, method 200 comprises, at 204, reading intensity data from the first
and second ficlds of pixels in the tmage sensor, and determining, at 206, a measure of
ambient light from the difference between the intensity data from the first and second fields
of pixels. Finally, method 200 comprises, at 208, adjusting the i1mage data to correct for the
ambient light based upon the determined measure of ambient light. In some embodiments,
the 1mage data may be adjusted only 1f 1t 1s first determined, at 210, 1f the ambient light
measure 18 over a threshold value. Further, in some embodiments, 1t 1s first determined
whether an object detected on the screen 1s 1n motion, as indicated at 212, and then an
adjustment to make to the 1image data 1s selected at 214 based upon whether the object 1s
determined to be in motion. Each of these decisions 1s discussed in more detail below.
[0031] Compared to other methods of correcting for ambient light, method 200
allows a correction for ambient light to be made to 1image data without the use of an
additional 1mage sensor or other additional parts, and also without any loss of frame rate.
Each of the processes shown in method 200 1s described in more detail below.

[0032] The 1ntegration of the first and second fields of pixels to different durations
of ambient light but stmilar durations of local light 1n a single frame may be performed 1n
any suitable manner. Figure 3 1illustrates a timing diagram 300 showing on¢ manner of
operating the illuminant 126 (shown 1n Fig. 3 as an LED) and the image sensor 124 to
accomplish this. First, the 1lluminant 126 1s operated in an off/on strobe pattern shown at
302 such that 1t 1s 1n an “on” state for a portion of an 1image frame and an “off” state for a
portion of the image frame. According to this pattern, the illuminant 126 1s 1n an “on” state
for somewhat less than one-half the period of one frame. The sensor 1s then globally
exposed (1.¢. all fields are exposed) such that 1t integrates each frame for a period t1 during
which the 1lluminant 126 1s on (1.¢. an “on” state interval) and a period t2 during which the

illuminant 126 1s off (1.c. an “off” state interval). The exposure pattern 1s shown 1n Figure

3 at 304.
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[0033] Using the LED strobe pattern and image sensor integration pattern shown 1n
Figure 3, the readout of the pixels of image data from the 1image sensor can be controlled
such that different ficlds of pixels have different levels of ambient exposure 1n each frame.
Figure 3 shows this readout pattern 1n the context of odd/even rows of pixels, but 1t will be
understood that the ficlds of pixels may have any other suitable spatial relationship to one
another. Further, while disclosed herem in the context of utilizing two fields of pixels, 1t
will be appreciated that the concepts also may be utilized with three or more fields of
pixels.

[0034] Referring to the readout pattern shown at 306 and the frame i1dentifier
indicator shown at 308, the data for a first image data frame n 1s read out first from the odd
frames, and then from the even frames. At the time of read-out, the image sensor pixels are
reset to an unexposed state. Therefore, at the time the odd field of pixels of frame n 1s read
out, the odd field pixels has integrated light for a period of t1 (1.¢. since the beginning of
the last odd pixel readout shown 1 pattern 306). On the other hand, at the time the even
ficld of pixels of frame n 1s read out, the even field of pixels has integrated light for a t2
period, then a tl period, and then another t2 period, for a total of t1+2(t2). The cumulative
integration times for each frame are shown n Figure 3 at 310.

[0035] Continuing with Figure 3, the data for a next image data frame n+1 1s read
out first from the even frames, and then from the odd frames. Therefore, in frame n+1, the
cven field of pixels has integrated light for only a t1 period at the time of readout, while the
odd ficld of pixels has integrated light for a period of t1+2(t2). As can be seen 1n Figure 3,
the odd ficlds have a greater ambient exposure than the even fields in frame n+1, while the
even fields have a greater ambient exposure than the odd fields in frame n. It will further
be noted that the image sensor integrated local light for a period of t1 for each frame. Thus,

cach frame has mmage data that can be used to identify objects on display screen 106,

thereby allowing the frame rate to be preserved.
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[0036] The periods t1 and t2 may have any suitable lengths, and may be the same or
different from one another. In some use environments, t2 may be shorter than t1 to reduce
the chance that the 1mage sensor will saturate before reading, as saturation of the 1mage
sensor may lead to 1naccurate calculations of ambient intensities. Further, where saturated
pixels are detected, the length of tl and/or t2 may be modified to reduce the total
integration time of a frame to avoid saturation in future pixels. Likewise, where intensities
are low, t1 and/or t2 may be increased to increase the amount of light integrated in future
frames. Alternately or additionally, the gain on the i1mage sensor may be adjusted
dynamically to avoid saturation and/or to increase the response of the sensor to an amount
of light exposure. Correcting an 1image for saturation 18 discussed 1n more detail below.
[0037] In other situations, it may be advantageous for t1 and t2 to have similar
lengths. For example, where ambient light 1s fluctuating 1in intensity (1.¢. incandescent light
fluctuating at twice a line frequency of 50 or 60 Hz), the average incident ambient light
strength will be different during the t2 phases compared to the t1 phases for at least some
image frames (depending upon the frame rate compared to the fluctuation frequency).
Thus, t2 may be adjusted to have an approximately equal length to t1 when fluctuating
ambient light 1s detected.

[0038] By following the timing diagram in Figure 3, the two ficlds of pixels in each
image frame are integrated for different periods of ambient light exposure. Further, cach
single field of pixels has different periods of ambient light exposure mm adjacent image
frames. These differences in intra-frame and inter-frame ambient light exposure may be
utilized 1n various ways to correct an 1image frame for ambient light.

[0039] In order to 1llustrate various ambient correction methods, a representative
oroup of intensity data from two image frames, labeled frames n-1 and n, are described

with reference to Figure 4. Specifically, Figure 4 1llustrates how the readout from the

sensor for the two mmage frames, which show a stationary scene, may appear when
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integrated and read according to the process shown in Figure 3. First, a simple stationary
scene with no ambient light 1s shown at 402, and a 3x3 matrix of pixels from scene 402 18
shown at 404. For the purpose of simplicity, the tmages 1n Figure 4 have only three
intensity levels, wherein the lightest pixels signify the most integrated light and the darkest
pixels signify the least integrated light.

[0040] In frame n-1, the odd rows have a greater interval of ambient exposure than
the even rows. The addition of this ambient pattern to the 3x3 scene yields the intensity
data shown at 406. Likewise, 1n frame n, the even rows have a greater interval of ambient
exposure than the odd rows. The addition of this ambient pattern to the 3x3 scene yields
the intensity data shown at 408. Referring next to Figure 5, the ambient light can be
calculated for the odd rows by subtracting frame n from frame n-1 (as shown at 502), and
for the even rows by subtracting frame n-1 from frame n (as shown at 504). Combining the
ambient determined for the odd rows with the ambient determined for the even rows yields
an overall ambient 506 for the 3x3 matrix.

[0041] Figures 6-8 show examples of various methods that may be used to correct
an 1mage frame for ambient light with the image data shown in Figure 4. These figures are
shown 1n the context of determining ambient for a single pixel at a time. This may allow
different ambient calculation methods to be used for different pixels depending upon pixel-
specific factors.

[0042] First referring to Figure 6, an ambient light value at a pixel (for example, the
center pixel of the 3x3 matrix shown 1n Figures 4-5) may be calculated as described above
for Figure 5 by simply subtracting frame n-1 from frame n. Likewise, ambient for pixels in
the top and bottom rows of the 3x3 matrix may be determined simply by subtracting frame
n from frame n-1. This method utilizes information from temporally adjacent frames but

does not utilize information from spatially adjacent pixels. Therefore, the method

illustrated 1n Figure 6 may be referred to herein as a “temporal-local” correction. However,
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due to the sensor recadout pattern shown in Figure 3, after subtraction of ambient, the
intensity at that pixel 1s the same as in an adjacent frame. Thus, the temporal-local
correction may effectively halve the frame rate of the device. For this reason, this
correction may be used for stationary objects.

[0043] Figure 7 shows another example of a method for correcting an image frame
for ambient light. As opposed to that shown 1n Figure 6, the method shown in Figure 7
takes into account both temporal information (1.¢. temporally adjacent image frames) and
spatial information (i.¢. spatially adjacent pixels) when calculating the ambient for a pixel.
Therefore, the method shown 1n Figure 7 may be referred to as a “temporal-spatial”
correction. While shown 1n the context of a 3x3 matrix, it will be appreciated that the
concepts shown 1n Figure 7, as well as Figure &, may be applied to a matrix of any size of
pixels and any shape/pattern around the pixel of interest, including but not limited to 5x5
and 7x7 matrices, as well as other shapes (such as a cross-shaped matrix formed by
omitting each corner pixel from a 5x5 matrix).

[0044] The temporal-spatial correction shown 1n Figure 7 utilizes a weighted
average intensity of the pixels 1n the sample matrix to determine an ambient value, wherein
the center pixel 1s weighted more strongly (1/4) than the side pixels (1/8 each), which are 1n
turn weighted more strongly than the corner pixels. To perform the correction, the
intensities of the pixels are multiplied by the shown weighting factors, the two frames are
added, and then the value at each pixel 1n the matrix after the addition of the two frames 1s
summed to yield the ambient intensity at the center pixel. Because spatial data 1s taken nto
account 1n addition to temporal data, the temporal-spatial correction allows a frame rate to
be maintained.

[0045] Figure 8 shows another example of a method for correcting an 1mage frame

for ambient light. As opposed to the methods shown 1n Figures 6 and 7, the method of

Figure & utilizes only spatial information, and not temporal information, 1n making the
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ambient correction. In other words, the correction 1s made entirely from a weighted
average of intra-frame data, utilizing no inter-frame data. As depicted, this calculation may
lead to slightly high values of ambient light, but can avoid calculation problems due to
motion that may occur in methods that utilize temporal information.

[0046] In some embodiments, it may be determined whether the global ambient
light exceeds a predetermined threshold level before performing any of the above ambient
correction methods. Where ambient light 1s of sufficiently low intensity or 1s absent, the
touch-sensitive device may be able to detect objects without any problems caused by
ambient. Therefore, before performing any of the above-described corrections (or any
others), 1t may be determined whether there 18 any potentially problematic ambient by
comparing the sum of the intensities in the first field in a frame to the sum of the intensities
in the second field in the frame. Because the intensities 1n the two fields differ by the
amount of ambient light integrated, 1f the sums are relatively close together, 1t can be
determined that the ambient light levels are sufficiently low not to interfere with device
operation, and correction for ambient may be omitted, as shown in Figure 9.

[0047] Figures 10A-D 1llustrate another embodiment of a method for correcting for
ambient. Referring first to Figure 10A, a 5x5 region of pixels 1in a current frame (frame n)
and a single pixel in two prior frames (frames n-1, n-2) are considered for ambient
correction. However, 1t will be appreciated that a 3x3 region of pixels, or any other
suitable region of pixels, 1n a current frame may be considered in the ambient correction.
First referring to Figure 10A, a center of a current frame 1s compared to a pixel from frame
n-2, which was read in the same field order. If the difference between these pixels exceeds
a threshold amount, this indicates that motion may have occurred, and a “motion flag” for
that pixel 1s set. The value of the motion flag 1s compared to motion flags for nearby pixels

(for example, via a Boolean “OR” operation), and if the result 1s zero (1.e. frame n-2 and

frame n look the same 1n a local region), then a temporal ambient correction 1s performed



CA 02698623 2010-03-04

WO 2009/046154 PCT/US2008/078513
13

by determining difference between a current center pixel in frame n and the same pixel in
frame n-1, as indicated 1n Figure 10C.

[0048] On the other hand, 1f the OR operation with adjacent motion flags result n a
value of 1, this indicates that there has been some nearby motion 1n this frame. In this case,
prior frames may be 1gnored for the ambient correction, and a spatial correction utilizing
adjacent pixels 1n frame n 1s performed. Any suitable weighting factor scheme may be
used to perform this spatial correction. Figure 10D shows one non-limiting example of a
suitable weighting factor scheme for a 5x5 pixel spatial correction.

[0049] The determination of whether to utilize a 5x5 or a 3x3 pixel region for
ambient correction may depend upon factors such as the resolution and stability of the
image sensor. For example, a 3x3 region may yield a slightly noisier result, while a 5x5
region may blur the result shightly. Other region sizes may be used, including but not
limited to a 1x3 region (which may be noisier than a 3x3 region).

[0050] Some ambient sources may fluctuate 1in a periodic manner. For example,
clectric lighting generally fluctuates at a frequency of twice the line frequency, which may
be either 50 or 60 Hz depending upon location. This 1s illustrated graphically in Figure 11.
Where the frame rate of the device has a frequency other than the line frequency or 2x the
line frequency, the ambient light detected by the image sensor will have a beat frequency
detectable as a periodic variation 1n the ambient light level. Such variations in ambient
light levels may cause problems when temporal information 1s used in correcting ambient.
These problems may be pronounced where the ambient light fluctuations are large between
adjacent frames, which may occur 1f a frame rate of 100 Hz 1s used 1n the presence of 120
Hz ambient, or vice versa. For the purpose of simplicity, Figure 10 only shows a single
integration period (t1) per frame, but i1t will be understood that similar problems would be

encountered with the use of multiple integration periods per frame, as shown in Figure 3.
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[0051] To prevent such problems caused by fluctuating ambient light levels, the
frame rate of an optical touch-sensitive device may be set to equal the line frequency or 2x
the line frequency. For example, this setting may be stored in the system, derived from a
local power source, or detected optically. The fluctuation may be detected optically by
observing a beat frequency in the overall levels of detected light, or by monitoring frame-
to-frame variation 1n the amount of total ambient light measured. If the detected ambient
light fluctuation frequency 1s not the same as the frame rate of the device, the frame rate
can then be adjusted so that it matches the ambient light frequency, as shown in Figure 12.
[0052] Figure 13 shows a process flow of a method 1300 for performing an ambient
light correction that takes into account the various factors described above. The method of
Figure 13 may be performed on a pixel-by-pixel basis, or in any other suitable manner.
Method 1300 first comprises, at 1302, acquiring 1mage data frames, and then, at 1304,
determining for an 1mage data frame whether the global ambient is below a threshold value.
This can be determined, for example, by subtracting the sum of the intensities of all pixels
in a first field from the sum of all intensities of pixels 1n a second field, and determining 1f
the result of the calculation 1s below a threshold value.

[0053] If the global ambient 1s below a threshold value, then method 1300 ends
without performing any correction. On the other hand, 1f the global ambient 1s not below a
threshold value, then method 1300 comprises, at 1306, determining whether any motion 1s
perceived 1n the intensity data. This may be performed, for example, by subtracting the
intensity value for the pixel 1n the current frame (frame n) from the intensity value for the
same pixel m frame n-2 (as the same pixel in n-1 has a different ambient exposure time). If
the difference between these intensity values 1s sufficiently small, then 1t can be determined
that the intensity data contains no motion information. In this case, a temporal local

correction that utilizes no spatial information may be performed, as indicated at 1308. On

the other hand, 1f the differences between the intensity values 1s sufficiently large, 1t can be
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assumed that the pixel contains motion data (as long as the frame rate has been corrected
for any periodically fluctuating ambient light), and either a spatial or a temporal-spatial
correction may be used, as indicated at 1310.

[0054] The decision whether to utilize a spatial or temporal-spatial correction may
be made 1n any suitable manner. Generally, a spatial correction may be used where all
spatial variation 1in a frame can be corrected with other information in the frame. One
example of a method for making this determination 1s as follows. First, 1f any pixels in row
(1-1) of the sample matrix differ significantly from the pixels in the same column in row
(1+1), there 1s spatial information that may be corrected via a temporal-spatial correction.
Likewise, 1f any of the pixels m row (1) of the sample matrix minus the mean for row (1)
differs significantly from the corresponding pixels in row (1-1) minus the mean for the
pixels 1n row (1-1) then there 1s spatial information that may be corrected via a temporal-
spatial correction. In other cases where there 18 perceived motion but these conditions are
not met, a spatial correction may be used. Alternatively, either a spatial or temporal-spatial
may be used exclusive of the other where motion information 1s contained 1n a frame.
[0055] The correction calculations and calculation selection routine described
above may be performed in any suitable manner. For example, in one embodiment, an
FPGA (as shown at 122 1in Fig. 1) may be programmed to perform a plurality of different
correction calculations simultancously for cach frame. Then, the best ambient value for
cach pixel 1n a frame may be selected based upon the specific temporal and local
characteristics of that pixel, as described for method 1200. Alternatively, the best ambient
calculation for a pixel may be determined before performing the correction, such that only
on¢ correction 18 performed for cach pixel. It will be appreciated that these specific
cxamples of how to perform an ambient correction from the intensity data mtegrated and

collected are described only for the purpose of 1llustration, and are not intended to be

[imiting 1n any manner.
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[0056] As described above, where saturation of the 1mage sensor 1s detected, the
lengths of the integration periods t1 and/or t2 may be adjusted to prevent saturation in
future frames. Further, a frame 1n which saturation 1s detected may also be processed 1n a
manner to correct for the saturation. As an example, 1f saturated pixels are observed, it can
be assumed that the saturated pixels are directly exposed to ambient light (as reflected light
from the illuminant 1s generally not sufficiently intense to cause saturation). Therefore, 1n
this situation, all light in the saturated region can be deemed to be ambient. Where
saturation ¢xists, a nois¢ margin may exist around the saturated pixels. To avoid
discontinuities 1n the corrected image 1n the noise margin region, a minimum ambient level
may be determined for this region by setting one possible ambient using the near-saturation
test, and another using a computed ambient as described above. The higher of these two
values may then be used as the value to be subtracted from the image when correcting
pixels 1n this region for ambient.

[0057] While disclosed herein 1n the context of an interactive display device, 1t will
be appreciated that the disclosed embodiments may also be used in any other suitable
optical touch-sensitive device, as well as 1n any other touch-sensitive device in which a
background signal correction may be performed to improve device performance.

[0058] It will further be understood that the configurations and/or approaches
described herein are exemplary 1n nature, and that these specific embodiments or examples
ar¢ not to be considered 1n a limiting sense, because numerous variations are possible. The
specific routines or methods described herein may represent one or more of any number of
processing strategies. As such, various acts illustrated may be performed 1n the sequence
illustrated, in other sequences, 1n parallel, or in some cases omitted. Likewise, the order of
any of the above-described processes 1s not necessarily required to achieve the features

and/or results of the embodiments described herein, but i1s provided for ease of illustration

and description.
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[0059] The subject matter of the present disclosure includes all novel and
nonobvious combinations and subcombinations of the various processes, systems and
configurations, and other features, functions, acts, and/or properties disclosed herein, as

well as any and all equivalents thereof.
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CLAIMS:
1. A method of correcting an image for ambient light in an optical touch-sensitive

device, the optical touch-sensitive device comprising a screen, a light source and an image

sensor with two or more fields of pixels, the method comprising:

integrating a first field of pixels in an image data frame for a different duration

of ambient light exposure than a second field of pixels in the image data frame;

reading intensity data from the first field of pixels and the second field of

pixels;

determining an ambient light value for one or more pixels in the image data

frame from the intensity data; and

adjusting one or more pixels of the data frame for ambient light based upon the

ambient light value.

2. The method of claim 1, wherein the first field of pixels comprises even rows or
even columns of pixels, and wherein the second field of pixels comprises odd rows or odd

columns of pixels.

3. The method of claim 1, further comprising reading intensity data first from the

first field of pixels and next from the second field of pixels in one image data frame, and then

reading intensity data first from the second field of pixels and next from the first field of

pixels in a next image data frame.

4, The method of claim 1, wherein adjusting the data frame for ambient light
comprises first determining whether ambient light exceeds a threshold level, and then

correcting for ambient light only if the ambient light exceeds the threshold level.

J. The method of claim 4, further comprising determining if any objects are in
motion on the screen, and selecting an ambient correction method for use depending upon

whether or not any objects are detected in motion on the screen.
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6. The method of claim 1, further comprising, during integration of each 1mage

data frame of a plurality of image data frames:

exposing the image sensor for an "on" state interval during which the light
source is in an "on" state and for an "off" state interval during which the light source 1s 1n an

"off" state; and
for alternating frames n and n+1

for frame n, reading intensity levels of the first field of pixels after integration
of one "on" state interval, and then reading levels of the second field of pixels after integration

of one "on" state interval and two "off" state intervals; and

for frame n+1, reading intensity levels of the second field of pixels after
integration of one "on" state interval, and then reading levels of the first field pixels after

integration of one "on" state interval and two "off" state intervals.

7. The method of claim 6, further comprising adjusting one or more of a length of
the interval during which the image sensor is exposed while light source is in the "on" state
and a length of the interval during the image sensor is exposed which the light source 1s in the
"off" state to reduce saturation of the image sensor or to increase an amount of light

integrated.

8. - The method of claim 6, further comprising detecting saturation ot one or more
pixels, and reducing a duration that the image sensor is exposed to light during one or more of

the "on" state and the "off" state of the light source.

9. The method of claim 1, further comprising determining ambient light values

for a plurality of frames, measuring an ambient light beat frequency using the ambient light

values, and adjusting a frame rate of the device based upon the ambient light beat frequency.

10. A method of correcting image data frames for ambient light 1n an optical
touch-sensitive device, the optical touch-sensitive device comprising a screen, a light source,

and an image sensor with two or more interlaced fields of pixels, the method comprising:

......



10

15

20

25

CA 02698623 2013-10-01

>1331-873

20

during integration of each image data frame, operating the light source in an

"on" state for part of the frame and an "off" state for part of the frame;

during integration of each image data frame, integrating a first field of pixels in
an 1image data frame for a different duration of ambient light exposure than a second field of

pixels in the image data frame while the light source 1s in an "off™ state;

integrating light for an equal period of time with the first field of pixels and the

second field of pixels while the light source 1s in an "on" state;
reading intensity data from the first and second fields of pixels; and

adjusting the image data frame for ambient light based upon differences in

intensity data from the first field of pixels and intensity data from the second field of pixels.

11. The method of claim 10, further comprising reading intensity data first from
the first field of pixels and next from the second field of pixels in one image data frame, and
then reading intensity data first from the second field of pixels and next from the first field of

pixels in a next image data frame.

12. The method of claim 10, wherein adjusting the data frame for ambient light
comprises first determining whether ambient light exceeds a threshold level, and then

correcting for ambient light only if the ambient light exceeds the threshold level.

13. The method of claim 12, further comprising determining if any objects are in
motion on the screen, and selecting an ambient correction calculation for use depending upon

whether or not any objects are detected in motion on the screen.

14. The method of claim 10, further comprising:
for alternating frames n and n+1

for frame n, reading intensity levels of the first field of pixels after integration
of one "on" state interval, and then reading levels of the second field of pixels after integration

of one "on" state interval and two "off" state intervals; and
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for frame n+1, reading intensity levels of the second field of pixels after
integration of one "on" state interval, and then reading levels of the first field pixels after

integration of one "on" state interval and two "off" state intervals.

15. The method of claim 10, further comprising adjusting one or more of a length
of the "on" state interval and a length of the "off" state interval based upon one or more
characteristics of the intensity data, wherein the characteristics comprise relative levels of

pixel saturation determined from the intensity data.
16. An optical touch-sensitive device, comprising:
a screen having a touch surface and a backside;

an image sensor configured to capture an image of a backside of the screen and

comprising two or more interlaced fields of pixels;
a light source configured to 1lluminate the backside of the screen; and

a controller configured to:

modulate the light source during capture of image data frames, modulate
exposure of the image sensor to light during capture of the image data frames such that the
image sensor integrates each image data frame for a portion of time when the light source is
operating in an "on" state and a portion of time when the hight source is operating in an "oft™

state,

integrate a first field of pixels in the image data frames for a different duration
of ambient light exposure than a second field of pixels in the image data frames, the

integrating the first field of pixels for a different duration of ambient light exposure than the

second field of pixels comprising:

reading a first image data frame from the image sensor such that the first field
of pixels 1s read before the second field of pixels, and reading a next image data frame from

the image sensor such that the second field of pixels is read before the first field of pixels,
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wherein reading the first image data frame and reading the next image data frame further

comprises, for alternating frames n and n+1:

for frame n reading intensity levels of the first field of pixels after integration
of one "on" state interval, and then reading levels of the second field of pixels after integration

of one "on" state interval and two "off" state intervals; and

for frame n+1, reading intensity levels of the second field of pixels after
integration of one "on" state interval, and then reading levels of the first field of pixels after

integration of one "on" state interval and two "off" state intervals.

17. The device of claim 16, wherein the controller is configured to determine an
ambient light value for one or more pixels in each image data frame from differences in
intensity data between the first field of pixels and the second field of pixels, and to adjust one

or more pixels of the image data frame for ambient light based upon the ambient light value.

18. The device of claim 17, wherein the controller is configured to determine
whether the ambient light value exceeds a threshold level, and then to adjust one or more
pixels of the image data frame for ambient light only if the ambient light value exceeds the

threshold level.

19. The device of claim 17, wherein the controller is configured to determine if
any objects are 1in motion on the screen, and to select an ambient correction calculation for use

depending upon whether or not any objects are detected in motion on the screen.

20. T'he device of claim 19, further comprising a field programmable gate array
configured to perform multiple ambient correction calculations from which an ambient light
value can be selected depending upon whether or not any objects are detected in motion on

the screen.

21. A computer readable medium having computer executable instructions stored
thereon for execution by one or more computers, that when executed implement the method

according to any one of claims 1 to 9.
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22. A computer readable medium having computer executable instructions stored

thereon for execution by one or more computers, that when executed implement the method

according to any one of claims 10 to 15.
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