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(57)【特許請求の範囲】
【請求項１】
　エンコーディングプロセス中に、画像にビットレートバジェットを分配するときにビデ
オカメラで使用される、複数の入力用デジタル画像を受信し、特定の入力用デジタル画像
内のマクロブロックの関連度を決定するためのデータを前記特定の入力用デジタル画像の
各々について出力するニューラルネットワークをトレーニングするためのコンピュータプ
ログラムであって、
　第１の複数のデジタルトレーニング画像について、前記マクロブロック内の画像特性に
基づく関連度で前記マクロブロックを自動的にラベル付けするように構成された第１の画
像解析アルゴリズムを使用することによって、前記複数のデジタルトレーニング画像の各
特定のデジタルトレーニング画像内の前記マクロブロックの関連度を決定することと（Ｓ
４０２）、
　ユーザが特定した状況を表示する第２の複数のデジタルトレーニング画像について、マ
クロブロックの画像特性に基づく関連度で前記マクロブロックを自動的にラベル付けする
ように構成された第２の画像解析アルゴリズムを使用することにより、前記第２の複数の
デジタルトレーニング画像の各特定のデジタルトレーニング画像内の前記マクロブロック
の関連度を決定すること（Ｓ４０４）、
によってトレーニングデータセットを決定することであって、
　　前記第２の画像解析アルゴリズムは、前記ユーザが特定した状況を表示する画像を解
析するように特別に適合されている点で、第１の画像解析アルゴリズムとは異なり、
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　　比較的高い関連度のマクロブロックは、より低い関連度を有するマクロブロックと比
較して、エンコーディングプロセス中にそのマクロブロックに前記ビットレートバジェッ
トのより大きい部分が費やされることをビデオカメラに示す、前記トレーニングデータセ
ットを決定すること、
　前記第１および第２の複数のデジタルトレーニング画像および前記関連するラベルを前
記トレーニングデータセットとして含めること、および
　前記ニューラルネットワークのトレーニング（Ｓ４０８）に前記トレーニングデータセ
ットを使用すること、
を含み、
　前記第１の複数のデジタルトレーニング画像および前記関連する関連度は、前記ニュー
ラルネットワークを最初にトレーニングするのに使用され、その後、前記第２の複数のデ
ジタルトレーニング画像および前記関連する関連度は、前記ニューラルネットワークの前
記トレーニングを前記ユーザが特定した状況に微調整するのに使用される、コンピュータ
プログラム。
【請求項２】
　前記第１の画像解析アルゴリズムが、
　前記マクロブロックの空間的統計測定値を計算することと、
　前記複数のデジタルトレーニング画像の画像シーケンスに時間的フィルタリングを適用
することによって、前記マクロブロックの時間的統計測定値を計算することであって、前
記画像シーケンスは前記特定のデジタルトレーニング画像を含む、前記マクロブロックの
時間的統計測定値を計算することと、
　前記マクロブロックの前記時間的統計測定値および前記空間的統計測定値を重み付けす
ることによって重み付け統計測定値を計算して、前記重み付け統計測定値に基づいて前記
マクロブロックに関連度をラベル付けすることと
を行うことにより、前記マクロブロックに関連度を自動的にラベル付けするように構成さ
れる、請求項１に記載のコンピュータプログラム。
【請求項３】
　前記第２の複数のデジタルトレーニング画像が、前記第１の複数のデジタルトレーニン
グ画像の一部である少なくとも１つのデジタルトレーニング画像を含む、請求項１または
２に記載のコンピュータプログラム。
【請求項４】
　前記第２の複数のデジタルトレーニング画像が、前記第１の複数のデジタルトレーニン
グ画像の一部ではない少なくとも１つのデジタルトレーニング画像を含む、請求項１から
３のいずれか一項に記載のコンピュータプログラム。
【請求項５】
　前記トレーニングデータセットが、前記第１の複数のデジタルトレーニング画像の中の
少なくとも１つのデジタルトレーニング画像のマクロブロックに関連度を手動でラベル付
けすること（Ｓ４０６）によってさらに決定される、請求項１から４のいずれか一項に記
載のコンピュータプログラム。
【請求項６】
　前記トレーニングデータセットが、前記第２の複数のデジタルトレーニング画像の中の
少なくとも１つのデジタルトレーニング画像のマクロブロックに関連度を手動でラベル付
けすることによってさらに決定される、請求項１から５のいずれか一項に記載のコンピュ
ータプログラム。
【請求項７】
　請求項１から６のいずれか一項に記載のコンピュータプログラムを収容した、コンピュ
ータ可読記憶媒体。
【請求項８】
　エンコーディングプロセス中に、画像にビットレートバジェットを分配するときにビデ
オカメラで使用される、複数の入力用デジタル画像を受信し、特定の入力用デジタル画像
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内のマクロブロックの関連度を決定するためのデータを前記特定の入力用デジタル画像の
各々について出力するニューラルネットワークをトレーニングするように構成されたプロ
セッサを備えるコンピュータであって、前記ニューラルネットワークの前記トレーニング
が、
　第１の複数のデジタルトレーニング画像について、前記マクロブロック内の画像特性に
基づく関連度で前記マクロブロックを自動的にラベル付けするように構成された第１の画
像解析アルゴリズムを使用することによって、前記複数のデジタルトレーニング画像の各
特定のデジタルトレーニング画像内の前記マクロブロックの関連度を決定することと、
　ユーザが特定した状況を表示する第２の複数のデジタルトレーニング画像について、マ
クロブロックの画像特性に基づく関連度で前記マクロブロックを自動的にラベル付けする
ように構成された第２の画像解析アルゴリズムを使用することにより、前記第２の複数の
デジタルトレーニング画像の各特定のデジタルトレーニング画像内の前記マクロブロック
の関連度を決定すること（Ｓ４０４）、
とによってトレーニングデータセットを決定することであって、
　　前記第２の画像解析アルゴリズムは、前記ユーザが特定した状況を表示する画像を解
析するように特別に適合されている点で、第１の画像解析アルゴリズムとは異なり、
　　比較的高い関連度のマクロブロックは、より低い関連度を有するマクロブロックと比
較して、エンコーディングプロセス中にそのマクロブロックに前記ビットレートバジェッ
トのより大きい部分が費やされることをビデオカメラに示す、前記トレーニングデータセ
ットを決定すること、
　前記第１および第２の複数のデジタルトレーニング画像および前記関連するラベルを前
記トレーニングデータセットとして含めること、および
　前記ニューラルネットワークのトレーニングに前記トレーニングデータセットを使用す
ること、
を含み、
　前記第１の複数のデジタルトレーニング画像および前記関連する関連度は、前記ニュー
ラルネットワークを最初にトレーニングするのに使用され、その後、前記第２の複数のデ
ジタルトレーニング画像および前記関連する関連度は、前記ニューラルネットワークの前
記トレーニングを前記ユーザが特定した状況に微調整するのに使用される、コンピュータ
。
【請求項９】
　ビデオカメラと請求項８に記載のコンピュータとを備えるシステムであって、
　前記プロセッサが、結果として得られたトレーニングされたニューラルネットワークを
前記カメラに提供する（Ｓ４１０）ようにさらに構成され、
　前記カメラが、
　　前記トレーニングされたニューラルネットワークを受信し、
　　複数のデジタル画像を取り込み、前記複数のデジタル画像の画像データを前記トレー
ニングされたニューラルネットワークに供給し、前記複数のデジタル画像の各特定のデジ
タル画像について、前記特定のデジタル画像のマクロブロックに各々対応する複数の関連
度を取得するように構成された、システム。
【請求項１０】
　前記カメラが、
　前記取得された関連度に従って前記特定のデジタル画像の圧縮度を制御することによっ
て前記特定のデジタル画像をエンコードするようにさらに構成された、請求項９に記載の
システム。
【発明の詳細な説明】
【技術分野】
【０００１】
　本発明は一般に、複数の入力用デジタル画像を受信し、特定の入力用デジタル画像内の
ピクセル群の関連度を決定するためのデータを特定の入力用デジタル画像の各々について
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出力するニューラルネットワークをトレーニングするための方法、コンピュータプログラ
ム、コンピュータ、およびシステムに関する。
【背景技術】
【０００２】
　画像処理では、多くのアプリケーションは、さまざまな画像領域に対してリソースの割
り当てを変えることが必要となる。たとえば、圧縮パラメータは、画像のある種の特性に
基づいて選択することが可能であり、或いは、画像領域は、送信信頼性と効率等との間の
トレードオフを最適なものにするために、さまざまな程度のエラー修正を受けることがあ
り得る。特定の画像領域に割り当てられるべきリソースの量を決定するための画像領域の
関連度の自動識別は、重要な問題であり、そのようなアルゴリズムを実行することはまた
、貴重なＣＰＵ時間を必要とする場合もある。これは、たとえば多数のプログラムが、監
視カメラのような組み込みプラットフォーム上で限られたリソースをめぐって競合する場
合には、問題を生じる可能性がある。
【０００３】
　したがって、このような状況において改善の必要がある。
【先行技術文献】
【特許文献】
【０００４】
【特許文献１】欧州特許第３０２１５８３号明細書
【発明の概要】
【発明が解決しようとする課題】
【０００５】
　上記のことを考慮して、本発明の目的は、上記で説明されている欠点の１つまたは複数
を、解決するかまたは少なくとも低減することである。概して、上記の目的は、添付の独
立請求項によって達成される。
【課題を解決するための手段】
【０００６】
　第１の態様によれば、本発明は、複数の入力用デジタル画像を受信し、特定の入力用デ
ジタル画像内のピクセル群の関連度を決定するためのデータを特定の入力用デジタル画像
の各々について出力するニューラルネットワークをトレーニングするための方法により実
現される。方法は、複数のデジタルトレーニング画像について、ピクセル群に関連度を自
動的にラベル付けするように構成された第１の画像解析アルゴリズムを使用することによ
り複数のデジタルトレーニング画像の各特定のデジタルトレーニング画像におけるピクセ
ル群の関連度を決定することによって、トレーニングデータセットを決定することと、複
数のデジタルトレーニング画像およびラベルをトレーニングデータセットとして含めるこ
とと、ニューラルネットワークのトレーニングのためにトレーニングデータセットを使用
することとを含む。
【０００７】
　「ニューラルネットワーク」という用語は、本明細書のコンテキストでは、脳内のニュ
ーロンの巨大なネットワークと類似した、相互接続されたノード群として理解されたい。
ニューラルネットワークはまた、「人工ニューラルネットワーク」（ＡＮＮ）と称される
こともある。このコンテキストで使用され得るニューラルネットワークの特定のタイプは
、畳み込みニューラルネットワーク（ＣＮＮ）である。「ディープラーニング」という用
語もまた一般に使用される。
【０００８】
　「関連度」という用語は、本明細書のコンテキストでは、画像内の対応する領域の画像
コンテンツの（たとえばユーザにとっての）関心度の格付けとして理解されたい。言い換
るならば、関連度は、画像内の領域（ピクセル群）に対応し、関連度は、その領域の画像
コンテンツが画像の閲覧者にとってどの程度関心を引くものであるかを規定する。これは
有利なことに、画像のビットレートバジェットを分配するために使用されてもよい。たと
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えば、関連度は、圧縮レベルの設定を通じて、対応する領域の圧縮度を制御するため、ま
たはエンコーダがその領域のコーディングをどの程度積極的にスキップすべきかを決定す
るために使用されてもよい。関連度はさらに、たとえばエンコードされた画像を送信する
際のエラー修正の度合いを決定するための、エラーコーディングの目的で使用されてもよ
い。画像の特定の領域の比較的高い関連度は、ビットレートバジェットのより大きい部分
が、関連度のより低い別の画像領域と比較して、その特定の領域に費やされ得ることを意
味する。
【０００９】
　従来技術において関連度に代わって使用されることもあるその他の用語として、「関心
領域」すなわち「ＲＯＩ」を挙げることができる。
【００１０】
　「ピクセル群に関連度を自動的にラベル付けするように構成された画像解析アルゴリズ
ム」という表現は、本明細書のコンテキストでは、その部分の画像特性（つまり画像解析
）に基づいて画像の対応する領域（たとえばマクロブロック）の画像コンテンツの（たと
えばユーザにとっての）関心度を自動的に（たとえば、コンピュータを用いて、人間の補
助なしに）格付けするために使用され得る任意の適切なアルゴリズムとして理解されたい
。画像特性は、たとえばデジタル画像の一部に存在するエッジ、ノイズの存在、繰り返し
テクスチャ加工された部分、顔認識、オブジェクト検出などのように、空間的であっても
よい。画像特性はまた、たとえば動き検出のように、時間的なものであってもよい。適切
な画像解析アルゴリズムの例は、Ａｘｉｓ　Ｃｏｍｍｕｎｉｃａｔｉｏｎにより提供され
るＺｉｐｓｔｒｅａｍアルゴリズムである。このアルゴリズムの一部は、たとえば欧州特
許第３０２１５８３号明細書において説明されている。
【００１１】
　本発明者らは、上記で説明されている既存の画像解析アルゴリズムを使用してトレーニ
ングされるニューラルネットワークを採用することがいくつかの利点を有することに注目
した。たとえば、ニューラルネットワークは極めて反復的ではあるが、極めて単純な膨大
な量の計算によって機能するため、ニューラルネットワークの設計は、極めて単純で、ハ
ードウェアの実装に十分に順応することができる。さらに、モデル圧縮の分野で現在進行
中の研究は、監視カメラのような組み込みプラットフォーム上に置くことが徐々に実現可
能になりつつあるニューラルネットワークを利用する。このように、監視カメラのような
組み込みプラットフォームでニューラルネットワークを使用することは、カメラで実際の
画像解析アルゴリズムを実行することよりも有利となり得る。
【００１２】
　一部の実施形態によれば、第１の画像解析アルゴリズムは、ピクセル群の空間的統計測
定値を計算することと、複数のデジタルトレーニング画像の画像シーケンスに時間フィル
タリングを適用することによって、ピクセル群の時間的統計測定値を計算することであっ
て、画像シーケンスは特定のデジタルトレーニング画像を含む、ピクセル群の時間的統計
測定値を計算することと、を行うことにより、ピクセル群に関連度を自動的にラベル付け
するように構成される。
【００１３】
　次いで、２つの統計測定値は、ピクセル群の時間的統計測定値および空間的統計測定値
を重み付けすることによって重み付け統計測定値を計算して、重み付け統計測定値に基づ
いてピクセル群に関連度をラベル付けするために使用され得る。使用される重みは、たと
えば０．５、０．３、０．７のような静的な重みであってもよく、または関与する画像領
域の画像特性に応じて異なっていてもよい。
【００１４】
　一部の実施形態によれば、トレーニングデータセットを決定することは、第２の複数の
デジタルトレーニング画像について、ピクセル群に関連度を自動的にラベル付けするよう
に構成された第２の画像解析アルゴリズムを使用することにより、第２の複数のデジタル
トレーニング画像の各特定のデジタルトレーニング画像におけるピクセル群の関連度を決
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定することを含み、第２の画像解析アルゴリズムは第１の画像解析アルゴリズムとは異な
る。
【００１５】
　たとえば、（より少ない）複数の画像について、より複雑または特殊化された画像解析
アルゴリズムが、たとえばデジタル画像の特定のコンテンツに関係するトレーニングデー
タをニューラルネットワークに提供するために採用されてもよい。そのような特定のコン
テンツの例は、交通量を示す画像コンテンツか、または多くの人々がカメラのそばを通り
過ぎるエントランスを示す画像コンテンツなどであってもよい。
【００１６】
　本発明の実施形態の利点は、ニューラルネットワークが、正しくトレーニングされる場
合、第１の画像解析アルゴリズムのような手作りのアルゴリズムと比較して、はるかに優
れたパフォーマンスを有する可能性があることである。本発明の実施形態の利点は、膨大
な量のトレーニングデータが、第１の画像解析アルゴリズムとの間で生成されて、そのア
ルゴリズムと同程度で実行するためのアルゴリズムを迅速に獲得できることである。その
後、ニューラルネットワークは、第２の複数の画像およびそのレベル（第２の画像解析ア
ルゴリズムによって決定される）のような、その他のより「高度な」トレーニングデータ
で微調整されてもよい。また、微調整が必要とするデータは通常、初期トレーニング（つ
まり、第１の複数の画像を使用すること）よりもはるかに少なくてすむ。言い換えるなら
ば、第２のトレーニングを行う目的は、ユーザ固有の関連度を提供することである。画像
のある区域は、一部のユーザにとっては重要であるが、その他のタイプの使用事例では関
心を引くものではない。この第２のトレーニング（第２の複数の画像および第２の画像解
析アルゴリズムを使用する）を追加することで、ビットレートバジェットはユーザの関連
分野で容易に費やすことができる。
【００１７】
　第２の複数のデジタルトレーニング画像は、第１の複数のデジタルトレーニング画像の
一部である少なくとも１つのデジタルトレーニング画像を備えることができる。第２の複
数のデジタルトレーニング画像は、たとえば、第１の複数のデジタルトレーニング画像の
サブセットで構成されてもよい。第２の複数のデジタルトレーニング画像はまた、第１の
複数のデジタルトレーニング画像の一部ではない少なくとも１つのデジタルトレーニング
画像を備えることができる、つまり第２の複数のデジタルトレーニング画像は第１の複数
のデジタルトレーニング画像のサブセットではない。
【００１８】
　一部の実施形態によれば、トレーニングデータセットは、第１の複数のデジタルトレー
ニング画像の中の少なくとも１つのデジタルトレーニング画像のピクセル群に関連度を手
動でラベル付けすることによってさらに決定される。その他の実施形態によれば、トレー
ニングデータセットは、第２の複数のデジタルトレーニング画像の中の少なくとも１つの
デジタルトレーニング画像のピクセル群に関連度を手動でラベル付けすることによってさ
らに決定される。トレーニングデータセットの画像の中のピクセル群に手動でラベル付け
することは、トレーニングデータセットを微調整するために使用されてもよい。第２の複
数の画像および第２の画像解析アルゴリズムの使用と併せて、上記で説明されているもの
と同じ論拠を使用すると、この実施形態では、ビットレートバジェットはユーザの関連分
野で容易に費やすことができる。
【００１９】
　第２の態様において、本発明は、処理機能を有するデバイスによって実行されるとき、
第１の態様の方法を遂行するように適合された命令を伴うコンピュータ可読記憶媒体を備
えるコンピュータプログラム製品を提供する。
【００２０】
　第３の態様によれば、本発明は、複数の入力用デジタル画像を受信し、特定の入力用デ
ジタル画像内のピクセル群の関連度を決定するためのデータを特定の入力用デジタル画像
の各々について出力するニューラルネットワークをトレーニングするように構成されたプ
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ロセッサを備えるコンピュータを提供する。ニューラルネットワークのトレーニングは、
複数のデジタルトレーニング画像について、ピクセル群に関連度を自動的にラベル付けす
るように構成された第１の画像解析アルゴリズムを使用することにより複数のデジタルト
レーニング画像の各特定のデジタルトレーニング画像におけるピクセル群の関連度を決定
することによって、トレーニングデータセットを決定することと、複数のデジタルトレー
ニング画像およびラベルをトレーニングデータセットとして含めることと、ニューラルネ
ットワークのトレーニングのためにトレーニングデータセットを使用することとを含む。
【００２１】
　第４の態様において、本発明は、ビデオカメラおよびコンピュータを備えるシステムを
提供する。コンピュータは、複数の入力用デジタル画像を受信し、特定の入力用デジタル
画像内のピクセル群の関連度を決定するためのデータを特定の入力用デジタル画像の各々
について出力するニューラルネットワークをトレーニングするように構成されたプロセッ
サを有し、ニューラルネットワークのトレーニングは、複数のデジタルトレーニング画像
について、ピクセル群に関連度を自動的にラベル付けするように構成された第１の画像解
析アルゴリズムを使用することにより複数のデジタルトレーニング画像の各特定のデジタ
ルトレーニング画像におけるピクセル群の関連度を決定することによって、トレーニング
データセットを決定することと、複数のデジタルトレーニング画像およびラベルをトレー
ニングデータセットとして含めることと、ニューラルネットワークのトレーニングのため
にトレーニングデータセットを使用することとを含む。プロセッサは、結果として得られ
たトレーニングされたニューラルネットワークをカメラに提供するようにさらに構成され
、カメラは、トレーニングされたニューラルネットワークを受信するように構築される。
カメラは、複数のデジタル画像を取り込み、複数のデジタル画像の画像データをトレーニ
ングされたニューラルネットワークに提供し、複数のデジタル画像の各特定のデジタル画
像について、特定のデジタル画像のピクセル群に各々対応する複数の関連度を取得するよ
うに、さらに構築される。
【００２２】
　「トレーニングされたニューラルネットワーク」という用語は、本明細書のコンテキス
トでは、たとえば、ニューラルネットワーク内のノードのセットアップ（ノードが相互接
続される方法）、およびニューラルネットワークにおいて使用される重み（フィルタ、重
みバンクなど）を指定するテキストファイルとして理解されたい。たとえばバイナリファ
イルを介するなど、コンピュータとカメラとの間でトレーニングされたニューラルネット
ワークを提供するその他の方法が、同様に可能である。
【００２３】
　一部の実施形態によれば、カメラは、取得された関連度に従って特定のデジタル画像の
圧縮度を制御することによって特定のデジタル画像をエンコードするようにさらに構築さ
れる。
【００２４】
　圧縮度は、画像の特定の部分（領域、区域など）について圧縮比を設定することによっ
て制御されてもよい。圧縮比は、たとえば０～５１（Ｈ．２６４）、１～２５５（ＶＰ９
）、または１～１００の範囲の、量子化パラメータ値、ＱＰ値によって具現化されてもよ
い。この説明において、「圧縮度」、「圧縮比」、および「圧縮レベル」という用語は、
広い意味で、元の、圧縮解除された、ピクセルの表現よりも少ないビットを使用するピク
セルのエンコーディングを示すために同義的に使用されることに留意されたい。上記で説
明されているように、エンコーディングプロセスのその他の部分は、たとえば関連度に基
づいてエンコードされた画像を送信する際のエラー修正の度合いを決定するために、エラ
ーコーディングのような、関連度に基づいてもよい。
【００２５】
　第２、第３、および第４の態様は概して、第１の態様と同じ特徴および利点を有するこ
とができる。
【００２６】
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　本発明の上記、ならびに追加の目的、特徴、および利点は、同じ参照番号が類似する要
素について使用される添付の図面を参照して、本発明の実施形態の以下の例示的かつ非限
定的な詳細な説明を通じてさらに深く理解されるであろう。
【図面の簡単な説明】
【００２７】
【図１】畳み込みニューラルネットワークを概略的に示す図である。
【図２】実施形態によるニューラルネットワークがトレーニングされる方法を示す図であ
る。
【図３】実施形態によるビデオカメラおよびコンピュータを備えるシステムを示す図であ
る。
【図４】実施形態によるニューラルネットワークをトレーニングする方法を示す図である
。
【発明を実施するための形態】
【００２８】
　図１は、一例として畳み込みニューラルネットワーク（ＣＮＮ）１００を示す。この明
細書のコンテキストでは、入力用デジタル画像におけるピクセル群の関連度を決定するた
めのＣＮＮの使用は単に一例に過ぎないことに留意されたい。たとえば別のタイプのフィ
ードフォワードニューラルネットワーク（つまりＣＮＮ以外）、再帰型ネットワークなど
、任意の適切なニューラルネットワークアーキテクチャが、この目的で採用されてもよい
。ＣＮＮ１００において、畳み込みレイヤ１０２、および完全接続レイヤ１０４という２
つのタイプのレイヤが存在することができる。完全接続レイヤは、２つ以上の出力を有す
るレイヤで置き換えられてもよいことが想定される。ＣＮＮ１００において、任意の数の
２つの異なるレイヤが存在することができる。図１において、２つの畳み込みレイヤ１０
２ａ、１０２ｂが存在する。畳み込みレイヤ１０２には、２つの回帰ヘッド１０４が追加
される。回帰ヘッド１０４は、この例において、畳み込みレイヤ１０２から出力１０６を
供給される完全接続レイヤ１０４ａ～ｂ、１０４ｃ～ｄのセットである。このコンテキス
トにおけるＣＮＮの利点は、（画像解析の目的に適合されたフィルタおよびフィルタ重み
で構成された）畳み込みレイヤ１０２の同じセットが、関連度を決定する目的のために使
用され得ることであってもよい。このセット１０２には、追加の回帰ヘッド１０４が追加
されてもよい（畳み込みレイヤ１０２のセットはその他の画像解析の目的でトレーニング
されたその他の回帰ヘッドにすでに接続されている）。次いで、追加の回帰ヘッドは、畳
み込みレイヤ１０２からの出力データ１０６を使用して関連度を決定するためにトレーニ
ングされてもよい。回帰ヘッド１０４の計算複雑性は、畳み込みレイヤ１０２のセットと
比較すると低い場合が多く、そのためニューラルネットワーク１００を実行するハードウ
ェアに追加の要求を加えることはほとんどない。
【００２９】
　図２は、ニューラルネットワーク１００をトレーニングするように構築されたデバイス
２００を一例として示す。トレーニングの実施形態は、これ以降、図２および図４と併せ
て説明される。デバイス２００は、処理機能を有する任意のデバイスであってもよく、こ
れ以降、コンピュータ２００と称される。コンピュータ２００は、最初に複数のデジタル
トレーニング画像２０８を受信することによって、トレーニングデータセット２１２を決
定することができる。次いで、デジタルトレーニング画像２０８は、デジタルトレーニン
グ画像２０８の各々におけるピクセル群に対する関連度を決定しＳ４０２、自動的にラベ
ル付けするように構成される第１の画像解析アルゴリズム２０４に供給されてもよい。第
１の画像解析アルゴリズム２０４は、一部の実施形態に従ってデジタルトレーニング画像
の空間的統計測定値に重点を置くことができる。この場合、各デジタルトレーニング画像
は、第１の画像解析アルゴリズム２０４によって個別に処理されてもよい。通常の空間的
統計測定値は、エッジ検出、色分布、顔検出、および空間ノイズ検出であってもよい。代
替的に、または追加的に、第１の画像解析アルゴリズム２０４はまた、デジタルトレーニ
ング画像のシーケンスのオブジェクトの動きのような、デジタルトレーニング画像の時間
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的特徴を考慮に入れることもできる。この理由から、第１の画像解析アルゴリズムは、複
数のデジタルトレーニング画像の画像シーケンスに時間的フィルタリングを適用すること
によって、各特定のデジタルトレーニング画像におけるピクセル群の時間的統計測定値を
計算するように構成されてもよく、画像シーケンスは特定のデジタルトレーニング画像を
含む。この場合、第１の画像解析アルゴリズム２０４は、アルゴリズムの１つの実行にお
いて、つまり特定のデジタルトレーニング画像における特定のピクセル群の時間的統計測
定値を計算する際に、複数のデジタルトレーニング画像を考慮する必要がある。時間的統
計測定値の例は、動き検出、時間ノイズ検出、画像間の照明条件の変化の検出などである
。
【００３０】
　空間的統計測定値および時間的統計測定値の両方がピクセルの特定群について計算され
る場合、第１の画像解析アルゴリズム２０４は、ピクセル群の時間的統計測定値および空
間的統計測定値を重み付けすることによって重み付け統計測定値を計算し、重み付け統計
測定値に基づいてピクセル群に関連度をラベル付けするように構成されてもよい。適用さ
れる重みは、０から１の任意の値であってもよく（時間的統計測定値および空間的統計測
定値が正規化される場合、それ以外の場合はその他の範囲の重みが適用する）、第１の画
像解析アルゴリズム２０４の対象分野に応じて決まる。
【００３１】
　たとえば、第１の画像解析アルゴリズム２０４が、移動する人物を含む画像の部分にビ
ットレートバジェットを費やすように適合される場合、アルゴリズムは、画像のそのよう
な部分に高い関連度をラベル付けすべきである。第１の画像解析アルゴリズムは、この実
施形態において、画像内のピクセル群が移動する人物に対応するかどうかを決定するため
に、対応する空間的および時間的統計測定値を計算する必要がある。もう１つの例は、第
１の画像解析アルゴリズム２０４が街路を細部にわたり表示する保存区域に重点を置くよ
うに構築される（つまりビットレートバジェットがそのような区域に費やされる）もので
あってもよく、この場合、計算される必要があるのは空間的統計測定値のみであってもよ
い。
【００３２】
　要約すると、第１の画像解析アルゴリズム２０４は、各デジタルトレーニング画像２０
８の特定のピクセル群に関連度を自動的にラベル付けするように構成される。この目的で
第１の画像解析アルゴリズム２０４のみが使用される実施形態について、複数のデジタル
トレーニング画像２０８および計算されたラベルは、トレーニングデータセット２１２を
形成する。
【００３３】
　一部の実施形態によれば、トレーニングデータセット２１２を決定することは、第２の
複数のデジタルトレーニング画像を第２の画像解析アルゴリズム２０６を通じて実行する
ことを含む。
【００３４】
　第２の複数のデジタルトレーニング画像は、第１の複数のデジタルトレーニング画像２
０８のサブセットであってもよい。
【００３５】
　あるいは、第２の複数のデジタルトレーニング画像は、第１の複数のデジタルトレーニ
ング画像２０８のサブセットではない。
【００３６】
　たとえば、第２の複数のデジタルトレーニング画像は、たとえば交通状況、カジノ、小
売店、銀行、航空機監視など、ニューラルネットワークのアプリケーションの特定の範囲
を対象としてもよい。この理由により、これらの特定の状況も対象とすることができる第
２の画像解析アルゴリズム２０６を使用してそのような状況を表示する画像２１０を解析
することは有利となり得る。すなわち、一部の実施形態によれば、第１の画像解析アルゴ
リズム２０４は、各種の画像コンテンツで良好に機能するより汎用のアルゴリズムであっ
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てもよく、第２の画像解析アルゴリズム２０６は、特定の画像コンテンツを対象とする。
一部の実施形態によれば、第１の画像解析アルゴリズム２０４は、計算複雑性がさほど高
くはなく、そのため膨大な画像（たとえば＞１００００または＞１００００００）で実行
することが可能であってもよく、第２の画像解析アルゴリズム２０６は、計算複雑性がよ
り高くてもよい。
【００３７】
　したがって、コンピュータ２００は、第２の複数のデジタルトレーニング画像について
、ピクセル群に関連度を自動的にラベル付けするように構成された第２の画像解析アルゴ
リズムを使用することにより、第２の複数のデジタルトレーニング画像の各特定のデジタ
ルトレーニング画像におけるピクセル群の関連度を決定するＳ４０４ように構築されても
よく、第２の画像解析アルゴリズムは第１の画像解析アルゴリズムとは異なる。上記で説
明されているように、第１の画像解析アルゴリズムは、あらゆるタイプの入力画像で等し
く良好に機能する汎用アルゴリズムであってもよく、第２の画像解析アルゴリズムは、よ
りプロファイルベースの解析を提供する（つまり一部の特定のコンテンツを備えるかまた
は特定の状況を表示する画像を対象とする）ことができる。
【００３８】
　一部の実施形態によれば、トレーニングデータセット２１２は、第１の複数のデジタル
トレーニング画像の中の少なくとも１つのデジタルトレーニング画像のピクセル群に関連
度を手動で（人物２１４により）ラベル付けすることによってさらに決定されるＳ４０６
。代替的に、または追加的に、トレーニングデータセット２１２は、第２の複数のデジタ
ルトレーニング画像の中の少なくとも１つのデジタルトレーニング画像のピクセル群に関
連度を手動でラベル付けすることによってさらに決定される。この実施形態は、第１およ
び／または第２の画像解析アルゴリズム２０４、２０６が関連度を正しくラベル付けでき
なかったデジタルトレーニング画像の一部の特定の特徴に対して、トレーニングデータセ
ットが微調整される必要がある場合に有利となりうる。トレーニングデータセット２１２
は、一部の実施形態により、少なくとも１つのさらなるデジタルトレーニング画像（第１
／第２の複数のデジタルトレーニング画像の一部ではない）のピクセル群に関連度を手動
でラベル付けすることによってさらに決定されてもよく、少なくとも１つのさらなるデジ
タルトレーニング画像および対応するラベルをトレーニングデータセットに含む。この実
施形態は、図２には含まれていない。
【００３９】
　したがって、トレーニングデータセット２１２は、第１および／または第２の画像解析
アルゴリズム２０４、２０６によって解析された複数のデジタルトレーニング画像、およ
び場合によっては人物２１４によって微調整されたラベルを備える。
【００４０】
　次いで、トレーニングデータセット２１２は、ニューラルネットワーク１００をトレー
ニングするＳ４０８ために使用される。トレーニングデータセット２１２を使用してニュ
ーラルネットワーク１００をトレーニングすることは、当業者に実施が任せられ、使用さ
れるニューラルネットワーク１００のアーキテクチャに従って行なわれる。一般に、ニュ
ーラルネットワークは、各入力用デジタル画像の関連度のマップを、トレーニングデジタ
ル画像のピクセル群に対するグラウンドトゥルースとして損失関数およびラベルを使用し
て、その内部重みを調整することによって提供するようにトレーニングされる。損失関数
は、たとえば、平均二乗誤差の最小化をもたらす、Ｌ２ノルムに基づいてもよい。損失関
数は、たとえば、可能な関連度の数、入力データのサイズなどに基づいて規定されてもよ
い。損失関数が規定されている場合、重みは通常、たとえばオプティマイザの確率的勾配
降下法アルゴリズムと共に標準化誤差逆伝播法を通じて更新される。当業者に知られてい
るように、確率的勾配降下法は、トレーニング中の入力画像に基づいて望ましい出力を生
成することに可能な限り近いモデルを取得するように、ニューラルネットワークの重みを
いかにして更新するかを計算するための最もよく知られている方法である。
【００４１】
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　第２の複数のトレーニング画像がトレーニングに使用され、第１の複数のトレーニング
画像のサブセットである場合、第２の複数のデジタルトレーニング画像およびその対応す
るラベルは通常、ニューラルネットワークが第１の複数のデジタルトレーニング画像でト
レーニングされた後にニューラルネットワークのトレーニングに使用されることに留意さ
れたい。
【００４２】
　たとえば、トレーニング中に何万もの画像がニューラルネットワーク１００に入力され
、トレーニングデジタル画像の一部ではないデジタル画像上で、ただしはるかに迅速かつ
計算複雑性の低い方法で、第１および／または第２の画像解析アルゴリズム２０４、２０
６に相当する（またはより良い）結果を生成することができるまで、ニューラルネットワ
ーク１００の内部重みが調整される。
【００４３】
　ニューラルネットワークの設計により、有利な使用領域は、特定用途向集積回路（ＡＳ
ＩＣ）のような、ニューラルネットワークを実行するように特に設計されたハードウェア
を備えるビデオカメラなどの低い使用可能計算リソース（たとえば、第１／第２の画像ア
ルゴリズムを実行するのに十分ではない）を有し得るデバイスにある。そのため、デバイ
ス２００は、そのようなデバイス３０４に、トレーニングされたニューラルネットワーク
を、たとえば無線ネットワーク３０２を介して提供するように構築されてもよく、それに
よってデバイスはトレーニングされたニューラルネットワークで構成されるＳ４１０。こ
れは、図３に示される。トレーニングされたニューラルネットワークが、内部フィルタお
よびトレーニングされたニューラルネットワークの重みを備えるテキストファイルのよう
な、任意の適切な方法で配布されてもよいことに留意されたい。また、コンピュータメモ
リ（たとえば、ＵＳＢ）または有線接続のような、トレーニングされたニューラルネット
ワークのカメラへの配布の任意のその他の手段が使用されてもよいことに留意されたい。
次いで、カメラは、カメラ３０４によって取り込まれ、次いで適宜にエンコードされた画
像の関連度を決定するために、トレーニングされたニューラルネットワークを使用するよ
うに構築される。そのため、カメラ３０４は、
　　複数のデジタル画像を取り込み、
　　複数のデジタル画像の画像データをトレーニングされたニューラルネットワークに提
供し、複数のデジタル画像の各特定のデジタル画像について、特定のデジタル画像のピク
セル群に各々対応する複数の関連度を取得するように構築されてもよい。
【００４４】
　一部の実施形態によれば、カメラは、取得された複数の関連度に従って特定のデジタル
画像の圧縮度を制御することによって特定のデジタル画像をエンコードするように構築さ
れてもよい。関連度と圧縮度との間のマッピングは線形であってもよい、つまり比較的高
い関連度は常に、比較的低い関連度と比べて、対応するピクセル群のより低い圧縮度に対
応してもよい。その他の実施形態によれば、マッピングは段階的なものである、つまり関
連度の範囲は、同じ圧縮度にマップする。画像の多数の区域、または画像シーケンスが、
関連すると見なされる画像コンテンツを含む場合には、使用可能な帯域幅を超えることが
ないように、マッピングはまた、使用可能な帯域幅を検討する必要がある。
【００４５】
　上記で説明されているように、一部の実施形態によれば、カメラ３０４は、ニューラル
ネットワークを実行するために専用のハードウェアを備えることができる。その他の実施
形態によれば、ニューラルネットワークのソフトウェア実施は、使用されるべき関連度を
取得するために使用される。いずれにせよ、上記で説明されているニューラルネットワー
クを使用することにより達成される結果は、関連度を取得するために第１／第２の画像解
析アルゴリズム２０４、２０６を実際に実行する場合と比較して、大幅に改善され得る。
【符号の説明】
【００４６】
　１００　ニューラルネットワーク
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　１０２　畳み込みレイヤ
　１０２ａ　畳み込みレイヤ
　１０２ｂ　畳み込みレイヤ
　１０４　回帰ヘッド
　１０４ａ　完全接続レイヤ
　１０４ｂ　完全接続レイヤ
　１０４ｃ　完全接続レイヤ
　１０４ｄ　完全接続レイヤ
　１０６　出力
　２００　デバイス、コンピュータ
　２０８　デジタルトレーニング画像
　２１２　トレーニングデータセット
　２０４　第１の画像解析アルゴリズム
　２０６　第２の画像解析アルゴリズム
　２１４　人物
　２１０　画像
　３０２　無線ネットワーク
　３０４　カメラ

【図１】 【図２】
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【図４】
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