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PPA AND M N A

This invention relates to the processing of image data.

The processing of image data is a well established technical
field. Image data can be captured in many different forms. For
example, image data may be captured by still/moving image photographic
cameras or still/moving image electronic cameras. Once the image data
has been captured, it is typically transformed into a stream of data
according to a known image data format, such as PAL, NTSC, SECAM or
SMPTE 240M.

There exist many different pieces of equipment for performing
manipulations upon image data in the aforementioned formats. The
manipulations can take many different forms. For example, the
manipulation may be recording onto magnetic tape, processing through a
digital video effects system, motion compensated standards conversion
or spatial filtering.

As the technical field of the capture, manipulation and
reproduction of image data has advanced, this has made possible the use
of increasingly high resolution systems. At the present time this
technical field is at the start of a transitional period between the
use of formats such as PAL, NTSC and SECAM and the use of a new
generation of high definition of video formats. In future, it is
probable that systems having further increases in resolution beyond the
current high definition standards will be introduced (e.g. super high
resolution systems may evolve).

A major obstacle that stands in the way of such evolution is the
vast amount of investment and development effort that must be expended
to produce apparatus for manipulating data in these new higher
resolution formats. As spatial and temporal resolution increases the
rate at which image data must be handled increases to an extent that
the sophistication of the equipment used must be significantly
increased so as to cope. This is a hugely expensive undertaking since
sophisticated new equipment will have to be developed and purchased and
the investment in existing equipment will be lost.

One possible way in which the use of higher resolution formats
may be facilitated is to split the source stream of data into a number
of separate split streams of data each having only part of the
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information content of the source stream of data. The lowering of the
information content of the split streams of data may be sufficient to
allow existing or slightly modified equipment, originally designed for
use with lower resolution formats, to be employed. This technique can
be thought of as providing a hierarchial philosophy in which systems of
increased resolution can be built from combining pieces of equipment
that were originally produced for lower resolution operation.

Whilst the above is a superficially attractive approach, it
brings with it its own set of problems which must be solved if its use
is to be practical. In particular, when it is desired to use a video
effects unit, the unit must produce a coordinated output in the super
high resolution domain, whereas the effect must actually be carried out
upon the separate streams of data each carrying only part of the
information content of the super high resolution format. Furthermore,
the type of sophisticated manipulation that is possible with modern
video effects units is such that the spatial frequency content of the
split streams may be altered and the way that the information is
divided between the different streams may also be altered.

The invention provides apparatus for processing image data, said
apparatus comprising:

an image data source for generating source data representing an
input image;

a data splitter for splitting said source data into N pre-
manipulation data sections each representing a different area within
said input image;

a video effects unit for separately performing N manipulations
upon each of said N pre-manipulation data sections to determine a
contribution of each of said N pre-manipulation data sections to a
different one of N post-manipulation data sections each representing a
different area within a manipulated image; and

an assembly store for receiving and concatenating said
contributions of each of said N pre-manipulation data sections to
different ones of said N post-manipulation data sections.

The invention solves the problem of allowing a largely standard
video effects unit to operate within such a hierarchical system for
supporting higher resolution images than it was originally designed

for. In particular, the source data is split into data sections each
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representing a different area within the input image (split by tiling).
This splitting technique is the one most suited to subsequent
processing by a video effects unit since the maximum spatial resolution
is able to be accessed during the manipulation and effects such as
scaling which modify the spatial frequency content of the split streams
may be more straight forwardly dealt with.

In order to cope with the possibility that a given pre-
manipulation data section (input image tile) maybe mapped to points
within other areas in the post-manipulation data sections, the video
effects unit carries out a separate manipulation for each possible
mapping from an input data section to an output data section.
Furthermore, it will be appreciated that since the largely standard
video effects unit does not have a sufficient address range to cope
with the full super high resolution input image, the sequence of
manipulations that are performed allow for this by each performing the
relevant mapping for a different part of the address space of the super
high resolution image.

That N separate manipulations have to be performed for each of
the N pre-manipulation data sections reduces the speed at which the
system is able to operate. The splitting of the source data into N
parts that are then separately and serially processed will reduce the
speed of operation by a factor of N. If each of these parts must then
be subject to N separate and serial manipulations, then this will
reduce the speed by a further factor of N to give an overall rate
reduction of N°. One way of alleviating this problem would be to use
a video effects unit comprising a plurality of parallel connected video
effects units each performing a different one of the N manipulations.
Whilst this approach increases the speed of operation, it also
increases the hardware costs.

Another possibility is that the system may be able to reduce the
time it takes to perform certain of the N manipulations. If the system
can identify at an early stage that a given pre-manipulation data
section will make no contribution to a particular post-manipulation
data section under that particular manipulation, then that manipulation
could be terminated early. Calculating whether any of the boundary
points of a pre-manipulation data section can be found within a post-
manipulation data section might be one test that could form part of




10

15

20

25

30

35

such an early identification scheme. _

whilst the arrangement of the video effects unit to perform these
N2 manipulations does mean that all the relevant contributions are
generated, these contributions required collecting together so that the
full post-manipulation data sections can be arrived at. The assembly
store provides this facility.

In some embodiments the manipulated image in its full resolution
form could be directly read from the assembly store, e.g. the system
could be used to produce film special effects with the film images
being converted into the pre-manipulation data sections, manipulated by
a high definition video effects unit and then read directly from the
assembly store to an electron beam recorder to create the output film
images. However, in preferred embodiments of the invention the video
effects unit will only be providing some of the necessary manipulations
and in order to facilitate subsequent processing such embodiments
comprise means for sequentially reading said N post-manipulation data
sections from said assembly store; and

a data combiner for combining said N post-manipulation data
sections to form output data representing said manipulated image.

A convenient way to specify manipulations to be performed by a
video effects unit is to use a transformation matrix. Such
transformation matrices provide a unique mathematical definition of a
particular manipulation.

In order to facilitate the continued use of transformation
matrices to specify manipulation whilst recognizing that different
address spaces are being utilized, in preferred embodiments each
transformation includes a pre-manipulation translation to render
concentric respective co-ordinate spaces of said input image and said
video effects unit prior to applying transformations specified in said
input image co-ordinate space and a post-manipulation translation
reversing said pre-manipulation translation after application of
transformations specified in said input image co-ordinate space.

The use of transformation matrices may be extended to also
provide the splitting between respective post-manipulation address
spaces by providing that each transformation includes an inter-section
translation dependent upon what position said pre-manipulation data

section has in said input image relative to said post-manipulation data
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section to which said contribution is being determined.

The use of pre-manipulation data sections corresponding to tiles
of the input image facilitates the subsequent video effects operations,
but has the disadvantage of potentially introducing edge effects into
the centre of the recombined image due to processing artifacts. In
order to assist to overcoming this problem, within preferred
embodiments said areas within said input image have overlapping edges.

This overlapping provides a redundancy that can be used to reduce
edge effects upon recombination.

When such overlapping edges are present, the system needs some
way of identifying where the "true" non-overlapping edges of each area
lie and, to this end, in preferred embodiments area key data is
associated with each area within said input image and defines borders
at which said areas within said input image touch without overlapping,
said area key data also being subject to said N manipulations to form
manipulated area key data.

The provision of such area key data may be further exploited to
control the concatenation within the assembly store in embodiments in
which said assembly store is responsive to said manipulated area key
data to concatenate said N post-manipulation data sections to form
areas within said manipulated image with borders that touch without
overlapping.

It will be appreciated from the above that the non-real time
nature of the video effects processing that can be performed could be
a disadvantage. Expensive studio time and the time of skilled
operators may be wasted in the experimentation and adjustment necessary
to perfect a particular effect being carried in non-real time.
Accordingly, in preferred embodiments the invention comprises means for
translating data defining a video effect obtained during off-line
editing of a lower resolution version of said input image into data for
controlling operation of said video effects unit to perform a sequence
of N manipulation upon each of said N pre-manipulation data sections to
bring about said video effect upon said input image.

In this way, a particular effect can be perfected at relatively
high speed in a low resolution system and only once its final form has
been reached will it be translated to be performed at the higher

resolution afforded by the system of the invention.



10

15

20

25

30

35

The invention also provides a method of processing image data,
said method comprising the steps of:

generating source data representing an input image;

splitting said source data into N pre-manipulation data sections
each representing a different area within said input image;

separately performing N manipulations upon each of said N pre-
manipulation data sections to determine & contribution of each of said
N pre-manipulation data sections to a different one of N post-
manipulation data sections each representing a different area within a
manipulated image; and

concatenating said contributions of each of said N pre-
manipulation data sections to different ones of said N post-
manipulation data sections.

An embodiment of the invention will now be described, by way of
example only, with reference to the accompanying drawings in which:

Figure 1 illustrates a non-real time system for manipulating
image data with the equipment originally designed for manipulating
image data of a lower information content;

Figures 2 and 3 illustrates a tiling splitting technique;

Figure 4 illustrates a data splitter for use with the tiling
splitting technique of Figures 2 and 33

Figure 5 illustrates a particular pre-manipulation section, its
overlap with adjacent déta sections and associated area key data;

Figure 6 illustrates the relative coordinate spaces of a super
high resolution image frame and the respective pre-manipulation data
sections;

Figure 7 illustrates an example manipulation that may be
performed by a video effects unit;

Figure 8 illustrates the contribution of a particular pre-
manipulation data section to respective post-manipulation data
sections;

Figure 9 illustrates how the overall transformation matrix for
mapping from one pre-manipulation data section to a given post-
manipulator data section can be divided into component transformations;

Figure 10 illustrates pre-manipulation translations, post-
manipulation translations and inter-section translations for respective

pre-manipulation data sections and post-manipulation data sections;
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Figure 11 schematically illustrates the arrangement of a video
effects unit within the overall hierarchical system and the data format
at various points within this system;

Figure 12 illustrates the assembly stores; and

Figure 13 illustrates a real time system for manipulating image
data with the equipment originally designed for manipulating image data
of a lower information content.

Figure 1 illustrates a system for the non real time manipulation
of image data. Various apparatus for generating the source stream of
image data is illustrated. These include: a still image photographic
camera 2 and a slide converter 4; a movie camera 6 and a film scanner
8: a high definition moving image electronic camera 10, a high
definition digital video tape recorder 12 and a video upconverter 14;
and a super high resolution moving image electronic video camera 16 and
a super high resolution digital video tape recorder 18 (illustrating
the hierarchial manner in which the system can cope with increased
resolution equipment developed in the future).

The image capture of these devices takes place in real time.
Subsequent processing in this embodiment takes place in non real time.

The non real time source stream of data from one of the slide
scanner 4, the film scanner 8 or the video data mixer 14 is fed to a
respective data splitter 20. The split streams of data from the data
splitter 20 take the form of a multiplexed stream of data comprising a
sequence of contemporaneous portions of each of the split streams, e.g.
the image data from a single frame may be split into four separate
streams which are then output in sequence from the data splitter 20.
The non real time multiplexed data streams from the data splitter 20
are recorded on a high definition digital video tape recorder 22. 1In
the case of the super high resolution camera 16 and the super high
resolution digital video tape recorder 18, the super high resolution
digital video tape recorder captures the image data in real time but
plays it back through the data splitter 20 in non real time.

The split data is then fed to a post production processing unit
24, It will be appreciated that, when a plurality of sources are being
simultaneously fed to the post production unit 24, the separate sources
are synchronised together so that corresponding split streams are

processed together.
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The post production processing unit 24 can be a standard piece of
high definition equipment such as a high definition video effects unit,
high definition filtering system, a keying unit and video recorders for
preforming manipulations such as foreground and background matting.

The output from the post production processing unit 24 is fed to
a further high definition digital video tape recorder 26 via which it
is passed to a data combiner 28. The data combiner 28 combines the
split streams of data into an output stream of data. This can then be
passed through a super high resolution film transfer unit 30 onto a
70mm film projection system 32 or direct to a super high resolution
video channel 34. Alternatively, the combined output stream of data
could be split again with accompanying pan/scan/zoom operations by a
video down conversion system 36 and then displayed via a standard high
definition channel 38 or placed onto 35mm film by an electron beam
recorder 40.

Figure 2 illustrates a super high-resolution frame A that is
split by tiling into pre-manipulation data sections Al, A2, A3, Al
each representing a different area within the super high-resolution
frame A. In order to counteract edge effects when the data sections
Al, A2, A3, Al are recombined, each of the data sections Al, A2, A3, Al
includes an overlap region 2 at its border with its neighbours.

Figure 3 schematically illustrates how the different data
sections Al, A2, A3, Ah are sequentially fed through the post
production unit 2l of Figure 1. Following the four data sections Al,
A2, A3, A4 representing the super high-resolution frame A, there is
shown a data section Bl that is the first data section from the
following super high-resolution frame B.

Figure 4 illustrates a non real time data splitter 20 for use
with tiling splitting. The super high resolution data is fed to a
swing buffer arrangement 44, Respective frames of the super high
resolution data are stored in respective frame stores on either side of
the swing buffer 44. A timing circuit 46 extracts the timing and
synchronisation information from the super high resolution signal.
This timing circuit controls the operation of a read address generator
48 and a write address generator 50. The read address generator 48 and
the write address generator 50 can comprise incrementing counters

addressing appropriately programmed PROMs for mapping the incrementing
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count into a predetermined sequence of addresses within the frame
stores of the swing buffer 44. Whilst a current frame of super high
resolution data is being fed into one of the frame stores under control
of the write address generator 50, the data from the previous frame is
being read out of the other frame store under control of the read
address generator U48.

It will be appreciated that with appropriate programming of the
PROMs the data can be read into the frame stores in its normal raster
scan pattern but read out in any sequence and order that is desired.
The data is read out as four raster scanned quadrants to bring about
tiling splitting.

A select and control unit 52 responsive to the respective read
and write addresses is used to supply the appropriate signals to the
control inputs of the frame stores and to an output selector 53.

Figure 5 shows an individual data section (tile) in more detail.
A colour image data section can be considered to be made up of four
compbnent signals. Three of these component signals are the R, G and
B component colour signals representing the image for the data section
Al, including the overlapping portions L2, The fourth component
comprises area key data. This area key data is used to identify those
parts of the data section Al that are active in the sense that they
should be written into the assembly store (discussed later) and
eventually reproduced within the reconstituted super high-resolution
frame. The area key data is set active within the area bounded by the
lines 54.

Figure 6 shows the relationship between the coordinates spaces of
the super high-resolution frame and those of the four data sections Al,
A2, A3, Al4. The super high-resolution coordinates base extends between
-x and x horizontally and -y and y vertically with its centre at a
position (0,0). In contrast, the coordinates space of the video
effects unit extends between -x/2 and x/2 horizontally and -y/2 and y/2
vertically with its centre at a position (0,0).

The relationship between the coordinates of particular points in
the super high-resolution domain and their corresponding data sections
Al, A2, A3, A4 in the video effects unit domain is shown in the lower
half of Figure 6.

Figure 7 illustrates a simple manipulation that one may wish to
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perform with the video effects unit. The overall desired effect is
that the super high-resolution frame should first be rotated by 45°
clockwise about its centre (rotation R) and then linearly translated
rightwards and downwards by a vector T.

The various manipulations that can be performed by the video
effects unit can be mathematically represented as transformation
matrices. These matrices can then be used to perform the manipulation
by matrix multiplication. An effect that is a composite of more than
one of such primitive manipulations can be built up by producing a
composite matrix that is the product of the various primitive matrices
making up the manipulation. In the case of the manipulation
illustrated in Figure 7, the overall effect in the super high-
resolution domain could be considered by multiplying each of the points
first by a matrix representing the rotation R and then by a matrix
representing the translation T or by a single matrix that is the
product T*R.

Matrices representing differing primitive manipulations are as
follows:

rotation (roll) by an angle 6 in the xy plane of the image is

given by

cos(0) sin(B) 0 0
-sin(6) cos(6) 0 0O
0 0 10
0 0 01

R(0) =

rotation (yaw) by an angle 6 in the xz plane is given by

cos(0) 0 sin(@) O

_ o 1 o0 0
() = -sin(®) 0 cos(6) ©
1

0 0 0
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rotation (pitch) about an angle 6 in the yz plane is given by

1 0 0 0
0 cos(0) -sin(B) O
0 sin(®) cos(6) 0O
0 0 0 1

pP(0) =

scaling to independently alter the dimensions in the x, y and 2

directions is given by

S(x,y.,2) =

h o o

N

SX
0
0
0

o o én o
o
P O O O

When the various primitive transformations have been identified,
their respective matrix forms can be multiplied to yield an overall

matrix transformation such as:

x! ABCD

u
y'| |EFGcH| |V
z! rJgkL|]o
1 MNOP) |1

10 in which u and v are the input image coordinates and x', y' and z' are
the output image coordinates. In practice it is more convenient to
determine the inverse of this generalised matrix and then determine
input image u and v values to be read into a particular positions
specified by a given x', y' and z' position in the output image. In

15 the case where hidden surfaces occur, hidden surface and line removal
techniques will be needed as is known in the field.

Figure 8 illustrates the four manipulations performed upon the
pre-manipulation data section Al to map it to each of the four possible
post-manipulation data sections so as to determine its respective

20 contributions thereto. The "*" next to each quadrant corresponding to

a post-manipulation data section in the output image on the right hand
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side of Figure 8 indicates which of these quadrants is currently active
in that the contribution of Al thereto is being determined.

A comparison of the manipulated image produced in Figure 7 and
the four manipulations illustrated in Figure 8 shows that the pre-
manipulation data section Al makes some contribution to all of the
post-manipulation data sections except the bottom left hand data
section. This illustrates part of the problem addressed by the present
invention whereby each of these different contributions has to be
accounted for with equipment that was originally designed for use in a
smaller address space.

Figure 9 illustrates the component primitive manipulations (each
corresponding to one of the matrices given earlier) from which the
manipulation shown at the top of Figure 8 is formed.

The first step is to perform a pre-manipulation translation 0 to
move the centre of the image in the super high-resolution domain (as
jllustrated in Figure 6) to correspond to the centre of the coordinate
space of the video effects unit. Following this the two manipulations
R and T, described in relation to Figure 7, are in turn performed.
Finally, a post-manipulation translation 0' is performed to reverse the
pre-manipulation translation. The overall manipulation that should be
performed is given by the matrix product O'*T*R*0. 1In practice, the
single matrix formed by this matrix product would be used to specify
and carry out the manipulation.

An additional factor not illustrated in Figure 9 is that which
must be considered when the pre-manipulation data section does not
correspond to the same quadrant as the post-manipulation data section
to which its contribution is being determined. In that case, an extra
inter-section translation would be added to the end of the above
mentioned manipulations to take account of the translation needed to
move the centre of the post-manipulation data section to the centre of
the pre-manipulation data section.

It will be appreciated that there are many possible different
combinations of pre-manipulation, post-manipulation and inter-section
translations. In practice, each pair of pre-manipulation data sections
Al, A2, A3, A4 and post-manipulation data sections Al¥, A2*%, A3*, Al4*
will be unique. Figure 10 schematically illustrates the translations

for each of these pairs.
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The top left translation is the pre-manipulation translation, the
top right translation is the post-manipulation translation and the
bottom centre translation is the inter-section translation. The
directions and lengths of the various translations illustrated in
Figure 10 correspond to those needed to perform the translations in
practice.

As previously mentioned, the non-real time nature of the system
of Figure 1 has the result that is advantageous if a particular desired
effect can be perfected during off-line editing and then translated
into the necessary manipulations for the different data sections. In
the example of Figure 7, off-line editing using known lower resolution
equipment would be used to perfect the magnitude and directions of the
manipulations R and T. Once these had been perfected in the lower
resolution system, they can be translated to form the 16 different
manipulations required for the super high resolution format by
inserting the perfected R and T matrices between the pre-manipulation
translation and post-manipulation translation for each data section
pair as illustrated in Figure 10.

Figure 11 illustrates the functional blocks and data formats of
this video effects system. A data splitter 56 that has the form
illustrated in Figure 4 converts the data from super high resolution
format into four successive image quadrants 58. Each of these four
quadrants is fed in turn to a high definition digital multiple effects
unit (video effects unit) 60. The high definition digital multiple
effects unit 60 stores each input quadrant in a frame memory and then
performs four manipulations upon it in the manner discussed previously.
The contributions to each post-manipulation data section (output
quadrant) are fed to an assembly store 62 into which they are written
under control of an area key signal to form the manipulated super high-
resolution image 64. The post-manipulation data sections 66 are then
sequentially read from the assembly store so that they can undergo
further processing (e.g. foreground/background matte processing - not
illustrated) before they eventually reach a data combiner 68. The data
combiner 68 can again have the form illustrated in Figure 4 and serves
to convert the tiled data back into super high-resolution format.

Figure 12 illustrates the assembly store 62 of Figure 11 in more
detail. The video data and area key data from the high-definition
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digital multiple effects unit 60 are fed to a pair of field/frame
stores 70, 72 arranged as a swing buffer. The area key data enables
the writing of the video data into the field/frame stores 70, 72 in a
manner that prevents revealed background image portions being stored
and removes the overlapping regions 42 from each quadrant. Timing
signals delimiting each quadrant are fed to a controller 74 which
coordinates the operation of a write address generator 76 and a read
address generator 78. The write address generator 76 and the read
address generator 78 operate over the full address space of the super
high resolution frame and control the writing to and reading from the
appropriate sections of the field/frame stores 70, 72. Field store
controllers 80, 82 are fed with the generated write addresses and read
addresses together with read/write selection signals, output enable
signals, the area key data and timing control signals C1, C2. The
field/frame store controllers 80, 82 operate such that one of the
field/frame stores 70, 72 is being written to concatenate all of the
contributions to the post-manipulation data sections whilst the other
field/frame store 70, 72 is being read from.

Figure 13 shows a system for a higher speed manipulation of image
data. The difference between this system and that of Figure 1 is that
between the data splitters 20 and the data combiners 28 there exists a
synchronised multi channel architecture comprising four post production
processing units 2l with corresponding banks of high definition video
tape recorders 22 and 26. It will be appreciated that the four post
production processing units 24 must have a coordinated operation and so
a controller 42 is provided to synchronise their operation. For
example, if the post production processing unit is performing a fade or
wipe operation then it is important that this should progress at the
same rate for each of the split streams of data if distortion upon
recombination is to be avoided. If each of the post production
processing units 24 contains four video effects units, then real time
video effects manipulation can be achieved. Such an arrangement would

be expensive in terms of hardware requirements.
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CLAIMS

1. Apparatus for processing image data, said apparatus comprising:
an image data source for generating source data representing an
input image;

a data splitter for splitting said source data into N pre-
manipulation data sections each representing a different area within
said input image;

a video effects unit for separately performing N manipulations
upon each of said N pre-manipulation data sections to determine a
contribution of each of said N pre-manipulation data sections to a
different one of N post-manipulation data sections each representing a
different area within a manipulated image; and

an assembly store for receiving and concatenating said
contributions of each of said N pre-manipulation data sections to

different ones of said N post-manipulation data sections.

2. Apparatus as claimed in claim 1, comprising:

means for sequentially reading said N post-manipulation data
sections from said assembly store; and

& data combiner for combining said N post-manipulation data

sections to form output data representing said manipulated image.

3. Apparatus as claimed in any one of claims 1 and 2, wherein each
manipulation performed by said video effects unit upon a data section

corresponds to a transformation specified by a transformation matrix.

L, Apparatus as claimed in claim 3, wherein each transformation
includes a pre-manipulation translation to render concentric respective
co-ordinate spaces of said input image and said video effects unit
prior to applying transformations specified in said input image co-
ordinate space and a post-manipulation translation reversing said pre-
manipulation translation after application of transformations specified

in said input image co-ordinate space.

5. Apparatus as claimed in any one of claims 3 and 4, wherein each

transformation incudes an inter-section translation dependent upon what
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position said pre-manipulation data section has in said input image
relative to said post-manipulation data section to which said

contribution is being determined.

6. Apparatus as claimed in any one of the preceding claims, wherein

said areas within said input image have overlapping edges.

7. Apparatus as claimed in claim 6, wherein area key data is
associated with each area within said input and defines borders at
which said areas within said input image touch without overlapping,
said area key data also being subject to said N manipulations to form

manipulated area key data.

8. Apparatus as claimed in claim 7, wherein said assembly store is
responsive to said manipulated area key data to concatenate said N post
manipulation data sections to form areas within said manipulated image

with borders that touch without overlapping.

9. Apparatus as claimed in any one of the preceding claims,
comprising means for translating data defining a video effect obtained
during off-line editing of a lower resolution version of said input
image into data for controlling operation of said video effects unit to
perform a sequence of N manipulation upon each of said N pre-
manipulation data sections to bring about said video effect upon said

input image.

10. A method of processing image data, said method comprising the
steps of:

generating source data representing an input image;

splitting said source data into N pre-manipulation data sections
each representing a different area within said input image;

separately performing N manipulations upon each of said N pre-
manipulation data sections to determine a contribution of each of said
N pre-manipulation data sections to a different one of N post-
manipulation data sections each representing a different area within a
manipulated image; and

concatenating said contributions of each of said N pre-
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manipulation data sections to different ones of said N post-
manipulation data sections.

11. Apparatus for processing image data substantially as hereinbefore

described with reference to the accompanying drawings.

12. A method of processing image data substantially as hereinbefore

described with reference to the accompanying drawings.
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