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LOW-PIN-COUNT NON-VOLATILE MEMORY
INTERFACE FOR 3D IC

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority benefit of U.S. Provisional
Patent Application No. 61/880,917, filed on Sep. 21,2013 and
entitled “Low-Pin Count Non-Volatile Memory Interface for
3D IC,” which is hereby incorporated herein by reference.

This application is a continuation-in-part of U.S. patent
application Ser. No. 13/288,843, filed on Nov. 3, 2011 and
entitled “Low-Pin-Count Non-Volatile Memory Interface”,
which is hereby incorporated herein by reference, and which
claims priority benefit of U.S. Provisional Patent Application
No. 61/409,539, filed on Nov. 3, 2010 and entitled “Circuit
and System of A Low Pin Count One-Time-Programmable
Memory,” which is hereby incorporated herein by reference.

This application is also a continuation-in-part of U.S.
patent application Ser. No. 13/571,797, filed on Aug. 10,2012
and entitled “System and Method of In-System Repairs or
Configurations for Memories”, which is hereby incorporated
by reference, and which claims priority benefit of: (i) U.S.
Provisional Patent Application No. 61/668,031, filed on Jul.
5, 2012 and entitled “Circuit and System of Using Junction
Diode as Program Selector and MOS as Read Selector for
One-Time Programmable Devices,” which is hereby incor-
porated herein by reference; and (ii) U.S. Provisional Patent
Application No. 61/609,353, filed on Mar. 11, 2012 and
entitled “Circuit and System of Using Junction Diode as
Program Selector for One-Time Programmable Devices,”
which is hereby incorporated herein by reference.

This application is also a continuation-in-part of U.S.
patent application Ser. No. 14/231,404, filed on Mar. 31,2014
and entitled “Low-Pin-Count Non-Volatile Memory Inter-
face with Soft Programming Capability”, which is hereby
incorporated herein by reference, and which in turn is a con-
tinuation-in-part of U.S. patent application Ser. No. 13/288,
843, filed on Nov. 3, 2011 and entitled “Low-Pin-Count Non-
Volatile Memory Interface”, which is hereby incorporated
herein by reference, and which claims priority benefit of U.S.
Provisional Patent Application No. 61/409,539, filed on Nov.
3,2010 and entitled “Circuit and System of A Low Pin Count
One-Time-Programmable Memory,” which is hereby incor-
porated herein by reference.

BACKGROUND OF THE INVENTION

Non-volatile memory (NVM) is able to retain data when
the power supply of a memory is cut off. The memory can be
used to store data such as parameters, configuration settings,
long-term data storage, etc. Similarly, this kind of memory
can be used to store instructions, or codes, for microproces-
sors, DSPs, or microcontrollers (MCU), etc. Non-volatile has
three operations, read, write (or called program), and erase,
for reading data, programming data, and erasing data before
re-programming. Non-volatile memory can be a flash
memory that can be programmed from 10K to 100K times, or
Multiple-Time Programmable (MTP) that can be pro-
grammed from a few times to a few hundred times.

One-Time-Programmable (OTP) is a particular type of
non-volatile memory that can be programmed only once. An
OTP memory allows the memory cells being programmed
once and only once in their lifetime. OTP is generally based
on standard CMOS process and usually embedded into an
integrated circuit that allows each die in a wafer to be cus-
tomized. There are many applications for OTP, such as
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2

memory repair, device trimming, configuration parameters,
chip ID, security key, feature select, and PROM, etc.

FIG.1 shows a conventional OTP cell. The OTP cell 10 has
an OTP element 11 and a program selector 12. The OTP
element is coupled to a supply voltage V+ in one end and a
program selector 12 at the other. The program selector 12 has
the other end coupled to a second supply voltage V-. The
program selector 12 can be turned on by asserting a control
terminal Sel. The program selector 12 is usually constructed
from a MOS device. The OTP element 11 is usually an elec-
trical fuse based on polysilicon or silicided polysilicon, a
floating gate to store charges, or an anti-fuse based on gate
oxide breakdown, etc.

FIG. 2 shows a pin configuration of a conventional serial
OTP memory 20. The OTP memory 20 has an OTP memory
module 22 and a power-switch device 21 that couples to a
high voltage supply VDDP and the OTP memory module 22.
The OTP memory 22 has a chip enable, program, clock,
power-switch select, and an output signal denoted as CS#,
PGM, CLK, PSWS, and Q, respectively. CS# selects the OTP
memory 22 for either read or program. PGM is for program or
read control. CLK is for clocking the memory 22. PSWS is for
turning on an optional device, power-switch device 21. The
output signal Q is for outputting data. Since there are several
1/O pins, the footprint of an OTP memory to be integrated into
an integrated circuit is large and the cost is relatively high.

FIG. 3(a) shows a program timing waveform of a serial
OTP memory with the /O pin configurations as shown in
FIG. 2. If the CLK is low and PGM is high when the CS# falls,
the OTP goes into a program mode. Then, PGM toggles to
high before the rising edges of CLK for those bits to be
programmed. The high CLK period is the actual program
time. Similarly, FIG. 3(b) shows a read timing waveform of a
serial OTP memory with the 1/O pin configurations shown in
FIG. 2. If the CLK is high and PGM is low when CS# falls, the
OTP goes into a read mode. The cell data are read out at the
falling edges of CLK one by one. These timing waveforms in
FIGS. 3(a) and 3(b) are relatively complicated.

Another similar low-pin-count I/O interface is the Serial
Peripheral Interconnect (SPI) that has CSB, SCLK, SIN, and
SO pins for chip select, serial clock, serial input, and serial
output, respectively. The timing waveform of SPI is similar to
that in FIGS. 3(a) and 3(b). Another two-pin serial /O inter-
face is I°C that has only two pins: SDA and SCL, for serial
data and serial clock, respectively. This 1/O interface is for an
SRAM-like devices that have comparable read and write
access time. The I°C for programming a byte or a page in a
serial EEPROM is quite complicated: upon issuing a start bit,
device 1D, program bit, start address, and stop bit, the chip
goes into hibernation so that an internally generated program-
ming is performed for about 4 ms. A status register can be
checked periodically for completion before next program
command can be issued again. In an OTP, the program time is
several orders of magnitude higher than the read access and
much lower than either the program or erase time of
EEPROM, for example 1 us versus 50 ns for read and 1 us
versus 4 ms for program/erase, such that I°C interface for
OTP is not desirable because of high timing overhead.

As OTP memory sizes continue to be reduced, the number
of external interface pins becomes a limitation to the OTP
memory size. The current serial interfaces have about 2-5 pins
and are not able to effectively accommodate read and pro-
gram speed discrepancies. Accordingly, there is a need for a
low-pin-count interface for non-volatile memory, such as
OTP memory.

As integrated circuits reach the limit of scaling in mono-
lithic chips, stacking ICs into a vertical direction becomes a
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natural choice. When dies are stacked into the third dimen-
sion, the so-called “3D IC,” OTP memory becomes more
important for defect redundancy, device trimming, configu-
ration storage, and parameter adjustments to fix any manu-
facturing defects or performance degradation during 3D IC
processing. In a 3D IC package, bare dies are ground and
thinned down from 100 um to about 5-25 um and then stacked
on top of each other on a substrate or interposer. At least one
Through Silicon Vias (TSV), with diameters in the range of
5-50 um, are drilled through multiple dies for interconnect. A
substrate or interposer can be used to support the dies or as a
media for interconnecting these dies together.

During the 3D IC processing, some manufacturing defects
can be generated to degrade yields, such as particle, contami-
nation, or stress. New failure bits can easily be created in the
memory dies. For example, if DRAM can be repaired again
after IC package, 2% of yield can be saved. Moreover, thin-
ning down the wafers from 100 um to 5-25 um or less can
create stresses in silicon, and further, changing the silicon
properties. The stress can affect the device characteristics,
such as threshold voltage, leakage, silicon bandgap, or driv-
ing capability. The stress can also increase device mismatch
and degrade analog performance substantially. For example,
any new stress and/or mismatch created can easily affect the
performance of A/D, D/A, amplifier, or bandgap reference.
For logic chips, changing device performance can affect the
relative timing such that clock setup time or hold time can be
violated after 3D IC processing. As a result, the 3D IC may
not be functional. Different 3D ICs can have different 1/O
configurations, such as different [/O numbers, /O termina-
tion, [/O driver strength, and I/O capacitive coupling for
customization. The configuration settings can vary from one
3D IC to others that need to be stored for tracking.

As more dies are stacked into 3D ICs, manufacturing
defects, device trimming, parameter adjustments are needed
to tailor for different 3D IC configurations. As a result, there
is a need to invent a more systematic approach to improve the
yield and performance of a 3D IC by using low-pin-count
NVMs, especially low-pin-count OTP memories, much more
creatively after the 3D ICs are fabricated.

SUMMARY

The invention relates to a low-pin-count non-volatile
memory (NVM) having reduced area and footprint. In one
embodiment, the low-pin-count non-volatile memory can use
an interface that makes use of only one pin external to an
integrated circuit. This interface not only can use only one
external pin but also can share several internal pins with the
rest of integrated circuit to thereby reduce area and footprint.
Moreover, if desired, the one external pin can be further
multiplexed with the other pins so that no additional pins are
needed. In one embodiment the interface can pertain to a
low-pin-count OTP interface for an OTP memory so that the
OTP memory can be easily integrated into an integrated cir-
cuit.

In one embodiment, a non-volatile memory interface can
uses only two signals, PGM and CLK for program control and
clock, respectively. By comparing the relative phase between
these two signals, the start and stop conditions can be
detected. In addition, device ID, read/program/erase mode,
and starting address can be determined. Thereafter, read, pro-
gram, or erase sequences can be signaled. Program assertion
and program time can be determined by the pulse width of
PGM. So do the erase mode. Finally, the operations are ended
with a stop condition. Since the CLK can be shared with the
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system clock of the integrated circuit, the additional pin for
NVM is then the one external pin is PGM.

The invention can be implemented in numerous ways,
including as a method, system, device, or apparatus (includ-
ing graphical user interface and computer readable medium).
Several embodiments of the invention are discussed below.

As a 3D IC, one embodiment can, for example, include a
plurality of dies stacked on top of each other on at least one
substrate or interposer. At least one of the dies can have at
least one low-pin-count (LPC) NVMs for repair, trim, or
adjustment. The pins in the at least one LPC NVMs can be
coupled to further reduce the numbers oftotal pins forall LPC
NVMs combined for external accesses. Reducing the number
of pins can be achieved by chaining, broadcasting, or wired-
OR. For example, the serial input and serial output of the at
least one LPC NVMs can be chained together to reach a pair
of serial input and serial output. Signals can be wired to a
common bus for broadcasting. Bi-direction signals can be
coupled together by wired-OR or open-drain type of circuit
for the at least one LPC NVMs so that any signaling can be
sent by all LPC NVMs on the bus. Each LPC NVMs can be
identified by a unique device ID so that each LPC NVM can
be selected for read, program, or erase. It is more desirable
that the NVMs are built as OTPs so that logic compatible
CMOS processes can be used to fabricate the dies in the 3D
1C.

As an electronic system, one embodiment can, for
example, include a 3D IC operatively connected to other
integrated circuits for processing data, storing data, sensing
data, or converting data to achieve system functionality. The
3D IC can include a plurality of dies stacked on top of each
other on at least one substrate or interposer. At least one of the
dies can have at least one low-pin-count (LPC) NVMs for
repair, trim, or adjustment. The pins in the at least one LPC
NVMs can be coupled to further reduce the numbers of total
pins for all LPC NVMs combined for external accesses.
Reducing the number of pins can be achieved by chaining,
broadcasting, or wired-OR. For example, the serial input and
serial output of the at least one LPC NVMs can be chained
together to reach a pair of serial input and serial output.
Signals can be wired to a common bus for broadcasting.
Bi-direction signals can be coupled together by wired-OR or
open-drain type of circuit for the at least one LPC NVMs so
that any signaling can be sent by all LPC NVMs on the bus.
Each LPC NVMs can be identified by a unique device ID so
that each LPC NVM can be selected for read, program, or
erase. Itis more desirable that the NVMs are built as OTPs so
that logic compatible CMOS processes can be used to fabri-
cate the dies in the 3D IC.

As amethod for providing low-pin-count NVMs for repair-
ing defects, trimming device mismatch, or adjusting param-
eters in a 3D IC, one embodiment can, for example, include at
least one 3D IC. The 3D IC can include a plurality of dies
stacked on top of each other on at least one substrate or
interposer. At least one of the dies can have at least one
low-pin-count (LPC) NVMs for repair, trim, or adjustment.
The pins in the at least one LPC NVMs can be coupled to
reduce the numbers of total pins for all LPC NVMs combined
for external accesses. Reducing the pins can be achieved by
chaining, broadcasting, or wired-OR. For example, the serial
input and serial output of the at least one LPC NVMs can be
chained together to reach a pair of serial input and serial
output. Signals can be wired to a common bus for broadcast-
ing. Bi-direction signals can be coupled together by wired-
OR or open-drain type of circuit for the at least one LPC
NVMs so that any signaling can be sent by all LPC NVMs on
the bus. Each LPC NVMs can be identified by a unique device
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1D so that each LPC NVM can be selected for read, program,
or erase. It is more desirable that the NVMs are OTPs so that
logic compatible CMOS processes can be used to fabricate
the dies in the 3D IC.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention will be readily understood by the
following detailed descriptions in conjunction with the
accompanying drawings, wherein like reference numerals
designate like structural elements, and in which:

FIG. 1 shows a conventional OTP cell.

FIG. 2 shows a pin configuration of a conventional serial
OTP memory.

FIG. 3(a) shows a program timing waveform of a serial
OTP memory.

FIG. 3(b) shows a read timing waveform of a serial OTP
memory.

FIG. 4(a) shows a one-pin NVM with hardware read/write
(HW R/N) according to one embodiment.

FIG. 4(b) shows a one-pin NVM with hardware write and
software read (HW-W-SW-R) according to one embodiment.

FIG. 4(c) shows a block diagram of using low-pin-count
OTP memory in a 3DIC according to one embodiment

FIG. 5(a) shows a low-pin-count NVM /O protocol
according to one embodiment.

FIG. 5(b) shows a simplified version of low-pin-count
NVM protocol for READ according to one embodiment.

FIG. 5(c) shows a simplified version of low-pin-count
NVM protocol for PROGRAM according to one embodi-
ment.

FIG. 5(d) shows a simplified version of low-pin-count
NVM protocol for ERASE according to one embodiment.

FIG. 6(a) shows a start bit waveform according to one
embodiment.

FIG. 6(b) shows a stop bit waveform according to one
embodiment.

FIG. 7(a) shows a read timing waveform of a low-pin-
count NVM in read mode according to one embodiment.

FIG. 7(b) shows a program timing waveform of a low-pin-
count NVM in program mode according to one embodiment.

FIG. 7(c) shows a program timing waveform of a low-pin-
count NVM in program mode according to another embodi-
ment.

FIG. 8(a) shows a block diagram of a HW R/W low-pin-
count NVM according to one embodiment.

FIG. 8(b) shows a block diagram of another embodiment of
HW R/W low-pin-count NVM according to one embodiment.

FIG. 9(a) shows one embodiment of a block diagram for
HW-W-SW-R low-pin-count NVM according to one embodi-
ment.

FIG. 9(b) shows yet another embodiment of a block dia-
gram for HW-W-SW-R low-pin-count NVM according to one
embodiment.

FIG. 9(c) shows a 3D perspective view of a 3D IC using
low-pin-count NVM according to one embodiment.

FIG. 9(c1) shows a bi-direction signal in an LPC OTP
interfacing to a common bus according to one embodiment.

FIG. 9(d) shows a block diagram of electrical connectivity
of low-pin-count NVMs ina 3D IC according to one embodi-
ment.

FIG. 9(e) shows a block diagram of electrical connectivity
of low-pin-count NVMs in a 3D IC according to another
embodiment.

FIG. 9(f) shows a block diagram of electrical connectivity
of low-pin-count NVMs in a 3D IC according to yet another
embodiment.
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FIG. 9(g) shows a portion of a block diagram of using LPC
OTPs to adjust timing delays according to one embodiment.

FIG. 9(%) shows a cross section of a 3D IC using low-pin-
count NVM according to one embodiment.

FIG. 10(a) shows a soft program procedure for a low-pin-
count NVM according to one embodiment.

FIG. 10(b) shows a soft program procedure for low-pin-
count NVMs in a 3D IC according to one embodiment.

FIG. 11(a) shows a program procedure for a low-pin count
NVM according to one embodiment.

FIG. 11(b) shows an erase procedure for a low-pin count
NVM according to one embodiment.

FIG. 11(c) shows a program procedure for low-pin-count
NVMs in a 3D IC according to one embodiment.

FIG. 12(a) shows a read procedure for a low-pin-count
NVM according to one embodiment.

FIG. 12(b) shows a read procedure for low-pin-count
NVMs in a 3D IC according to one embodiment.

FIG. 13 shows an OTP cell using a diode as program
selector according to one embodiment.

FIG. 14 shows a functional block diagram ofa portion of an
electronics system using OTP memory in a 3D IC according
to one embodiment.

FIG. 15(a) depicts a method in a flow chart to repair or
configure memories in a 3D IC according to one embodiment.

FIG. 15(b) depicts a method in a flow chart to repair or
configure memories ina 3D IC with the repair software down-
loaded from the Internet according to another embodiment.

FIG. 16 depicts a method in a flow chart to program defect
addresses or update parameters into memories in a 3D IC for
repair or configuration according to one embodiment.

FIG. 17 depicts a method in a flow chart to access a
memory after in-situ memory repair and configuration.

DETAILED DESCRIPTION OF THE INVENTION

The invention relates to a low-pin-count non-volatile
memory (NVM) having reduced area and footprint. In one
embodiment, the low-pin-count non-volatile memory can use
an interface that makes use of only one pin external to an
integrated circuit. This interface not only can use only one
external pin but also can share several internal pins with the
rest of integrated circuit to thereby reduce area and footprint.
Moreover, if desired, the one external pin can be further
multiplexed with the other pins so that no additional pins are
needed. In one embodiment the interface can pertain to a
low-pin-count OTP interface for an OTP memory so that the
OTP memory can be easily integrated into an integrated cir-
cuit.

Simply employing a serial interface is not sufficient for an
OTP memory because an OTP memory requires high voltage
programming control and has a much longer program time
than read time. Also, getting into a program mode at a specific
address should be immune to noises and be secure to prevent
data corruption.

In one embodiment, a non-volatile memory interface can
uses only two signals, PGM and CLK for program control and
clock, respectively. By comparing the relative phase between
these two signals, the start and stop conditions can be
detected. In addition, device ID, read/program/erase mode,
and starting address can be determined. Thereafter, read, pro-
gram, or erase sequences can be signaled. Program assertion
and program time can be determined by the pulse width of
PGM in program mode. Similarly erase assertion and erase
time can be determined by the pulse width of PGM in erase
mode. Finally, the operations are ended with a stop condition
or running through the whole memory. Since the CLK can be
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shared or derived from a system clock of the integrated cir-
cuit, the additional pin for NVM is then the one external pin
denoted PGM.

This invention discloses a two-pin count NVM interface
with PGM and CLK for program control and clock, respec-
tively. The CLK can be derived from a system clock in an
integrated circuit so that only one additional pin PGM is
required for the NVM. In addition, the PGM pin can be
further multiplexed with other pins in the integrated circuit to
reduce external pins. In the NVM applications for chip 1D,
serial number, or inventory control, the data are written into
and read out from the NVM by controlling the external pin,
such as PGM. To further save pin count, the control pin PGM
and data output pin Q can be shared in a bi-directional I/O,
PGM/Q. This mode is called hardware read and write (HW
R/W). In other NVM applications such as security key,
PROM code, or configuration parameters, the data stored in
NVMs can only be read internally for security reasons,
though programming or erasing is still achieved by control-
ling the external pins. This mode is called hardware write and
software read (HW-W-SW-R). The required /O pins are
CLK, PGM, Q, and PGMi. PGM is the only external pin
needed for control programming, while PGMi is an internal
pin for control reading.

Using low-pin-count (LPC) NVMs in a 3D IC for defect
repair, device trimming, or parameter adjustment is disclosed
here. In one embodiment, the 3D IC can have a plurality of
dies stacked on top of each other on at least one substrate or
interposer. At least one of the dies can have at least one
low-pin-count (LPC) NVMs for repair, trim, or adjustment.
The pins in the at least one LPC NVMs can be coupled
together to further reduce the numbers of total pins in the
entire LPC NVMs for external accesses. Reducing the total
number of pins can be achieved by chaining all serial input
and serial output or by broadcasting signals in common buses.
For example, the serial input and serial output of the at least
one LPC NVMs can be chained together to reach a pair of
serial input and serial output, i.e., the serial output of the first
LPC NVM can be input to the serial input of the second LPC
NVM and the serial output of the second LPC NVM can be
input to the serial input of the third LPCNVM, and so on. The
input signals of all LPC NVMs can be broadcasted directly by
acommon bus. Bi-directional pins can be coupled together by
a wired-OR or open-drain type of circuit for the at least one
LPC NVMs so that the signals can be sent by all LPC NVMs
on the buses. Each LPC NVMs can be identified by a unique
device ID so that each LPC NVM can be individually selected
for read, program, or erase. It is more desirable that the NVMs
are built as OTPs so that logic compatible CMOS processes
can be used for fabricating the dies in the 3D IC.

The invention can be implemented in numerous ways,
including as a method, system, device, or apparatus (includ-
ing computer readable medium). Several embodiments of the
invention are discussed below.

FIG. 4(a) shows a one-pin NVM 30 with hardware read/
write (HW R/W) according to one embodiment. An inte-
grated circuit 31 has an NVM memory 32 and a power-switch
device 33 coupled between a high voltage pin VDDP and the
NVM memory 32. The NVM memory 32 has one pin, clk,
internal to the integrated circuit 31 and another pin, PGM/Q,
external to the integrated circuit 31. The clk pin can be
obtained from an external system clock, CLK, with a buffer
34 and a frequency divider 35. The frequency divider 35, such
as divided-by-2, can make phase alignment between PGM/Q
and CLK much easier, though can be omitted in another
embodiment. It is important to have CLK externally acces-
sible, because generating PGM/Q timing should be aligned
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with the CLK. PGM/Q is a bi-directional I/O pin that can be
used to set control signals as well as to get data out.

FIG. 4(b) shows a one-pin NVM 40 with hardware write
and software read (HW-W-SW-R) according to one embodi-
ment. An integrated circuit 41 has an NVM memory 42 and a
power-switch device 43 coupled between a high voltage pin
VDDP and the NVM memory 42. The NVM memory 42 has
three pins, pgmi, clk, and q internal to the integrated circuit 41
and one pin PGM external to the integrated circuit 41. The clk
pin can be obtained from an external system clock, CLK, with
a buffer 44 and a frequency divider 45. The frequency divider
45, such as a divided-by-2 or higher, can make the phase
alignment between PGM and clk can be much easier, though
can be omitted in another embodiment. It is important to have
CLK externally accessible, because generating PGM timing
should be aligned with the CLK. Pgmi is an internal control
signal for read, similar to PGM for program and erase. Data
pin q is a data out to a multi-bit registers 46 so that the content
of'the NVM can be accessed by software reading the registers
46.

FIG. 4(c) shows a block diagram of using low-pin-count
NVMs in a portion of'a 3D IC according to one embodiment.
The 3D IC 400 has a plurality of dies #1, #2, . . . , to #n,
denoted as 410-1,410-2, .. ., 410-z, respectively. At least one
of'the dies has at least one Low-Pin-Count (LPC) OTP 411-1,
411-2,...,411-nindic410-1,410-2,. . .,410-n, respectively.
The input/output pins of the LPC OTP 411-i can be coupled in
ablock 420 to reduce pin counts for external accesses. Reduc-
ing the number of pins can be achieved by chaining or broad-
casting. The LPC OTP 411-i (i=1, 2, . . ., n) has a serial input
pin SDI, a serial output pin SDO, and other control pins such
as serial clock SCK and serial mode select SMS. The serial
input SDI and serial output SDO of the dies 411-1 through
411-n can be chained together to have a pair of SDI and SDO
as serial input and output of the entire OTPs. The control pins
sck and sms of all LPC OTP 411-/ (i=1, 2, . . . , n) can be
coupled together to a common bus SCK and SMS, respec-
tively. For example, each die 410-i can receive any signals
broadcasted by SCK or SMS to determine if any valid trans-
actions occur, but each die 410-/ can be identified by a unique
device ID sent through a stream of data to be matched and
selected for data transactions. By a combination of serial
input or serial output and/or broadcasting signals, the at least
one LPC OTP 411-i (i=1, 2, . . ., n) can be selected for read,
program, and/or erase accordingly.

FIG. 5(a) shows a low-pin-count NVM I/O protocol 50
according to one embodiment. The I/O transaction starts with
a start bit 51 and ends with a stop bit 55. After detecting the
start bit 51, there is a fixed 8-bit device ID code 52 to specify
device names and types, suchas SRAM, ROM, OTP or device
1, device 2, etc., to access. In one embodiment, device can
grant access only when the requested device ID matches the
target device ID. Then, there is multiple-bit pattern 53 to
specify read, program, or erase. It is very important for an
NVM to prevent accidental programming or erasing so that
programming or erasing can happen only when detecting
special data patterns. The special data pattern to unlock pro-
gramming can be a log sequence of alternative zeros and ones
such as 0101,0101,0101,0101 for read,
1010,1010,1010,10101 for program, and 0101,0101,1010,
1010 for erase. The next field is a starting address 54. Sixteen
bits in the address 54 allows memory capacity up to 64K bits.
This field can be extended by itself when detecting a device in
field 52 that has capacity higher than 64 Kb or using more bits
in the address 54. After knowing the device type, read, pro-
gram, or erase operation, and starting address in fields 52, 53,
and 54, respectively, the next step is the actual read, program,
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or erase. The data access ends when detecting a stop bit 55, or
running through the whole memory. The R/P/E access pat-
terns 53 as noted above are exemplary. It will be apparent to
those skilled in the art that various modifications and varia-
tions can be made.

If'the capacity of the NVM is very low, such as 32 bits, 256
bits, or even a few tens of thousand bits, a conventionally
rather long L.PC detection sequence may defeat the purpose
of'a simple and reliable 1/O protocol. Hence, according to one
aspect of embodiment of the invention, a simplified I/O pro-
tocol can be provided which has a substantially reduced LPC
detection sequence.

FIGS. 5(b), 5(c), and 5(d) show simplified versions of
low-pin-count NVM protocols for read, program, and erase,
respectively, according to one embodiment. FIG. 5(b) shows
a low-pin-count read protocol 60 with a start bit 61, LPC
detection field 62, LPC Read access 63, and stop bit 64.
Similarly, FIG. 5(c) shows a low-pin-count program protocol
65 with a start bit 66, LPC detection field 67, LPC program
access 68, and stop bit 69. FIG. 5(d) shows a low-pin-count
erase protocol 75 with a start bit 76, LPC detection field 77,
LPC erase access 78, and stop bit 79. A simple read, program,
or erase sequence, such as 0101,0101, 1010,1010, or 1010,
0101 respectively, grant read, program or erase access in a
low capacity NVM. The device ID and starting address fields
are omitted. The address starts with the lowest possible
address and increments by one after each access. Those
skilled in the art understand that the above descriptions are for
illustrative purpose. The numbers of fields, number of bits in
each field, the order of the fields, address increment/decre-
ment, and actual R/P/E patterns may vary and that are still
within the scope of this invention.

FIGS. 6(a) and 6(b) show one embodiment of start and stop
bit waveforms. When the 1/O transaction is inactive, the con-
trol signal PGM always toggles at the low CLK period. If the
PGM toggles at the high CLK period, this indicates a start or
stop condition. The PGM going high during the high CLK
period shows a start condition and the PGM going low during
the high CLK period shows a stop condition. By using the
relative phase between the PGM and the CLK, a chip select
function can be provided and a chip select CS# pin can be
saved.

FIG. 7(a) shows a read timing waveform of a low-pin-
count NVM in read mode according to one embodiment.
Once a read transaction is detected, the data in the NVM can
be read out one bit at a time at each falling CLK edge from the
starting address. The starting address can be specified in the
address field or can be implied as being the lowest possible
address. The address can be auto-incremented by one after
each access. In a bi-direction VO, PGM/Q pin is left floating
externally after LPC read stage so that the same pin can be
used for outputting data.

FIG. 7(b) shows a program timing waveform of a low-pin-
count NVM in a program mode according to one embodi-
ment. Once a program condition is detected, the /O transac-
tion goes into the actual programming cycles from the starting
address. In one embodiment, the address increments at each
falling edge of CLK and programming for each bit is deter-
mined if the PGM is high at the rising edge of each CLK. For
example, the PGM is high at the CLK rising edge of bit 0, 1,
2, and 3 so that bit 0, 1, 2, and 3 are programmed during the
CLK high period. Since PGM is low at the CLK rising edge of
bit 4, bit 4 is not programmed. By doing this way, each CLK
toggling increments the bit address by one and the PGM high
or low at each CLK rising edge determines that bit being
programming or not. Actual programming time is the CLK
high period.
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FIG. 7(c) shows a program timing waveform of a low-pin-
count NVM in a program mode according to another embodi-
ment. Once the program condition is detected, the /O trans-
action goes into the actual programming cycles from the
starting address. The program address increments after each
low-to-high transition of PGM. The actual program timing
depends on the number of whole CLK cycles within each
PGM high pulse. For example, in bit 0 the PGM pulse width
is larger than 3 CLK cycles to enable actual programming for
3 CLK cycles. In bit 1, the PGM pulse width is less than one
CLK period so that bit 1 is not programmed. In bit 2, the PGM
pulse width is greater than one CLK period so that bit 2 is
programmed for 1 CLK cycle. By doing this way, the CLK
frequency can be the same for both read and program, while
the program period can be determined by the number of CLK
high periods in the PGM high pulse width. The actual pro-
gram pulses can be delayed by one CLK period to make
determining number of CLK cycles easier in one embodi-
ment. The embodiments in FIGS. 7(5) and 7(c) can be applied
to erase mode too. In some NVM, an erase operation happens
on a page basis. In that case, the erase address can represent a
page address, instead of a bit address.

FIG. 8(a) shows a block diagram of a HW R/W low-pin-
count NVM 80 according to one embodiment. A start bit
detection block 81 detects if a starting condition is met by the
relative phase between PGM and CLK as shown in FIGS. 6(a)
and 6(b). If'yes, a LPC Dev-RPE detection block 82 detects if
a device 1D and read/program/erase access pattern are met,
and then obtains a starting address. With a valid read, pro-
gram, or erase status and the starting address, a LPC access
block 83 performs actual read, program, and erase cycles. If
the I/O transaction is a read, a tri-state buffer 84 is asserted so
that the output Q is re-directed into the same PGM pin (which
can serve as a shared PGM/Q pin).

FIG. 8(b) shows a block diagram of a HW R/W low-pin-
count NVM 90 according to one embodiment. A start bit
detection block 91 detects if a starting condition is met by the
relative phase between PGM and CLK as shown in FIGS. 6(a)
and 6(b). If yes, a LPC Dev-RPE detection block 92 further
detects if a device ID and program, or erase access pattern are
met, and then obtains a starting address. With a valid program,
orerase status and the starting address, a LPC access block 93
performs actual program and erase cycles. Granting read
access can be made simple by asserting a level or a pulse
signal in another embodiment, since read is not a destructive
operation. If the /O transaction is a read, the tri-state buffer
94 is asserted so that the output Q is re-directed into the same
PGM pin (which can serve as a shared PGM/Q pin).

FIG. 9(a) shows one embodiment of a block diagram 100
for a HW-W-SW-R low-pin-count NVM according to one
embodiment. Program/erase and paths determined by PGM
and PGMi go through start bit detection blocks 101 and 103,
and LPC Dev-RW detection blocks 102 and 104, separately.
These two paths are combined after each block’s program/
erase and read statuses are determined. The combined pro-
gram/erase status is a program/erase in program/erase path
but not in the read path as realized in gate 111. Similarly, the
combined read status is a read in the read path but not in the
erase/program path as realized in gate 113. The combined
PGM is a program/erase if program/erase status in the pro-
gram/erase path is asserted, or PGMi if the read status in the
read path is asserted, as realized in gates 110, 114, and 112.
The data in output Q from a LPC access circuit 105 are stored
in internal registers (not shown). The PGMi is held low during
program/erase and the PGM is held low during read to prevent
interference of read and program/erase. The program/erase
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status can be two separate bits to indicate either program or
erase condition, so are the gates 110 and 111 replicated for
program/erase.

FIG. 9(b) shows another embodiment of a block diagram
120 for a HW-W-SW-R low-pin-count NVM according to
one embodiment. Program/erase and read paths are merged
after each path detecting a start bit in 121 and 122, respec-
tively, so that some hardware can be shared. Then the start bits
are OR’d to generate a combined start bit as realized in gate
133. The combined PGM at the output of gate 133 indicates a
program/erase if a start bit is detected in the program/erase
path, or indicates a read if a start bit is detected in the read
path, as realized by gates 130, 131, and 132. Then, a single
LPC Dev-RW detection block 123 detects device ID, R/P/E
pattern, and starting address, if any. A program/erase status
detected in the single LPC Dev-RW detection block 123 with
a start bit detected in the program/erase path is considered a
valid program/erase condition as realized by gate 134. Simi-
larly, a read status detected by the single LPC Dev-RW detec-
tion block 123 with a start bit detected in the read path is
considered a valid read condition as realized by gate 135. The
valid program/erase and read conditions trigger the follow on
LPC access circuit 124. Output Q from the LPC access circuit
124 is stored in internal registers (not shown). The block
diagram in FIG. 9(b) is a desirable embodiment over that in
FIG. 9(a) because the implementation cost is lower. The
PGMi is held low during program/erase and the PGM is held
low during read to prevent interference of read and program/
erase. The program/erase status can be two separate bits to
indicate either program or erase condition, so is the gate 134
replicated for program/erase.

FIG. 9(c) shows a 3D perspective view of a portion of a 3D
IC using at least one low-pin-count (LPC) NVM in at least
one die according to one of the embodiment. The 3D IC 500
has a plurality of dies 510, 520, and 530 stacked one on top of
the others. The dies 510, 520, and 530 can have at least one
low-pin-count NVM 511, 521, and 531, respectively, for
repair, trim, or adjustment. The LPC NVMs in the three dies
are interconnected by at least one Through Silicon Vias (TSV)
515 and 535 between dies 510/520 and 520/530, respectively,
and further by metal interconnect 529 and 539 on die 520 and
530, respectively. The LPC NVM 531 can be further coupled
to at least one bonding pad (not shown) that can be wire
bonded to external pins or through flip-flop to other type of
package. In other words, the LPC NVMs in all dies ina3D IC
can be coupled together with only a few (e.g., 2-5) pins for
external accesses. This can be achieved by using open drains
or wired-OR type of circuit techniques to combine a plurality
of signals into one common set of buses. Alternatively, all
input signals of each LPC NVM can be wired directly for
external access in other embodiment.

The techniques shown in FIG. 9(c) can be used to repair,
trim, or adjustment for each individual die after 3D IC pack-
age. The low-pin counts NVMs of 2-5 pins in at least one die
can be reduced down to only 2-5 external pins for the whole
3D IC. The at least one die in the 3D IC can be selected for
repair, trim, or adjustment individually by a unique device ID
based on device types. For example, the Most Significant Bits
(MSB) of the address field in the device ID, as shown in the
device ID 52 in FIG. 5(a), can be used to identify what types
of devices as follows:

Logic die: 00xx,xxxx

Analog die: 01xx,xxxx

DRAM die: 1000,xxxx

SRAM die: 1001,xxxx

Flash die: 1010,xxxx

MEMS die: 11xX,XXXX
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The Least Significant Bits (LSB) can be used to identify
different dies of the same type of dies, such as #1, #2, #3, etc.
By using unique device ID in the MSB and die ID in the LSB,
the LPC NVMs in at least one die can be selected for read,
program, or erase individually.

The LPC NVM in the each die in FIG. 9(¢) can have
multiple sets of data for different stages of repair, if the LPC
NVM is an OTP. For example, if a bandgap reference needs 3
bits to trim the resistance ratios for better performance, an
LPC OTP can be built with 3 sets of 4 bits for this purpose
with initial data as:

0, 000 (1st set)

0, 000 (2nd set)

0, 000 (3rd set)

The first bit in each set is a valid bit and the following 3 bits
are data bits. When the die is in the wafer level, the first set of
parameters can be programmed as “1, 101" for the bandgap to
have better performance. After the die is thinned down and
put into a 3D IC, the second set of parameters can be pro-
grammed as “1, 110.” After the 3D IC is built into a Print
Circuit Board (PCB), the third set of parameter can be pro-
grammed as “1,111” for the bandgap to have excellent per-
formance. The final data in the 3 sets are:

1, 101 (1st set)

1, 110 (2nd set)

1, 111 (3rd set)

Ifthe valid bits of the higher order sets are programmed, the
data in the higher order set will be used instead. Therefore, the
data would be “111” in the PCB. An internal circuit can check
if the valid bits of the high-order sets are programmed to
select the proper data from.

FIG. 9(c1) shows a bi-direction signal in at least one LPC
OTP 141 interfacing to a command bus PGM 145 according
to one embodiment. The LPC OTP 141 has a bi-direction
signal pgmi coupled to the common bus PGM 145. The LPC
OTP 141 also has an internal pulldown MOS142 with a drain,
gate, and source coupled to pgmi, pgmo, and ground, respec-
tively. The pgmo is for sending read data into PGM 145. The
external pin PGM can also be coupled to a supply voltage
VDD through a resistor pullup 147. During powering up or
standby, the pgmo in the LPC OTP 141 is normally low so that
the pulldown device is turned off. The pgmo can be asserted
only when the LPC OTP 141 is selected for access, the opera-
tion to the LPC OTP 141 is a read, and the read data out is a
“0”. The LPC OTP 141 can be accessed by the signaling of
PGM and a CLK (not shown) in an LPC interface protocol.
The relative timing of PGM and CLK will be sent to all LPC
OTPs through the common bus. If the LPC OTP 141 detects
the device ID sent through the bus matching the unique ID of
the LPC OTP 141, any subsequent read or program operation
can happen to the LPC OTP 141 only. Programming the LPC
OTP 141 can proceed as usual. However, if reading the LPC
OTP 141, the read data “0” can be sent to the common bus
PGM 145 by asserting pgmo, otherwise pgmo remains low.
By using this scheme, a bi-direction signal of all LPC OTP
can be coupled to a common bus.

FIG. 9(d) shows a portion of a block diagram depicting
electrical connectivity of low-pin-count NVMs in a 3D IC
according to one embodiment. A 3D IC 500' has ndies, 510'-1
through 510'-», with n LPC OTPs, 511'-1 through 511'-n,
built in each die, respectively. Each LPC OTP has two pins
pgm and clk corresponding to the LPC NVMs in FIG. 4(a) or
4(b). The coupling of pgm from LPC OTP 510'-1 through
510'-» to acommon PGM can be corresponding to the scheme
in FIG. 9(c1). The input clk of each LPC OTP 511'-1 through
511'-n can be wired together for an external CLK for broad-
casting. The pgm ofeach LPC OTP 511'-1 through 511'-z can



US 9,019,791 B2

13
be either input or output in a bi-direction 1/O. The output port
of pgm of each LPC OTP 511'-1 through 511'-z can be
coupled to PGM through a pulldown device for wired-OR,
while the input port of each LPC OTP can be coupled to the
same PGM by wiring together.

FIG. 9(e) shows a portion of block diagram of electrical
connectivity of low-pin-count NVMs in a 3D IC according to
one embodiment. A 3D IC 500" has n dies, 510"-1 through
510"-n, with n LPC OTPs, 511"-1 through 511"-n, built in
each die, respectively. Each LPC OTP has two pins pgm and
clk corresponding to the LPC NVMs in FIG. 4(a) or 4(b). The
pgm’s and clk’s of each LPC OTP 511"-1 through 511"-% can
be coupled to a boundary scan interface 540", such as JTAG.
By using the few pins in the boundary scan, each die’s pgm
and clk can be accessed for read or program accordingly. A
JTAG can, for example, have 5 signals of TDI (Test Data
Input), TDO (Test Data Output), TCLK (Test Clock), TMS
(Test Mode Select), and TRST (Test Reset) as one embodi-
ment of a boundary scan.

FIG. 9(f) shows a portion of a block diagram depicting
electrical connectivity of low-pin-count NVMs in a 3D IC
according to one embodiment. A 3D IC 500™ has n dies,
510"-1 through 510"-x, with n LPC OTPs, 511"'-1 through
511""-n, built in each die 510™"-1 through 510"-n, respec-
tively. Each LPC OTP can have a serial input TDI, serial
output TDO, serial clock TCK, and serial mode select, TMS,
similar to pins in an SPI interface. The serial input and serial
output can be cascaded together to generate a single serial
input/output for the entire LPC OTP. The tck’s and tms’s of
each LPC OTPs 511"-1 through 511"-% can be simply wired
to generate TCK and TMS for broadcasting, respectively. The
TCK and TMS can be further included in a boundary scan. By
using the few pins such as TCK and TMS, each die’s tck and
tms can be accessed for read or program accordingly. This
embodiment has part chaining and part broadcasting to
reduce total number of pins in the at least one LPC OTP in a
3DIC.

FIG. 9(g) shows a portion of a block diagram 150 of using
LPC OTPs to adjust timing delays in at least one die in a 3D
IC according to one embodiment. A portion of circuit block
150 has n circuit blocks 151-1, 151-2, . . ., and 151-z, which
are clocked with flip-flops 152-1, 152-2, . . ., and 152-n,
respectively. The clocks of the flip-flops are coupled to a
master clock CLK through an multi-tap adjustable delay ele-
ment 153-1, 153-2, . . ., and 153-n, respectively. The delay of
the master clock CLK to at least one local clock of a flip-flop
can be fine tuned by adjusting the multiple taps. The setting of
the multiple taps can be controlled by at least one LPC OTP in
at least one die in the 3D IC. In a standard logic design
methodology, the circuit blocks 151-i, and 152-i (where i=1,
2,...,n)can be automatically generated and 153-/ (i=1, 2, .
.., n) can be inserted during the synthesis and followed by
placement and routing. The multi-tap delay elements can be
used to tune timing violations, such as clock setup time and/or
hold time, after 3D IC fabrication. The timing violations can
be due to stress built up that can affect device performance in
3D IC fabrication. As a result, the propagation delay of alogic
gate or a circuit block can be shifted. There can be more than
one set of multi-tap to adjust timing parameters in different
stages of IC fabrications, such as wafer sort, wafer thin down,
TSV fabrication, 3D package, or Print Circuit Board.

FIG. 9(%) shows a portion of a cross section of a 3D IC
according to another embodiment. The 3D IC 80 has a pack-
age body 89 built on a package substrate 81. The substrate 81
can be a small PCB to route signals from dies 82-1, 82-2, ...
and/or 82-» in a stack to solder bumps 84. There are n inte-
grated circuit dies 82-1 through 82-# stacked one on top of the
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other. Between the dies 82-i (where i=1, 2, . . ., n) are
interposers 85-1 through 85-(z-1). Through Silicon Vias
(TSVs) 88-1 through 88-6 are holes drilled through silicon for
interconnect. TSVs 88 can be between one or a few adjacent
dies, between any dies to substrate, between any dies to
interposer, or can be from the top most die through all dies to
the package substrate as shown in FIG. 9(g). The TSV's 88 can
have very small diameter of ~10 um and can be hundreds or
thousands of TSVs in a single die. Moreover, TSVs can be
placed any where in a die, instead of placing around the edges
of dies in a bonding wire technology. Comparing with bond-
ing wires, TSVs can be smaller and denser, but they are
difficult to manufacture and have higher costs. The dies can be
CPU, ASIC, analog, MEMS, same kinds of memories such as
DRAM, or mixed kinds of memories such as SRAM, DRAM,
or flash. There can also be a memory controller built into the
stack. The LPC OTP memory for 3D IC defect repair, device
trim, or parameter adjustment can be integrated into the at
least one dies of SoC, CPU, ASIC, memories or the memory
controller within the stack.

The cross section of'a 3D IC package shown in FIG. 9(%) is
for illustrative purpose. There can be many different types of
3D ICs. For example, 3D ICs can be a Multiple Chip Module
(MCM) with many chips built on a module, a Multiple Chip
Package (MCP) with many chips built on the same package,
a Wafer Scale Package (WSP) with a portion of a wafer built
in a package, a Chip On Wafer On Silicon (COSWOS) with
chips or wafer built on silicon, etc. The stacking in a 3D IC
can be die on die, die on wafer, wafer on wafer, with or
without interposer between dies. The 3D IC can have at least
one Through Silicon Vias (TSV) or at least one wire bonding
in the same IC. There are many variations and equivalent
embodiments, and that are all within the scope of this inven-
tion for those skilled in the art.

The FIGS. 9(¢)-9(/#) and the discussions above are for
illustrative purposes. The numbers of dies in a 3D IC may
vary. The dies in a 3D IC can be homogeneous, which mean
they can be dies of the same type, the same kind, from the
same vendor, or on the same CMOS technologies in one
embodiment. The dies in a 3D IC can also be heterogeneous
which means they can be dies of different types (i.e. logic,
analog, memory, or MEMS), different kind (i.e. SRAM or
DRAM), from different vendor, or on different CMOS tech-
nologies. The numbers of TSVs in and/or between dies may
vary. The levels of metal interconnect in each die may vary.
The numbers and the memory capacities of the LPC NVMs
on each die may vary. It is more desirable to use LPC OTP for
at least one dies in a 3D IC so that logic compatible CMOS
processes can be used without any additional processing steps
or masks. The LPC OTP can be any kinds of OTP with any
kinds of serial interface. For example, the serial interface can
be an LPC I12C-like of interface, with PGM and CLK, as
shown in FIG. 5(a)-5(d), 6(a)-6(b), 7(a)-7(c), 8(a)-8(5), 9(a)-
9(d), or a serial interface as shown in FIG. 2 with CS#, CLK,
PGM, and PSW. An SPI-like of serial interface, with CSB,
CLK, SI, and SO, can be another embodiment. At least one
substrate and/or an interposer can be used to support the dies
or as a media for interconnect. Wire bonding, flip-chip, or
solder bumps may be used to couple dies to any kinds of
package form-factor such as QFP (Quad Flat Package), TSOP
(Thin Small-Online Package), or Ball Grid Array (BGA), etc.
There are many variations and equivalent embodiments and
that are still within the scope of this invention for those skilled
in the art.

In most applications, the NVM data are for device trim-
ming, configuration parameters, memory repair, or MCU
code. Data can be loaded into registers to test if they function
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properly before actually programming to prevent false pro-
gramming. This technique is called soft program. FIG. 10(a)
shows a soft-program procedure 200 for a low-pin-count
NVM. The procedure 200 starts with loading the intended
NVM data into output registers in 210. Then, the registers are
tested to check if they function as expected at 220. If not, no
programming would occur. If yes, proceed to start program-
ming the content into the NVM at 230 and stop after finishing.
Soft programming is especially useful for OTP because such
devices can be only programmed once.

FIG. 10(b) shows a portion of a soft program procedure
200" for low-pin-count NVMs in a 3D IC according to one
embodiment. Soft programming the 3D IC starts at 210" with
functional tests to verify the entire system functionality of the
3D IC. Then test if the 3D IC functions as expected in step
220'. If yes, the 3D IC is still good and no repairs are required
in step 205'. If not, set the die number i equal to 1 in step 230"
and prepare to adjust parameters for the first die. Then load
the data intended to fix the die i into the LPC OTP of die i as
shown in 210 of FIG. 10(a) in step 240'. Soft programming is
similar to actual programming except that only volatile data
are loaded into registers in the NVMs instead of being actu-
ally programmed nonvolatilely. This allows the data being
tested thoroughly before actual programming can happen,
which is especially important for OTP memory that can only
be programmed once. If the testing results fail after trying all
kinds of new adjustments, stop testing this 3D IC in 215' with
a failure. Otherwise, testing if all the dies in the 3D IC has
been done in step 250' by comparing i with N, where N is the
total number of dies to be fixed in the 3D IC. If all dies have
been tested, the adjustment data can be stored for future
programming in step 255'. And then end with a repairable
status in step 270'. If the tests have not been done for all dies
yet, increment the die number, i=i+1 in step 260, repeat
testing in step 240", and follow the same procedure.

FIG. 11(a) shows a program procedure 230 for a low-pin-
count NVM according to one embodiment. The procedure
230 starts with detecting a start bit at 231. If a start bit is
detected, proceed to detect a valid device ID at 232. If not
detected the procedure 230 ends. Then, the procedure 230
proceeds to detect a program pattern at 233. If not detected the
procedure 230 ends. The procedure 230 continues to obtain a
starting address in 234. After the start bit, device ID, program
pattern, and starting address are checked and obtained, the
next step would provide an adequate program waveform
based on the data for the starting address at 235 and auto
increment the address after each programming. The program-
ming progresses until a stop bit is detected in 236, then the
procedure 230 finishes at 237. The above discussion is for
illustrative purposes. For those skilled in the art understand
that some steps can be omitted, the number of bits in each bit
field can be different, the bit field order can be interchange-
able, and the program pattern can be different and that are still
within the scope of this invention.

FIG. 11(b) shows an erase procedure 330 for a low-pin-
count NVM according to one embodiment. The procedure
330 starts with detecting a start bit at 331. If a start bit is
detected, proceed to detect a valid device ID at 332. If not
detected, the procedure 330 ends. Then, the procedure 330
proceeds to detect an erase pattern at 333. If not detected, the
procedure 330 ends. The procedure 330 continues to obtain a
starting address at 334. After the start bit, device 1D, erase
pattern, and starting address are checked and obtained, the
next step would provide an adequate erase waveform based
on the data for the starting address at 335 and auto increment
the address after each erasing. The erasing progresses until a
stop bit is detected at 336, then the procedure 330 finishes at
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337. The above discussion is for illustrative purposes. For
those skilled in the art understand that some steps can be
omitted, the number of bits in each bit field can be different,
the bit field order can be interchangeable, the erase pattern
can be different, and the address can be a page or block
address, and that are still within the scope of this invention.

FIG. 11(c) shows a program procedure 230' for program-
ming low-pin-count NVMs in a 3D IC according to one
embodiment. The procedure starts in step 231" to obtain the
adjustment data for each die from a soft programming result.
Then start with the first die by setting die number i=1 in step
232'. Program the adjustment data into the low-pin-count
OTPs of the die 1 as shown in FIG. 11(a) in step 233'. Then
check ifall dies in a 3D IC have been programmed in step 234'
by comparing i with N, where N is the total number of dies in
the 3D IC. If not, increment the die number by 1, i=i+1, in step
235" and go to step 233" to test the next die again. If yes, start
functional test again to check if all test vectors can be passed
in step 236'. If the test result passes in step 237", the repair is
done successfully in step 239'. Otherwise, stop the test with a
failure status in step 238'.

FIG. 12(a) shows a read procedure 400 for a low-pin-count
NVM according to one embodiment. The procedure 400
starts with detecting a start bitat 410. If a start bit is detected,
proceed to detect a device 1D at 420, and end the procedure
400, if not detected. Then, proceeds to detect a read pattern at
430. The procedure 400 continues obtaining a starting
address at 440. After the start bit, device ID, read pattern, and
starting address are checked and obtained, the next step is to
read data bit by bit at the rising or falling edge of each clock
cycle at 460 and auto increment the address after each access.
The read progresses until a stop bit is detected at 470, then the
procedure 400 finishes with an end at 480. The above discus-
sion is for illustrative purposes. For those skilled in the art
understand that some steps can be omitted, the number of bits
in each bit field can be different, the bit field order can be
interchangeable, data readout can be more than one bit at a
time, and read pattern can be different, and that are still within
the scope of this invention.

FIG. 12(b) shows a read procedure 400" for reading data
from low-pin-count NVMs in a 3D IC according to one
embodiment. The procedure starts in step 401' preparing to
read the contents of the LPC NVMs from at least one dieina
3D IC. Then start with the first die by setting die number i=1
in step 402'. Read the contents of the at least one low-pin-
count OTPs in the die i as shown in FIG. 12(a) in step 403'.
Then check if all dies in a 3D IC have been programmed in
step 404' by comparing i with N, where N is the total number
of dies to be programmed in the 3D IC. If not, increment the
die number by 1, i=i+1 in step 405', and go to step 403' to read
the next die again. If yes, compare the data read with the data
intended to be programmed in step 407'. If the two sets of data
matched, the repair is done successtully in step 409'. Other-
wise, stop the read procedure with a failure status in step 408'.

The block diagrams shown in FIGS. 8(a)-8(5), 9(a)-9(g)
are for illustrative purpose. The actual circuit and logic imple-
mentations may vary. Similarly, the procedures described in
FIGS. 10(a), 10(b), 11(a), 11(), 11(c), 12(a) and 12(b) are
for exemplifying purposes. The detailed implementation in
the procedures may vary. For example, some steps may be
skipped if simplified versions of read, program, or erase pro-
tocols in FIG. 5(5), 5(c), or 5(d) are employed. There can be
many embodiments of the circuit, logic, block diagram, and
procedures and that are still within the scope of this invention
for those skilled in the art.

FIG. 13 shows an OTP cell 15 as a particular NVM cell
using a diode as program selector according to one embodi-
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ment. The OTP cell 15 has an OTP element 16 and a program
selector 17. The OTP element 16 is coupled to a supply
voltage V+ in one end and a program selector 17 at the other.
The program selector 17 has the other end coupled to a second
supply voltage V-. The program selector is constructed from
a diode that can be embodied as a junction diode with a P+
active region on N-well, or a polysilicon diode with P+ and
N+ implants on two ends of the polysilicon to constitute a
diode. The OTP elements 16 are commonly electrical fuse
based on polysilicon or silicided polysilicon, or anti-fuse
based on gate oxide breakdown. The low-pin-count NVM
interface is readily applicable to the OTP cell 15.

Additional details on OTP devices can be found in: (i) U.S.
patent application Ser. No. 13/214,183, filed on Aug. 20,2011
and entitled “Method and System of Using One-Time Pro-
grammable Memory as Multi-Time Programmable in Code
Memory of Processors,” which is hereby incorporated herein
by reference; (ii) U.S. patent application Ser. No. 13/471,704,
filed on May 15, 2012 and entitled “Circuit and System of
Using Junction Diode as Program Selector for One-Time
Programmable Devices,” which is hereby incorporated herein
by reference; (iii) U.S. patent application Ser. No. 13/026,
752, filed on Feb. 14, 2011 and entitled “Circuit and System
of Using Junction Diode as Program Selector for One-Time
Programmable Devices,” which is hereby incorporated herein
by reference; and (iv) U.S. patent application Ser. No. 13/026,
656, filed on Feb. 14, 2011 and entitled “Circuit and System
of Using Polysilicon Diode As Program Selector for One-
Time Programmable Devices,” which is hereby incorporated
herein by reference.

Conventional way of repairing defects is to take the parts or
modules down from a system and sent to a technician or repair
shop to do the job. This would take lots of time and efforts to
repair, calibrate, and adjust the parts or modules. An innova-
tive method to repair a 3D IC in system is disclosed here.
In-system repairing a 3D IC is especially important for a 3D
IC because any additional manufacture processes, such as
thinning down the wafers, inserting interposer, drilling
Through Silicon Vias (TSV), or molding, can easily generate
more defects or degrade device characteristics. If an elec-
tronic system is found not functional, a diagnostic program
can be used to check which parts or modules fail. If a 3D IC
installed in a system is found not functional well, a diagnostic
program can be used to check if repairable. If so, some data or
parameters to be updated can be temporarily downloaded (i.e.
soft programmed) into the at least one OTP in the defective
dies of the 3D IC and then re-run the diagnostic program. If
the problem can be fixed, the data or parameters can be used
to permanently program into the at least one OTP in the
defective dies inthe 3D IC. Then, a diagnostic program can be
run again to check if the repair is done properly. If so, the 3D
IC can still be used and the system can function as before;
otherwise, this 3D IC can not be used and needs to be replaced
by a new one.

FIG. 14 shows a functional block diagram of an electronic
system 600 according to one embodiment. The electronic
system 600 can include a memory 640, such as in a memory
array 642, OTP memory 644, according to one embodiment.
The electronic system 600 can, for example, pertain to a
computer system. The electronic system can include a Central
Process Unit (CPU) 610, which communicates through a
common bus 615 to various memory and peripheral devices
such as 1/O 620, hard disk drive 630, CDROM 650, memory
640, and other memory 660. Other memory 660 can be a
conventional memory such as SRAM, ROM, or flash that can
interface to CPU 610 through a memory controller. CPU 610
generally is a microprocessor, a digital signal processor, or
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other programmable digital logic devices. Memory 640 can
be constructed as an integrated circuit, which includes the
memory array 642 and at least one OTP memory 644 for
in-system repair or configuration. The memory 640 typically
interfaces to CPU 610 through a memory controller. If
desired, the memory 640 may be combined with the proces-
sor, for example CPU 610, in a single integrated circuit. The
electronic system 600 can be embodied as a single or a plu-
rality of 3D ICs in part or in all.

FIG. 15(a) shows a flow chart 700 depicting a method for
repairing or configuring a memory in a 3D IC, according to
one embodiment. The procedure can start at 710 when a 3D
IC is not functional. For example, if a 3D IC is used in a
Window system, the electronic system may hang and does not
respond to any interrupts and/or a display may show a blue
screen and display a message such as “System Faults”,
“Memory Faults”, “Bus Errors”, etc. in a Windows Operating
System (OS). In such cases, a user is recommended rebooting
the OS in a privileged mode, i.e., Safe mode in Windows, in
step 720 and then restart the electronic system in step 725.
Subsequently, a diagnosis can be invoked to figure out what is
wrong in the electronic system. Typically, the peripherals
such as hard disk, monitor, CDROM, or memories such as
DRAM, SRAM, or flash, can be checked. The device status
may be showed on the display. Faults in memories can be
easily detected by writing data into the memories and read
them out to compare with the original data written. A diag-
nosis program (or program module) can detect any faults in
DRAM, SRAM, or flash in step 730. Reset a repair count,
repair_cnt=0. If no errors are detected in step 740, this could
be a “soft error” due to alpha particles or other non-recurring
events such as noise, such that the diagnosis can stop in step
795 and the electronic system can be rebooted. If errors
persist, the additional part of diagnosis program needs to
check further if the memory or flash faults can be repaired in
step 750. The diagnosis program needs to understand how
many more defective cells are detected, their locations and
memory organization so that the redundancy scheme can be
evaluated for possible repairs. This diagnosis program may
vary for different memory vendors with different memory
organizations and redundancy schemes. If faults are diag-
nosed as not repairable in step 750, the diagnose stops at 799
with a failure. Otherwise, the repair continues to step 760 to
further check if the number of repairs (repair_cnt) exceeds a
limit (e.g., 5 times). Ifthe repair count does not exceed a limit,
the repair goes on to increment the repair count in 770 and
perform actual repairs. If the repair does exceed the limit, the
diagnose stops at 799 with a failure. The actual repair starts in
step 780. After waiting for the repair to finish in step 790, the
diagnosis program can be run again in 792. The repair step
780 can be temporary fixed by loading data into at least one
OTP in at least one die in a 3D IC for further testing or a
permanent fix by programming data into at least one OTP in
the at least one die in a 3D IC. After finishing the diagnosis,
the flow can go back to test and detect errors in 740 until all
errors are repaired or the repair count exceeds a limit.

FIG. 15(b) shows a flow chart 700" depicting a method for
repairing or configuring a memory in a 3D IC using Internet,
according to another embodiment. The procedure starts at
710' when an electronic system is not functional. For
example, in a Window system a user is recommended reboo-
ting the OS in a privileged mode, i.e., Safe mode in Windows,
in step 720" and then restart the electronic system in step 725'.
Subsequently, a diagnosis can be invoked to figure out what is
wrong in the electronic system in step 730". Typically, the
peripherals such as hard disk, monitor, CDROM, or memo-
ries such as DRAM, SRAM, or flash can be checked. The



US 9,019,791 B2

19

device status may be showed on the display. Faults in memo-
ries can be detected by writing data into the memories and
read them out to compare with the data written. A diagnosis
program (program module) can detect any faults in DRAM,
SRAM, or flash in step 740'. If no memory errors are detected,
this could be a “soft error” due to alpha particles or other
non-recurring events such as noise, such that the diagnosis
can stop in step 795' and the system can be readily rebooted.
If the errors persist, an additional part of the diagnosis pro-
gram needs to check if the memory faults can be repaired in
step 750'". The diagnosis program needs to understand how
many more defect cells are detected, their locations, and
memory organization so that the redundancy scheme can be
evaluated for possible repairs. The diagnosis program may
vary for different memory vendors with different memory
organizations and redundancy schemes. If the memory faults
are diagnosed as not repairable in step 750", the diagnoses
stop at 799' with a failure. Otherwise, the repair continues to
step 762' to check if any repair software is available. If yes,
continue to step 760" to check if the number of repairs (re-
pair_cnt) exceeds a limit (e.g., 5 times). If not, check if Inter-
net connection is available in 764'. If Internet is not available
in 764', stop the repair with a failure in 799'. If the Internet is
available, proceed to download the repair software in 766'.
Then, check if repair count (repair_cnt) exceeds a limit (e.g.,
5). If the repair count exceeds the limit, stop the repair with a
failure in 799'. If the repair count does not exceed the limit,
increment the repair count in 770, and start repairing in 780'.
After waiting for repair to finish in 790', the diagnosis pro-
gram can be run again in 792'to check if any faults are existent
in 794'. If no, stop the repair with a pass in 795'. If yes, go back
to check repair count in 760'. This loop continues until all
repairs are done or repair count exceeds a limit.

FIG. 16 shows a flow chart 800 depicting a method for
programming data into an OTP memory ina 3D IC, according
to one embodiment. The procedure starts at 810 for an embed-
ded CPU to send a bus request to a Bus Interface Unit. The
Bus Interface Unit then sends a request to a memory control-
ler in step 820 in response to CPU’s request. The memory
controller sends commands (i.e. combinations of control sig-
nals such as WE\, CAS\, RAS\, CKE in SDRAM) to the
memory dies in the 3D IC in step 830. The command can be
any combination of control signals or any states in a state
machine normally not used before. Alternatively, the memory
controller can set a bit in a special register (i.e. Mode Regis-
ter) in the memory dies in the 3D IC. Once receiving the
commands from the memory controller, a control logic in the
memory die (e.g., DRAM) can generate signals with proper
timing to initialize serial interface to program the OTP
memory into at least one dies in the 3D IC accordingly in step
840. Programming OTP memory starts in step 850 with the
data sent from CPU. After programming is done, the memory
controller reads back the data in OTP memory and checks
with the original data sent in step 860. The data are verified in
step 870 to determine if they are the same as expected. If not
successfully verified, repair stops with a failure in step 890. If
successfully verified, then check if there are more data to be
programmed into at least one OTP memory in the 3D IC in
880. If there is no more data to program, repair stops with a
pass in step 895. If there is more data to program, go back to
step 850 to program more data sent from CPU. Programming
data into the OTP memory in step 850 can start with loading
data into the OTP memory temporary for further testing and
then be followed by programming data into the OTP memory
permanently in another embodiment.

FIG. 17 shows a flow chart 900 depicting a method for
accessing data in a memory in a 3D IC after being repaired or
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configured in-system, according to one embodiment. The
procedure starts at 910 to generate an address to access the
memory ina 3D IC. The address is checked at step 920 against
defective addresses stored in the OTP memory to determine
whether there is a match in step 930 If there is not a match,
normal memory cell(s) are accessed in step 960. If there is a
match, determine if the enable bit of the defective address is
set and disable bit, if any, is not set in step 940. A disable bit
is designated to invalidate an address and/or overwrite the
enable bit. If determined that the enable bit for the defective
address is not set (unless the disable bit is also set), then select
the normal cell(s) in step 960. If determined that the disable
bit for the defective address is set, select the normal cell(s) in
step 960 though the enable bit for the defective address is set.
On the other hand, if determined that the enable bit of the
defective address is set and the disable bit, if any, is not set,
select redundant cell(s) in step 950 instead. Then, read or
write the selected cells in step 970, and stop in step 990 for the
next access cycles.

The in-system repair scheme showed in FIGS. 14, 15(a),
15(b), 16, and 17 is for illustrative purpose only. The repair
can be performed for memory dies, logic dies, analog dies or
MEMS dies, for defect repair, device timing, parameter stor-
age, feature select, die identification, security key, inventory
control, or configuration settings, etc. in at least one die in a
3D IC. The OTP can be physically distributed into at least one
die or a centralized OTP for all dies stacked in a 3D IC. The
OTPs in the 3D IC can be coupled by low-pin-count interface
in at least one die and then coupled together into a set of
low-pin-count interface externally for the entire 3D IC. The
desirable interfaces can be 12C-like, or SPI-like of serial
interface. It is more desirable that the pins in the at least one
LPC OTP are between 2-5 pins. There are many variations
and equivalent embodiments and that are still within the
scope of this invention for those skilled in the art.

To further reduce the footprint of each die in a 3D IC, the
LPC NVM memory can be built under the bonding pad of
PGM in the so-called Circuit-Under-Pad (CUP) technology.
The CLK pin can also be shared with any clock signal of the
other blocks in the same die and/or with a clock signal of the
other dies in the same 3D IC. The Electrostatic Discharge
(ESD) protection can be integrated into the one-pin NVM as
well. The output driver of a bi-directional /O can act as ESD
protection for the external pin PGM.

The nonvolatile memory (NVM) discussed in this inven-
tion can be a One-Time Programmable (OTP), multiple-time
programmable (MTP), charge-based NVM such as EPROM,
EEPROM, or flash, or emerging memories such as PCRAM
(Phase-Change RAM), MRAM (Magnetic RAM), or RRAM
(Resistive RAM), etc. They all have the characteristics of
retaining data when power supply is cutoff once they are
programmable.

It will be apparent to those skilled in the art that various
modifications and variations can be made in the present
invention without departing from the spirit or scope of the
inventions. Thus, it is intended that the present invention
covers the modifications and variations of this invention pro-
vided they come within the scope of the appended claims and
their equivalents.

What is claimed is:

1. An integrated circuit, comprising:

at least one Through Silicon Via (TSV) or interposer being
built in the integrated circuit;

a plurality of integrated circuit dies arranged in a stack, at
least one of the integrated circuit dies having at least one
low-pin-count (LPC) One-Time-Programmable (OTP)
memory; and
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interface pins of the at least one low-pin-count OTP
memory in the at least one of the integrated circuit dies
being coupled to a set of low-pin-count pins that are
accessed externally,

wherein the at least one of the integrated circuit dies in the

integrated circuit can be selected and configured to be
readable or programmable using the set of the low-pin-
count external pins.

2. An integrated circuit as recited in claim 1, wherein the
integrated circuit has at least one substrate or interposer.

3. An integrated circuit as recited in claim 1, wherein the
integrated circuit has at least one Through Silicon Via (TSV)
between at least two of the integrated circuit dies or between
at least one of the integrated circuit dies and a substrate or
interposer.

4. An integrated circuit as recited in claim 1, wherein the at
least one integrated circuit die has a unique ID to be selected
for access.

5. An integrated circuit as recited in claim 1, wherein the
pins of the at least one low-pin-count OTP memory has no
more than five (5) signal pins.

6. An integrated circuit as recited in claim 1, wherein at
least one of the interface pins of the at least one low-pin-count
OTP memory is coupled by at least one Through Silicon Via
(TSV).

7. An integrated circuit as recited in claim 1, wherein the at
least one low-pin-count OTP memory are coupled by a
boundary scan into a set of low-pin-count signals for the
integrated circuit that are externally accessible.

8. An integrated circuit as recited in claim 1, wherein the
interface pins in at least one low-pin-count OTP memory are
coupled to a common bus.

9. An integrated circuit as recited in claim 8, wherein the
interface pins in the at least one low-pin-count OTP memory
are coupled by a wire-OR or an open-drain circuit.

10. An integrated circuit as recited in claim 1, wherein the
interface pins in the at least one low-pin-count OTP memory
have a serial input and/or a serial output.

11. An integrated circuit as recited in claim 10, wherein the
interface pins in the at least one low-pin-count OTP memory
are cascaded with at least another one of the low-pin-count
OTP.

12. An integrated circuit as recited in claim 1, wherein data
to be programmed into at least one low-pin-count OTP
memory is loaded with temporary data for testing before
permanent programming.

13. An integrated circuit as recited in claim 1, wherein the
interface pins have only two pins.

14. An integrated circuit as recited in claim 13, wherein at
least one data transaction for at least one low-pin-count OTP
memory includes at least one phase of a start/stop, device 1D,
address, and/or data.

15. An integrated circuit as recited in claim 1, wherein the
interface pins have one Chip Select (CS) pin to enable the at
least one low-pin-count OTP memory.

16. An integrated circuit as recited in claim 1, wherein the
at least one low-pin-count OTP memory has a plurality of
OTP cells, at least one of the OTP cells having an OTP
element coupled to a program selector.
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17. An integrated circuit as recited in claim 16, wherein the
OTP element has at least one of silicide, silicided polysilicon,
polysilicon, metal, metal alloy, polymetal, CMOS gate, or
thermally isolated active region.

18. An integrated circuit as recited in claim 16, wherein the
OTP element has at least one of the gate-oxide breakdown
anti-fuse or contact/via anti-fuse.

19. An integrated circuit as recited in claim 16, wherein the
program selector in at least one OTP cell is a MOS or a diode
fabricated in standard CMOS logic processes.

20. An electronic system, comprising:

at least one integrated circuit having a plurality of inte-

grated circuit dies stacked on top of each other, at least
one of the integrated circuit dies having at least one
low-pin-count (LPC) One-Time Programmable (OTP)
memory, interface pins of the at least one LPC OTP
memory being coupled to a set of external LPC pins that
are externally accessible; and

wherein the at least one LPC OTP memory is selectable

and configurable to be readable or programmable
through the external LPC pins.

21. Anintegrated circuit as recited in claim 20, wherein the
at least one integrated circuit includes at least one Through
Silicon Via (TSV) or interposer between at least two of the
integrated circuit dies.

22. Anintegrated circuit as recited in claim 20, wherein the
at least one integrated circuit includes at least one Through
Silicon Via (TSV) between at least one of the integrated
circuit die and a substrate or interposer.

23. Anintegrated circuit as recited in claim 20, wherein the
at least one integrated circuit includes at least one Through
Silicon Via (TSV) between at least one of the integrated
circuit die and an interposer.

24. An integrated circuit as recited in claim 20, wherein
datato be programmed into the at least one LPC OTP memory
is loaded with temporary data for testing before permanent
programming.

25. A method for repairing at least one low-pin-count One-
Time Programmable (OTP) memory in an integrated circuit,
the method comprising:

providing at least one Through Silicon Via (TSV) in the

integrated circuit or interposer, a plurality of integrated
circuit dies arranged in stack, at least one of the inte-
grated circuit dies comprising at least one low-pin-count
(LPC) OTP memory;

providing a set of LPC interface signals coupled to the at

least one LPC OTP for external access; and

reading or programming at least one LPC OTP in the at

least one of the integrated circuit dies through external
interface pins coupled to the set LPC interface signals.

26. A method as recited in claim 25, wherein the data to be
programmed into the at least one LPC OTP can be loaded with
temporary data for testing before permanent programming.

27. A method as recited in claim 25, wherein the integrated
circuit is configured to be repairable when the integrated
circuit is still installed in an electronic system.
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