DATA PRUNING FOR VIDEO COMPRESSION USING EXAMPLE-BASED SUPER-RESOLUTION

Abstract: Methods and apparatuses for data pruning for video compression using example-based super resolution are provided. A method and apparatus for encoding is provided in which patches of video are extracted from input video, grouped together using a clustering method, and representative patches are packed into patch frames. The original video is downsized and sent either along with, or in addition to, the patch frames. At a decoder, the method and apparatus provide extract patches from the patch frames and create a patch library. The regular video frames are upsized and the low resolution patches are replaced by patches from the patch library by searching the library using the patches in the decoded regular frames as keywords. If there are no appropriate patches, no replacement is made. A post processing procedure is used to enhance the spatiotemporal smoothness of the recovered video.
DATA PRUNING FOR VIDEO COMPRESSION USING EXAMPLE-BASED SUPER-RESOLUTION

CROSS-REFERENCE TO RELATED APPLICATIONS

This application claims the benefit of U.S. Provisional Application Serial No. 61/336516, entitled "DATA PRUNING FOR VIDEO COMPRESSION USING EXAMPLE-BASED SUPER-RESOLUTION," filed January 22, 2010, which is incorporated by reference herein in its entirety.

FIELD OF THE INVENTION

The present principles relate to an apparatus and method for efficient video compression by using data pruning as a video preprocessing technique to achieve better video coding efficiency through removal of part of the input video data before it is encoded.

BACKGROUND OF THE INVENTION

Data pruning for video compression is an emerging technology in the area of video compression. There has been some prior work on data pruning to improve video coding efficiency.

One approach is vertical and horizontal line removal as in D. T. Vo, J. Sole, P. Yin, C. Gomila, and T. Nguyen, "Data Pruning-Based Compression Using High Order Edge-Directed Interpolation", Thomson Research technical report, submitted to the IEEE International Conference on Acoustics, Speech, and Signal Processing (ICASSP), 2009. This approach removes vertical and horizontal lines in video frames before encoding, and recovers the lines by non-linear interpolation after decoding. The positions of the lines are optimized to minimize the recovery error. There are a number of drawbacks to this approach. First, the positions of the lines have to be sent though a side channel and losslessly encoded, which could decrease overall coding efficiency. Second, the removal of lines may result in loss of information, leading to aliasing artifacts during recovery. For example, if there is a one-pixel horizontal line in the video frame, it may be lost due to line removal and not recoverable at the decoder side. Third, in a video shot, the line
positions have to be the same for all frames in the shot. If there is fast motion in the shot, it may result in false removal of the lines containing important information. Although line removal can be designed to adapt to object motion in a shot, removing different lines in different frames in a shot may create artificial motion, therefore it could adversely affect the video coding process that involves motion estimation and motion compensation.

Another category of approaches is based on block or region removal, such as in P. Ndjiki-Nya, T. Hinz, A. Smolic, and T. Wiegand, "A generic and automatic content-based approach for improved H.264/MPEG4-AVC video coding," IEEE International Conference on Image Processing (ICIP), 2005; Chunbo Zhu, Xiaoyan Sun, Feng Wu, and Houqiang Li, "Video Coding with Spatio-Temporal Texture Synthesis," IEEE International Conference on Multimedia and Expo (ICME), 2007; and Chunbo Zhu, Xiaoyan Sun, Feng Wu, and Houqiang Li, "Video coding with spatio-temporal texture synthesis and edge-based inpainting," IEEE International Conference on Multimedia and Expo (ICME), 2008. These approaches are similar to line removal except that blocks or regions are removed instead of lines. The removed blocks or regions are recovered at the decoder side by interpolation or inpainting. The drawbacks of these approaches are similar to those of line removal. However, using blocks rather than lines may gain more flexibility for data pruning, therefore alleviating the problem of information loss, but other problems are the same as those of the line removal approach.

Image or video epitome, such as in N. Jojic, B. Frey, and A. Kannan, "Epitomic analysis of appearance and shape," IEEE International Conference on Computer Vision (ICCV), 2003, and V. Cheung, B. Frey, and N. Jojic, "Video epitomes," IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR), 2005 is another technique that could potentially be used for data pruning for compression. Epitome based approaches divide an image (or video) into patches, and represent an image as a small miniature containing representative patches and a surjective map that maps the patches in the image to those in the epitome miniature. The small miniature (i.e. epitome) can be deemed as a compressed version of the original image or video, therefore epitome can potentially be used for compression purposes. However, the problem of applying epitome to data pruning is that the surjective map also has to be
sent to a decoder as side information. Furthermore, the surjective map has to be losslessly encoded to avoid correspondence error and artifacts, which could substantially reduce encoding efficiency.

5 SUMMARY OF THE INVENTION

The present principles are directed to a method and apparatus for data pruning for video compression using example based super resolution.

According to one aspect of the present principles, there is provided a method for video processing using data pruning for video compression. The method is comprised of extracting patches, or portions, of video from a received video signal, clustering the patches into groups, and packing representative patches from the groups into patch frames, and transmitting to a decoder.

According to another aspect of the present principles, there is provided an apparatus for video processing using data pruning for video compression. The apparatus is comprised of a means for extracting patches of video from a video signal and clustering the patches into groups and circuitry that packs representative patches from the groups into patch frames and circuitry that transmits the data to an encoder.

According to another aspect of the present principles, there is provided an apparatus for video processing using data pruning for video compression. The apparatus is comprised of a patch extractor and clusterer that extracts patches of video from a video signal and clusters the patches into groups and circuitry that packs representative patches from the groups into patch frames and circuitry that transmits the data to an encoder.

According to another aspect of the present principles, there is provided a method for video processing, comprising extracting patches of video from patch frames, creating a patch library from the patches, increasing the size of regular frames of video, replacing the low resolution portions of video in the regular frames with patches searched from the patch library using the low resolution portions as keywords and performing post processing on the resulting video.

According to another aspect of the present principles, there is provided an apparatus for video decoding, comprising means for extracting patches from the patch
frames and creating a patch library, resizing circuitry that increases the size of regular frames of video, patch search circuitry that searches the patch library using low resolution portions of video in the regular frames as keywords, patch replacement circuitry for replacing the low resolution portions with the patches searched from the patch library, and a post processor that performs post processing on video from the patch replacement circuitry.

According to another aspect of the present principles, there is provided an apparatus for video decoding, comprising a patch extractor processor that extracts patches from the patch frames and creates a patch library, resizing circuitry that increases the size of regular frames of video, patch search circuitry that searches the patch library using low resolution portions of video in the regular frames as keywords, patch replacement circuitry for replacing the low resolution portions with the patches searched from the patch library, and a post processor that performs post processing on video from the patch replacement circuitry.

These and other aspects, features and advantages of the present principles will become apparent from the following detailed description of exemplary embodiments, which is to be read in connection with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 shows a system diagram of the example-based super resolution approach under the present principles.

Figure 2 shows a Patch Clustering Algorithm using the present principles.

Figure 3 shows a Two-level Clustering Algorithm using the present principles.

Figure 4 shows a Staggering Sampling Process.

Figure 5 shows Patch Position Optimization and Distributing Patches.

Figure 6 shows one example of Packing Patches into Patch Frames under the present principles.

Figure 7 shows one embodiment of the Search-and-Replacement Process under the present principles.

Figure 8 shows one embodiment of an encoding method using the present principles.
DETAILED DESCRIPTION

The principles presented herein provide a novel data pruning framework using example-based super-resolution. Data pruning is a video preprocessing technique to achieve better video coding efficiency by removing part of the input video data before it is encoded. The removed video data is recovered at the decoder side by inferring this removed data from the decoded data. One example of data pruning is image line removal, which removes some of the horizontal and vertical scan lines in the input video.

Example-based super-resolution is a super-resolution technique that converts a low-resolution (low-res) image into high-resolution (high-res) image by finding high-res patches in a patch library using low-res patches in the input image as query keywords, and replacing low-res patches in the low-res input image with the retrieved high-res patches. In other words, the low-res patches act like indices into the patch library to retrieve a corresponding high-res patch. Example-based super-resolution was first proposed in William T. Freeman, Thouis R. Jones, and Egon C. Pasztor, "Example-based super-resolution", IEEE Computer Graphics and Applications, March/April, 2002, and was used to convert low resolution images to high resolution images. The principles described herein present a data pruning method based on the example-based super-resolution technique. Under the presented framework, at the transmitter side, high-res patches are grouped and representative high-res patches are extracted from the input video. Representative high-res patches are then packed into a sequence of synthetic frames (patch frames). The resolution of the original video is then reduced and sent to the receiver along with the patch frames. At the receiver side, high-res patches are retrieved from the patch frames to create a patch library. The low-res patches in the received and upsized video are replaced with the high-res patches.
in the patch library by searching the corresponding high-res patches in the library using the low-res patches as keywords.

In order to apply the example-based super-resolution method to data pruning, several additional issues have to be addressed, including patch extraction, clustering, packing patches into frames and robust recovery. Compared to the existing approaches for data pruning as mentioned above, the present method has a number of advantages. First, the input video is simply resized to a smaller size uniformly for all frames in a video, therefore there is no artificial motion problem as in either the adaptive line or block removal approaches. Second, the high-resolution information is preserved by sending representative patches in patch frames, therefore the information loss problem is substantially alleviated. Third, there is little or no need to send additional metadata, such as line/block positions or surjective maps, through side channels.

The principles presented herein provide a method for pruning the input video data before it is encoded and transmitted, and recovering the pruned video data after it is decoded. The purpose of data pruning is to increase coding efficiency or meet a pre-specified video bit-rate requirement.

One embodiment of the present system is illustrated in Figure 1. At the encoder side, patches are extracted from the input video and grouped together using clustering algorithms. The representative patches are selected and packed into patch frames. On the other path, the original video is downsized to a certain size according to the application requirement. The patch frames then can be sent to the decoder by attaching them to the regular downsized frames or sent as a separate video.

At the decoder side, the patches are extracted from the patch frames, and processed to optimize the search-and-replace process. The process then creates a patch library for the purpose of search and replacement. The decoded regular frames are first upsized to the original size using upsampling and interpolation (e.g. bicubic interpolation). The low-res patches in the upsized frames are replaced by the patches in the patch library by searching the corresponding high-res patches using the patches in the decoded regular frames as keywords. If the high-res patches cannot be precisely located in the library, the patches in the upsized frame would not be replaced. Finally, a post-processing procedure is performed to enhance spatiotemporal smoothness of the
recovered video. The post-processing procedure can be also integrated into the
search-and-replacement process using an optimization-based method.

1. Patch Extraction and Clustering

Patch extraction is realized by dividing the video frames into a set of blocks. In
one embodiment of the present principles, the patches are defined as square blocks,
such as 16x16 or 8x8 pixel blocks. Each patch is represented as a patch vector by
converting, or flattening, the corresponding block image (which can be in different
formats, such as RGB or YUV) into a vector. Therefore, the block image corresponding
to a patch vector can be recovered by reshaping the patch vector into a matrix. Besides
flattening the block images, patch vectors can be also extracted by extracting features
(e.g. color histogram) from the block images. Patches are extracted from a sequence
of frames. For long videos, the video should be divided into group of pictures (GOP).
The clustering algorithm can be run within each GOP.

The purpose of patch clustering is to group together the patches that look the
same or having similar visual properties. Only the representative patches of the
clusters are packed into patch frames, so that the redundancy among patches within
clusters can be removed. In one embodiment, the representative patch of each cluster
is the mean of the patches in the cluster. The inputs of the clustering algorithm are the
patch vectors extracted by flattening block images or by feature extraction (block image
flattening is used in the current example embodiment).

1.1 Patch Clustering Algorithm

Many existing clustering algorithms, such as the k-means algorithm (also referred
to as Lloyd's algorithm), hierarchical clustering algorithm, may be used for patch
clustering. The requirement of our patch clustering algorithm is that the appearance
variation of the patches within a cluster should not be too large. However, regular
clustering algorithms, such as the k-means algorithm, cannot guarantee such
requirement. Therefore, in the current embodiment, we use a modified k-means algorithm that strictly enforces the above requirement.

The regular k-means algorithm iterates between the following two steps until convergence:

1. For each data point, find the closest cluster in terms of the distance between the data point to the cluster center. The data point then is assigned to the closest cluster.
2. After all of the data points are assigned, the center of each cluster is updated by re-calculating the mean of the data points assigned to the cluster.

Our modified k-means algorithm is similar but includes an outlier rejection process:

1. For each data point, find the closest cluster in terms of the distance between the data point to the cluster center. If the distance is larger than a specified threshold $\beta$, then the data point is rejected, otherwise the data point is assigned to the cluster.
2. After all of the data points are assigned, the center of each cluster is updated by re-calculating the mean of the data points assigned to the cluster.

The modified k-means algorithm guarantees that the distance between any data point in a cluster to the center of the cluster is always smaller than the specified threshold $\beta$. The threshold $\beta$ can be determined empirically by looking at the clustering results and manually adjusting the value.

Another problem with the conventional k-means algorithm is that the cluster number $k$ has to be determined \textit{a priori}. In the present system, we require that all data points be covered by a minimum number of clusters, therefore $k$ is unknown before the clustering process. To solve this problem, our clustering algorithm starts from one cluster, runs the modified k-means algorithm until convergence, and adds another cluster, repeating the process until all data points are assigned to one of the clusters. The center of each added new cluster is initialized with one of the (randomly selected) data points...
that are not assigned to any existing cluster.

The overall clustering algorithm is illustrated in the flowchart in Figure 2.

1.2 More Efficient Patch Clustering

Because the clustering process adds one cluster at a time, and for each the modified k-means algorithm has to be run again, the clustering process tends to be slow. To speed up the clustering process, we developed two schemes. The first scheme is two-level clustering, the second is incremental clustering.

The two-level clustering process (Figure 3) first runs the clustering process using a larger threshold β. After the clustering process is completed, a smaller threshold is used to run the clustering algorithm within each cluster that resulted from the first clustering process. A hierarchical clustering scheme such as this significantly increases the speed, but the trade-off is less accurate clustering results.

The incremental clustering scheme runs the two-level clustering process only for the first frame. For the subsequent frames, the clustering process will re-use the clusters and initialize the clustering process in each frame with the cluster centers inherited from the previous frames. The rest of the process is the same as the basic clustering algorithm illustrated in Figure 2. After the clustering process for each frame is completed, the patches of that frame will be discarded to save memory space. And, the clustering process only retains the cluster centers and the number of data points in the clusters. To update a cluster, if \( M \) data points are assigned to the cluster, the cluster center is updated using the following equation:

\[
C_i^{+} = \frac{N_i C_i + \sum_{j=1}^{M} D_j}{N_i + M}
\]  

(1)

Where \( C_i \) is the \( i \)th cluster center before update, \( C_i^{+} \) is the updated cluster center, and \( D_j \) are the data points (patch vector) assigned to the cluster. \( N_i \) is the number of data
points within the cluster before an update.

The advantage of incremental clustering is its ability to save both computation time and memory space during the clustering process. For a long video, the use of non-incremental clustering could result in prohibitive computation and storage requirements.

1.3 Group of Pictures

More patches would result in more clusters. If the number of patches is too large, the computation would become too slow to be practical. Therefore, for a long video, we need to divide the video into Groups of Pictures (GOPs), with the clustering algorithm only running in each GOP. The number of frames in a GOP can be variable or fixed. One approach for the flexible GOP is to use a shot detection algorithm to cut a video into a set of shots, and then each shot can be taken as a GOP.

After the GOP length is determined, the patch frames would be concatenated to each GOP. If the GOP length or the number of patch frames is variable, the metadata (e.g. binary flag) has to be sent using a side channel to indicate whether or not a frame is a regular frame or a patch frame.

1.4 Cluster Selection

The cluster selection process is performed to discard some of the clusters to be sent to the decoder side, because not all clusters are needed for decoder side processing. For example, if the cluster only contains patches of little detail, the cluster may not be needed, because the high-res version and low-res version of the flat patches are almost the same.

In one exemplary embodiment, all clusters are retained. That is because although flat patches contain no additional information, discarding flat patches may result in some of the flat patches being attracted to other clusters during the search-and-replace process, resulting in visible artifacts. Therefore, keeping the flat
patch clusters as "dummy clusters" is beneficial for artifact reduction.

2. Packing Patches into Patch Frames

After the clustering process is completed within a GOP, the cluster centers are obtained as the representative patches for each cluster. The representative patches are then packed into patch frames. The patch frames and the regular downsized frames will be concatenated together and sent to the decoder side.

2.1 Making Patch Frames

In one exemplary embodiment, the patches are first packed into frames having the same size as video frames in the original video sequence. Afterwards, the large patch frames are divided into frames having the same size as the downsized video. This can be achieved in different ways. One way is just to divide the frames into blocks. The other way is to use a staggering sampling process, so that after size reduction, the frames look like the downsized regular video. The benefit of doing this is higher coding efficiency, because the sampled frames may look similar to the concatenated regular frames, and spatiotemporal smoothness is preserved.

The staggering sampling process samples an image into multiple images by copying samples of the input image at different locations to the output images. For example, if downsampling by two, the pixels at the coordinates (1,1), (1,3), (3,1).... would be copied to the first output image; the pixels at the coordinates (1,2), (1,4), (3,2).... would be copied to the second output image, and so on (illustrated in Figure 4). It should be noted that staggering sampling can be also performed with blocks as basic units besides pixels.

2.2 Optimizing the Positions of Patches
The patches can be packed into a frame in many different ways. However, the patches should be packed in such a way that the patch frames can be efficiently compressed by the encoder. This requires that patch frames be spatially and temporally smooth. It is possible to define a total cost function that accommodates the spatial and temporal smoothness of the patch frames. But optimizing such a cost function is very difficult, because the input space of the cost function is the total permutation of the patches.

Therefore, the present system uses a different approach. The rationale behind the approach of the present system is that all patches should be kept in the same positions that they originated. This will ensure that the patch frames resemble the original frames and so that the spatial structures of the original frames are preserved. To achieve this, during the clustering process, the frame IDs and positions of the patches within each cluster are retained. This information will be used during the patch packing process.

After the clustering process is done, each cluster is attached with the position information of all the patches within the cluster. The representative patch of a cluster is then distributed to the corresponding positions in the patch frame. For example, if a cluster contains two patches tagged with coordinate (1,2),(2,2), then the representative patch of the cluster would be assigned to the (1,2) and (2,2) block in the patch frame. The process is illustrated in Figure 5. As a result, each block of the patch frame could be assigned with multiple candidate patches (each patch represents a cluster). The optimization process will select one patch from the candidate patches according to certain criteria (e.g., spatial smoothness). In one exemplary embodiment, for each block position in the patch frame, we select the first patch that has not been assigned to any block position among the patch candidates. After the assignment, however, some of the block positions may be still empty, and some of the patches are not yet assigned. The unassigned patches then will be assigned to the empty blocks according to a metric representing the patches' compatibility with the neighboring blocks that have already
been assigned with patches. The compatibility metric is defined by the average
distance between the patch with their neighboring blocks. The fill-in process will select
an empty block that has the best comparability metric with its neighboring blocks. If
empty blocks in the patch frame are not fully filled, the blocks will be filled with a constant
color, which, in one embodiment, is the average color of the neighboring blocks. If all
the empty blocks are filled, and there remain unassigned patches, another patch frame is
created and the same process is repeated to accommodate the unassigned patches.
The process is illustrated in Figure 6. The method of data pruning just described can be
used independently or in conjunction with other video coding techniques.

3. Patch Extraction and Processing from Patch Frames

After the patch frames are received at the decoder side, the high-res patches in
the patch frames will be extracted by block division. This is done in addition to any
decoding that must be performed if the data has been coded with any other coding
methods prior to transmission. The extracted patches are used to create a search table
(i.e. patch library) and are tagged with "flat patch" or "non-flat patch" labels, or flags.

The search table is created by reducing the sizes of the high-res patches to
smaller patches. The resizing ratio is equal to the resizing ratio of the video frame.
The down-sized patches are taken as the "keywords" of the high-res patches for the
search-and-replacement process.

The tagging process is conducted to mark patches as "flat patch" or "non-flat
patch". Flat patches are the patches having little or no high-frequency details. The
search-and-replacement process will skip the flat patches for replacement. Flat
patches are useful for reducing visual artifacts. If such a mechanism is not used, the
patches containing little details in the image for recovery may be attracted to other
patches in the patch library, therefore probably leading to wrong patch replacement and
visual artifacts. The "flat patch" classification is implemented by first resizing the small
"keyword" patch to the same size as the high-res patch through upsampling and
interpolation (e.g., bicubic interpolation). Afterwards, the distance between the resized patch and the high-res patch is calculated. If the distance is smaller than a predefined threshold, the high-res patch is marked as "flat patch".

4. Patch Search and Replacement

After the patch search table is created, patch search-and-replacement process will be carried out to convert the low-res input frame to a high-res frame.

The downsized input frame would be first upsampled and interpolated (e.g., using bicubic interpolation). Then the search-and-replacement process is conducted from one block to another. During the search-and-replacement process, the corresponding blocks in the downsized input frame can be used as query patches instead of the blocks in the upsized frame, because the upsized version is distorted by the upsampling and interpolation process, and using the smaller patches for searching is somewhat more efficient. The search process can be implemented as a linear search procedure, but a more sophisticated, faster search algorithm (e.g., binary tree search) may also be used. After the nearest keyword patch in the search table is found, the algorithm will look at the "flat patch" tag of the patch. If the patch in the table is a "flat patch", the corresponding low-res patch in the upsized frame will be kept intact; otherwise the low-res patch will be replaced by the high-res patch corresponding to the identified keyword patch. The process is illustrated in Figure 7.

5. Improving the Search-and-Replacement Process

One problem of the search-and-replacement process is that it does not take into account spatial and temporal smoothness. As a result, visible artifacts are possible if the patches in the low-res frame are replaced with wrong patches in the patch table. One approach to solving the problem is to use post-processing. One approach is to let the system detect potential patch replacement errors and smooth them to make them consistent with their neighboring patches. But it is difficult to achieve accurate detection
of the patch replacement errors, and smoothing may result in blurred video frame.

Another approach is to use a method similar to that used in the prior art, where
the search-and-replacement process is formulated as a cost function minimization
problem that takes into account spatiotemporal smoothness.

Assuming that there are N patches in the search table and M patches in the
low-res frame that need to be replaced with high-res patches, at each block position in
the low-res frame there are N choices of patch replacement. Consequently, the cost
function can be defined as the following:

\[
\text{Cost}(P_1, P_2, \ldots, P_M) = \sum_{i=1}^{M} C_1(P_i) + \lambda \sum_{i,j} C_2(P_i, P_j)
\]  

(2)

where \( P_i \) is the choice of patch in the patch table, which ranges from 1 to N. \( \lambda \) is a
weighting factor. \( C_1 \) is the cost function measuring the distance between the query
patch and the keyword patch corresponding to \( P_i \) in the patch table. For example, if
the downsized patch corresponding to the low-res patch to be replaced is \( /, . \), and the
keyword patch in the patch table corresponding to the index \( P_i \) is \( G_{R_i} \), then we can
define \( C_1(P_i) = \| I - G_{R_i} \|^2 \). \( C_2 \) is the cost function measuring the smoothness of the
neighboring patches, which may be defined as \( C_2(P_i, P_j) = \| G_{R_i} - G_{R_j} \|^2 \). \( C_2 \) can be
pre-calculated and saved as an NxN matrix.

The above formulation only accommodates spatial smoothness. Temporal
smoothness can be easily incorporated by adding another term, such as

\[
\text{Cost}(P_1, P_2, \ldots, P_M) = \sum_{i=1}^{M} C_1(P_i) + \lambda \sum_{i,j} C_2(P_i, P_j) + \mu \sum_{i=1}^{M} C_3(P_i)
\]

where \( C_3 \) is a cost function for enforcing temporal consistency

\[
C_3(P_i) = \| J_i - G_{R_i} \|^2
\]

(3)

and where \( J_i \) is a patch in the previous frame that corresponds to the patch \( /, . \) in the
current frame. If motion is not considered, \( J_i \) is just the patch in the previous frame at
the same location of \( I_k \). If motion is considered, and the motion estimation algorithm shows that the \( kth \) patch in the previous frame should correspond to \( I_i \), then \( \gamma_i \) should be changed to \( J_k \). \( \mu \) is another weighting factor to balance the keyword match cost and temporal smoothness cost.

Solving the form of the optimization as in Eq.(2) is a standard problem in computer vision. And it can be solved by different methods, for instance, the Belief Propagation algorithm, Graph Cuts algorithm, or Monte Carlo simulation.

Figure 8 shows one embodiment of a method 800 for video coding using data pruning for video compression. A video sequence is input to the process, which begins with patch extraction and clustering in step 810. In parallel, the video is downsized in step 830. The patches which were extracted from the video in step 810 are packed into patch frames in step 820. The patch frames and the downsized regular frames of video may be sent to a decoder separately, or combined in step 840.

Figure 9 shows one embodiment of an apparatus 900 for video coding using data pruning for video compression. A video sequence is input to a Patch Extracter and Clusterer 910 that extracts patches from the video and groups them into clusters. The output of Patch Extracter and Clusterer 910 is in signal communication with the input of Circuitry that Packs Patch Frames with Video 920, which finds representative patches that are packed into patch frames. The input video sequence is also input to Downsizer 930 to generate smaller frames. The output of Circuitry that Packs Patch Frames with Video 920 is input to Sending Circuitry 940, which also receives an input from the output of Downsizer 930.

Figure 10 shows one embodiment of a method 1000 for decoding video. The method begins with Patch Extraction and Processing, in which patches are extracted from received video in Step 1010. The received video is comprised of regular video frames and patch frames. In parallel with Step 1010, the input regular video is upsampled and interpolated in Step 1020. After the patches have been extracted in Step 1010, they are organized into a Patch Library in Step 1030. The library is searched, in Step 1040, using portions of video, called keywords, from the regular frames of video prior to upsampling, that is, the low-res portions. The keywords act as indices or addresses into the patch library. Patch replacement is performed in Step
1050, in which the patches found during the search in Step 1040 are used to replace their corresponding video patches from the upsampled regular video frames. Next, post processing is performed in Step 1060 to enhance spatiotemporal smoothness of the recovered video.

Figure 11 shows one embodiment of an apparatus 1100 for decoding video. The apparatus is comprised of a Patch Extractor Processor 1110 for extracting patches from a received video signal and creating a patch library. The input video from an encoder is also sent to the input of Resizing Circuitry 1125 that upsamples and interpolates the regular frames of video received as part of, or along with, the input video signal. The output of Patch Extractor Processor 1110 is in signal communication with the input of Patch Search Circuitry 1120, which uses portions of video, called keywords, from the regular frames of video prior to upsampling, to search the patch library for suitable replacement patches. The output of Patch Search Circuitry 1120 is in signal communication with a first input of Patch Replacement Circuitry 1130, which also receives as a second input, the output of Resizing Circuitry 1125. Patch Replacement Circuitry 1130 replaces low resolution portions of video in the upsampled regular frames of video with patches from the patch library, found by Patch Search Circuitry 1120. The output of Patch Replacement Circuitry 1130 is in signal communication with the input of Post Processor 1140, which enhances the spatiotemporal smoothness of the recovered video.

We thus provide one or more implementations having particular features and aspects. However, features and aspects of described implementations may also be adapted for other implementations.

For example, these implementations and features may be used in the context of coding video and/or coding other types of data. Additionally, these implementations and features may be used in the context of, or adapted for use in the context of, a standard. Several such standards are AVC, the extension of AVC for multi-view coding (MVC), the extension of AVC for scalable video coding (SVC), and the proposed MPEG/JVT standards for 3-D Video coding (3DV) and for High-Performance Video Coding (HVC), but other standards (existing or future) may be used. Of course, the implementations and features need not be used in a standard.
Reference in the specification to "one embodiment" or "an embodiment" or "one implementation" or "an implementation" of the present principles, as well as other variations thereof, mean that a particular feature, structure, characteristic, and so forth described in connection with the embodiment is included in at least one embodiment of the present principles. Thus, the appearances of the phrase "in one embodiment" or "in an embodiment" or "in one implementation" or "in an implementation", as well any other variations, appearing in various places throughout the specification are not necessarily all referring to the same embodiment.

The implementations described herein may be implemented in, for example, a method or a process, an apparatus, a software program, a data stream, or a signal. Even if only discussed in the context of a single form of implementation (for example, discussed only as a method), the implementation of features discussed may also be implemented in other forms (for example, an apparatus or program). An apparatus may be implemented in, for example, appropriate hardware, software, and firmware. The methods may be implemented in, for example, an apparatus such as, for example, a processor, which refers to processing devices in general, including, for example, a computer, a microprocessor, an integrated circuit, or a programmable logic device. Processors also include communication devices, such as, for example, computers, cell phones, portable/personal digital assistants ("PDAs"), and other devices that facilitate communication of information between end-users.

Implementations of the various processes and features described herein may be embodied in a variety of different equipment or applications, particularly, for example, equipment or applications associated with data encoding and decoding. Examples of such equipment include an encoder, a decoder, a post-processor processing output from a decoder, a pre-processor providing input to an encoder, a video coder, a video decoder, a video codec, a web server, a set-top box, a laptop, a personal computer, a cell phone, a PDA, and other communication devices. As should be clear, the equipment may be mobile and even installed in a mobile vehicle.

Additionally, the methods may be implemented by instructions being performed by a processor, and such instructions (and/or data values produced by an implementation) may be stored on a processor-readable medium such as, for example,
an integrated circuit, a software carrier or other storage device such as, for example, a hard disk, a compact diskette, a random access memory ("RAM"), or a read-only memory ("ROM"). The instructions may form an application program tangibly embodied on a processor-readable medium. Instructions may be, for example, in hardware, firmware, software, or a combination. Instructions may be found in, for example, an operating system, a separate application, or a combination of the two. A processor may be characterized, therefore, as, for example, both a device configured to carry out a process and a device that includes a processor-readable medium (such as a storage device) having instructions for carrying out a process. Further, a processor-readable medium may store, in addition to or in lieu of instructions, data values produced by an implementation.

As will be evident to one of skill in the art, implementations may produce a variety of signals formatted to carry information that may be, for example, stored or transmitted. The information may include, for example, instructions for performing a method, or data produced by one of the described implementations. Such a signal may be formatted, for example, as an electromagnetic wave (for example, using a radio frequency portion of spectrum) or as a baseband signal. The formatting may include, for example, encoding a data stream and modulating a carrier with the encoded data stream. The information that the signal carries may be, for example, analog or digital information. The signal may be transmitted over a variety of different wired or wireless links, as is known. The signal may be stored on a processor-readable medium.

A description will now be given of the many attendant advantages and features of the present principles, some of which have been mentioned above. For example, one advantage of the present principles is that input video is uniformly resized to a smaller size for all frames, and so no artificial motion artifacts are introduced.

Another advantage is that the high resolution information is preserved by sending representative patches in the patch frames, therefore, minimizing information loss.

Yet another advantage is that there is no need to send additional metadata, such as line or block positions or surjective maps, through side channels under the present principles.
A number of implementations have been described. Nevertheless, it will be understood that various modifications may be made. For example, elements of different implementations may be combined, supplemented, modified, or removed to produce other implementations. Additionally, one of ordinary skill will understand that other structures and processes may be substituted for those disclosed and the resulting implementations will perform at least substantially the same function(s), in at least substantially the same way(s), to achieve at least substantially the same result(s) as the implementations disclosed. Accordingly, these and other implementations are contemplated by this disclosure and are within the scope of this disclosure.
CLAIMS:

1. A method of video processing, comprising:
   extracting patches of video from a received video signal;
   clustering the patches into groups;
   downsizing the original video;
   packing representative patches from the groups into patch frames; and
   transmitting the downsized original video with the patch frames to a decoder.

2. The method of Claim 1, further comprising concatenating the data for the patch frames to the received video signal.

3. The method of Claim 2, wherein the concatenating is performed by interspersing data of the regular frames with data of the patch frames.

4. The method of Claim 1, wherein extracting is performed based on features of the video.

5. The method of Claim 1, wherein clustering is performed based on a modified k-means algorithm.

6. The method of Claim 1, wherein clustering is performed using incremental clustering.

7. The method of Claim 1, wherein the patch frames are downsized by dividing them into blocks.

8. The method of Claim 1, wherein the patch frames are downsized by using staggering sampling.
9. The method of Claim 2, wherein the position of the patches in the patch frame is optimized for spatiotemporal smoothness.

10. The method of Claim 2, wherein a flag is used to indicate whether a frame is a patch frame or a frame from the received video signal.

11. An apparatus for video processing, comprising:
means for extracting patches of video from a received video signal and clustering the patches into groups;
a downsizer to reduce the size of the received video signal;
circuitry that packs representative patches from the groups into patch frames; and
   circuitry to transmit the patch frames and downsized video signal to a decoder.

12. The apparatus of Claim 11, wherein the circuitry concatenates the data for the patch frames to the received video signal.

13. The method of Claim 11, wherein the circuitry intersperses the data from the received video signal with data from patch frames.

14. The apparatus of Claim 11, wherein the means for extracting patches of video and clustering the patches performs extracting based on features of the video.

15. The apparatus of Claim 11, wherein the clusterer performs clustering based on a modified k-means algorithm.

16. The apparatus of Claim 11, wherein the clusterer performs clustering using incremental clustering.
17. The apparatus of Claim 11, wherein the circuitry downsizes patch frames by dividing them into blocks.

18. The apparatus of Claim 11, wherein the patch frames are downsized by using staggering sampling.

19. The apparatus of Claim 12, wherein the position of the patches in the patch frame is optimized for spatiotemporal smoothness.

20. The apparatus of Claim 12, wherein a flag is used to indicate whether a frame is a patch frame or a frame from the received video signal.

21. A method of processing a video signal, comprising:
   extracting patches of video from patch frames;
   creating a patch library from extracted patches;
   increasing the size of regular frames of video;
   replacing low resolution portions of video in the increased size regular frames of video with patches searched from the patch library using the low resolution portions as keywords; and
   performing post processing on the resulting video.

22. The method of Claim 21, wherein extracting is performed on a block basis.

23. The method of Claim 21, wherein the creating step further comprises adding flags to the extracted patches indicative of the level of high-frequency detail in a corresponding patch.

24. The method of Claim 21, wherein creating a patch library further comprises reducing the sizes of the extracted patches.
25. The method of Claim 23, wherein the flags are created by upsampling and interpolating a small size patch and comparing the distance between the resized patch and its corresponding original patch with a predefined threshold.

26. The method of Claim 21, wherein the replacing step is performed on a block basis.

27. The method of Claim 21, wherein searching in the replacing step is performed using a binary tree search.

28. The method of Claim 23, wherein the flags are used by the replacing step to determine whether to replace a patch with one from the patch library.

29. The method of Claim 21, wherein the replacing step is based on minimization of a cost function.

30. The method of Claim 29, wherein the cost function is based on spatiotemporal smoothness.

31. An apparatus for processing a video signal, comprising:
   a means for extracting patches of video from patch frames and creating a patch library from extracted patches;
   resizing circuitry that increases the size of regular frames of video;
   patch search circuitry that searches the patch library using low resolution portions of video in the regular frames of video as keywords;
   patch replacement circuitry that replaces low resolution portions of video in the increased size regular frames of video with the patches searched from the patch library; and
   a post processor that performs post processing on video from the patch replacement circuitry.
32. The apparatus of Claim 31, wherein the means is a patch extracter processor.

33. The apparatus of Claim 31, wherein the patch extracter further comprises circuitry to add flags to the extracted patches indicative of the level of high-frequency detail in a corresponding patch.

34. The apparatus of Claim 31, wherein the patch extracter further comprises circuitry to reduce the sizes of the extracted patches.

35. The apparatus of Claim 33, wherein the patch extracter further comprises circuitry to create flags by upsampling and interpolating a small size patch and comparing the distance between the resized patch and its corresponding original patch with a predefined threshold.

36. The apparatus of Claim 31, wherein the patch replacement circuitry operates on a block basis.

37. The apparatus of Claim 31, wherein the patch search circuitry performs a binary tree search.

38. The apparatus of Claim 33, wherein the patch replacement circuitry determines from the flags whether to replace a patch of low resolution video in the increased size regular frames of video with a patch from the patch library.

39. The apparatus of Claim 31, wherein the patch replacement circuitry replaces patches by minimization of a cost function.

40. The apparatus of Claim 39, wherein the cost function minimizes a cost function that measures spatiotemporal smoothness.
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