wo 2017/105696 A 1[I 0000 O O O

(43) International Publication Date

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Ny
Organization é
International Bureau -,

=

\

(10) International Publication Number

WO 2017/105696 A1

22 June 2017 (22.06.2017) WIPO I PCT
(51) International Patent Classification: (81) Designated States (uniess otherwise indicated, for every
G07C 5/00 (2006.01) HO04N 5/77 (2006.01) kind of national protection available): AE, AG, AL, AM,
GO6F 3/16 (2006.01) AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY,
21) Tat tional Application Number- BZ, CA, CH, CL, CN, CO, CR, CU, CZ, DE, DJ, DK, DM,
(21) International Application Number: PCTIUS2016/061547 DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
HN, HR, HU, ID, IL, IN, IR, IS, JP, KE, KG, KN, KP, KR,
(22) International Filing Date: KW, KZ, LA, LC, LK, LR, LS, LU, LY, MA, MD, ME,
11 November 2016 (11.11.2016) MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI, NO, NZ,
OM, PA, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW, SA,
(25) Filing Language: English SC, SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ, TM,
(26) Publication Language: English ?’V’ TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM,
(30) Priority Data: L
14/971,574 16 December 2015 (16.12.2015) ys (84) Designated States (unless otherwise indicated, for every
kind of regional protection available): ARIPO (BW, GH,
(71) Applicant: INTEL CORPORATION [US/US]; 2200 GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, ST, SZ,
Mission College Boulevard, Santa Clara, California 95054 TZ, UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU,
(US). TJ, TM), European (AL, AT, BE, BG, CH, CY, CZ, DE,
(72) Tnventors: OIEN, Benjamin Conrad; 8200 SW Maxine DK, EE, ES, FL FR, GB, GR, HR, HU, IL, IS, IT, LT, LU,
. . . LV, MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK,
Ln, Unit 59, Wilsonville, Oregon 97070 (US). SOREN-
. . SM, TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN, GQ,
SON, Paul F.; 3100 NE Shute Road, RS5-250, Hillsboro, GW, KM, ML, MR, NE, SN, TD, TG)
Oregon 97124 (US). KIM, Kahyun; 2641 NW Savier St, ? ? i T ’
RS5-250, Portland, Oregon 97210 (US). IVERS, Emily Published:
N.; 3100 NE Shute Rd., Hillsboro, Oregon 97124 (US). —  with international search report (Art. 21(3))
(74) Agents: PERDOK, Monique, M. et al.; Schwegman Lun-

dberg & Woessner, P.A., CPA Global, 900 Second Avenue
South, Suite 600, Minneapolis, Minnesota 55402 (US).

(54) Title: AUTOMATIC EVENT RECORDER

FIG. 1

EVENT RECORDER

(57) Abstract: Systems and techniques for an automatic event recorder are described herein. An input stream may be written to a
memory buffer in an overwrite mode. The input stream may be received from a sensor array of a wearable device. A first portion of
the input stream written to the memory buffer may be protected upon obtaining an indication of occurrence of a start event. The
memory buffer may be configured to receive a second portion of the input stream in a write mode subsequent to the occurrence of
the start event. The memory buffer may be reconfigured to receive a third portion of the input stream in the overwrite mode upon ob -
taining an indication of the occurrence of the stop event.
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AUTOMATIC EVENT RECORDER
PRIORITY CLAIM
{6001} This patent application claims the benefit of priority to U.S.
Application Serial No. 14/971.574, filed December 16, 2015, which is

incorporated by reference herein in its entirety.

BACKGROUND
10002] Bicyclists mav have little recourse if they have a collision with a
vehicle. According to the Centers for Disease Control, over 900 cyclists
were killed and 494,000 emergency room visits occuired due to bike
accidents in 2013, Many infractions or near misses happen each day that
may not be reported or recorded. Determining fault roay be important when
an actual infraction of the law is committed. Safety improvements may be
beneficial to bicyclists as a bicyclist may be more vulnerable to inpury in a
collision than a motor vehicle driver.
BRIEF DESCRIPTION OF THE DRAWINGS
[8063] To easily identify the discussion of any particular element or act, the
most significant digit or digiis in a reference number refer to the figure
number 0 which that element 1s first introduced.
[0004] FIG. 1 ilusirates an environment including an event recorder,
according 1o an embodiment.
[6685] FIG. 2 illustrates an example of a system for an automatic event
recorder, according to an embodiment.
[0006] FIG. 3 illusirates an example of a method for an automatic event
recorder, according 1o an embodiment.
[8067] FIG. 4 1s a block diagram illustrating an example of a machine upon
which one or more embodiments may be implemented.
DETAILED DESCRIPTION
[6608] Accidents between bicycles and automobiles generally pose a
greater risk to the bicycle rider. Often times there may be little evidence of
what caused a collision other than statements by a party to the accidentor a

witness. However, human memory may be subject to inaccuracies and may
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be influenced by bias or other internal or external forces. It may be difficult
1o determine the circumsiances leading up to or subsequent to an event such
as an accident without reliable information.

18009} Systems and techniques for an automatic event recorder are

(W4

disclosed herein which may provide reliable information providing the
circumstances leading up to and subsequent to an event {e.g., crash,
interesting visuals, happenstances, etc.}. With reliable information, it may be
possible enact new safety measures or establish fault. A technigue utilizing
sensor technology {e.g., for bike-comumuling, efc.} in conjunction with a
10 wearable device (e.g., head mounted display (HMD) glasses) and a storage
device {e.g., solid-state drive (§8D) quick-access storage) may provide data
surrounding events {e.g., collisions, eic.) that may be helpful in
understanding the cause of the event. For example, the present subject matter
may allow recording of information {e g., location, video, audio}
15 surrounding events when they occur.
[6618] The present subject matter may heighten awareness and atiention of
a user and may facilitate avoidance of incidents between bikes and vehicles.
In addition, the disclosed techniques may give cyclists and drivers recourse
inn situations where theyv are often at a disadvantage in reporting accidents by
20 providing data to inform understanding and decision making. The wearable
device may include sensors such as, for example, audio microphones and
video cameras to record the scene from the rider’s perspective. The present
subject matter may provide rider-point-of-view perspective and orientation
of the camera and microphone sensors that may enable a recording event that
25  may be near-real-time and may very relevant to an event that has just
occurred.
[6011] In an example, an intelligent Head Mounted Display (HMD) device
paired to a companion smartphone keeps a circular recording buffer (audio
and video) for a user defined period while the cyclist is wearing the HMD.
30 Ag long as no trigger events occur, buffered data older than the user defined
period is  discarded. By using an accelerometer, a nucrophone, and a
video/camera sensor in conjunction with low power “always listening’
(LPAL)} technologias, a series of triggers and/or events may be determined

from mput recerved such as, by way of example and not limitation, a loud

b2



WO 2017/105696 PCT/US2016/061547

(W4

10

30

crash noise, a rider’s exclamation (e.g., voice, velling loudly, swearing, etc.},
and very sudden, violent stopping or quick change in orientation/motion.
[0012] The sensor data combined with the LPAL tnigger mechanism may
automatically cause real-time recording of location, time, audio, and video
of the event. In an example, after receiving a trigger event {e.g., a start
event, a stop event, etc.), the device may save the buffered video before the
point of the trigger event and may continue to save ambient audio and video
continucusly until, for example, either a pre-defined storage limit is reached,
the user terminates the recording, or the device stops functioning,

[0013] The buffer may constantly replace old data with new data. In an
example, the buffer may be a user-defined-duration circular buffer. The
circular buffer may be transparent {o the user until an event occurs. At the
point of the trigger event, the buffered data may be written to a second
persistent storage location. In an example, the buffer mav be persistent in
case of hardware failure. When the device begins persistent storage of
recorded data, the user may be notified via a combination of a subtle audio
or a display cue. Data may continue to be persistently recorded until a
predetermined stop event has occurred. Some stop events such as, for
example, a custom voice event may be configured 1o avtomatically delete the
recorded data.

[60614] In an example, the video clip may be saved along with other data
such as, for example, GPS/location, event date and time, trigger event type,
and accelerometer data. In an example, the record may be stored locally and
may be backed up to a companion device (e.g., mobile phone, tablet, etc.)
and/or cloud storage {e.g., public cloud storage system, private cloud storage
system, etc. ) upon the nexi connection.

[8015] In some examples, the record may be deleted in the absence of a
trigger event or may be saved with presence of a trigger event for later
inspection or deletion if the event tums out to be a false-positive (e.g.. an
accident did not occur, or a near-accident event has occurred, etc.).

[0016] FIG. | illustrates an environment 100 including an event recorder
108, according to an embodiment. The environment 100 may include an
automobile 110, and a user 102 (e g.. bicyclist, etc.}. The user 102 may be

wearing a wearable device 104 (e g., smartglasses, smart watch, etc.) and
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may have a mobile device {e.g., smariphone, tablet, etc.} 106. The wearable
device 104 and mobile device 106 may be communicatively coupled to an
event recorder 108 In an example, the event recorder 108 may be integrated

into the wearable device 104 and/or the mobile device 106,

(W4

[6017] The wearable device 104 may include an array of sensors {e.g.,
camera, microphone, accelerometer, gyroscope, magnetometer, GPS
receiver, etc.) that may observe the environment surrounding the user 102,
For example, the user 102 may be riding a bicycle and may come to an
intersection where an avtomobile 110 may enter the intersection in the path
10 of the user. The user 102 may slow rapidly and may utter a verbal
exclamation. An accelerometer in the array of sensors may detect the rapid
deceleration of the user 102 and a microphone of the array of sensors may
detect the verbal exclamation.
[0018] The wearable device 104 may include a memory device and a

15 storage device capable of storing data received from the arrav of sensors. In
an example, the memory device may be a memory buffer. In an example, the
memory device may be a user-defined-~duration circular memory buffer. In
an example, the storage device may be a solid-state drive.

[0601%8] The data collected from the array of sensors may be received by the

20 eventrecorder 108. The event recorder 108 may write the daia to the
memory device of the wearable device 104, For example, the data collected
bv the accelerometer indicating the rapid deceleration of the user 102 and the
audio of the verbal exclamation of the user may be written {o the memory
device.

25  [0020] The event recorder 108 may use the data to detect the occurrence of
an event. The event recorder 108 may detect a variety of events that may be
classified by event type. Example event types include, but are not limited to,
a start event, a stop event, a save event, and a delete event,

[86021] A start event is an event that causes the event recorder 108 {0 save

30 data collected for a period of time before the occurrence of the start event

and data collected for a period of time afier the occurrence of the start event,

For example, the verbal exclamation of the user 102, the rapid deceleration

of the user 102, or both may be used by the event recorder 108 {0 determine
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that an impending collision event has occurred which may be classified as a
start event.
[0022] A stop event is an event that causes the event recorder 108 to cease

the data save operations imitated subsequent to and/or simultanecusly with

(W4

the detection of a start event. For example, a voice command uttered by the

user 102 such as “stop recording” may be classified as a stop commmand. In

an example, event types may be further classifiad by sub-types. Depending

on the tvpe of stop event detected by the crash recorder 108, the data saved

may be discarded. For example, a voice command uttered by the user 102

10 such as “delete recording” may be classified as a stop and delete event type.
As another example, the stop event may cease data save operations and
initiate a subsequent process, such as uploading the audio/video recording to
a remote destination for data preservation. For example, a voice command
uttered by the user 102 such as “save recording” may be classified as a stop

15  and save command and the data saved may be iransferred to a cloud based
storage system.
18023} The event types may be used by the event recorder 108 to perform
actions on the data such as, for example, setiing storage flags for data in the
memory device and transferring data between the memory device and the

20 storage device. In an example, a start event may flag data currently residing
in a memory buffer and data written to the memory buffer subsequent to the
start event as write protectad.
[86624] In an example, a siop event may clear the write protected flag for
data written to the memory buffer subsequent {o the stop event. In an

25  example, a stop and delete event may clear the write protect flag for data
written subsequent to the stop and delete event and may delete data from the
memory buffer prior to the stop and delete event. In an example, a stop and
save event mav clear the write protect flag for data written subseguent {o the
stop and save event and may transfer the memory buffer to the storage

30 device.

10025] In some examples, data written subsequent to the start event may

continue to be marked ag write protected until an automatic stop event is

detected such as, for example, the memory buffer has reached a physical

timit or the memory buffer has reach a storage limit set by the user 102, In

W
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an example, data may coniinue to be written {o a storage device
autornatically when the memory buffer reaches a physical limit. In an
exarople, the data may be written to the storage device until an automatic

stop event is detected such as the storage device has reached its physical

(W4

fimit or a limit set by the user 102. The event recorder 1s described in greater
detail in FIG. 2.
[0026] FIG. 2 illusirates an example of a system 200 for an automatic event
recorder, according to an embodiment. The system 200 includes a sensor
array {e.g., a group of sensors integrated nto a head mounted display, eic.)
10 202 that 1s communicatively coupled to an event recorder 204,
16027} The array of sensors 202 may include various sensors including, by
way of example and not limitation, a microphone, a camera, a global
positioning system {(GPS) receiver, accelerometer, magnetometer, gvroscope,
etc. The array of sensors 202 may be used to collect information about a user
15 and the environment surrounding the user. For example, the array of sensors
202 may observe audio, video, GPS location, and movement data
corresponding with the user and the user’s environment over a period of
fime.
[06028] The event recorder 204 may include an input receiver 206, an event
20 detector 208, and a storage manager 210, The 1nput receiver 206 may receive
inputs from the sensor array 202. For example, the input receiver 206 may
receive the audio from a microphone of the sensor array 202, video from a
camera of the sensor array 202, acceleration data from an accelerometer of
the sensor array 202, and GPS data from a GPS receiver of the array of
25 sensors 20Z.
[6028] The data collected by the input receiver 206 from the array of
sensors 202 may provide nformation from the user’s perspective. For
example, video and audio may be collected from the vantage point of the
cvclist, accelerometer data collected may show impact strength as felt from
30 the user’s head, gvroscope data may show unusual positions such as a roll
experienced by the user, magnetometer data collected may show the
direction the user is looking. and GPS location data collected may show a
point of impact, point of rest, and path of travel of the user leading up to an

gvent.

6
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[6038] The event detector 208 mav use the data received by the input
receiver 206 to make determunations about events that are occurring in the
user’s environment. For example, if the user 15 on a bicvcle the event

detector 208 may use received audio, video, and acceleration data to make a

(W4

determination that a collision between the bicycle and another entity {(e.g2..

vehicle, person, obstruction, etc.) 1s imvminent. In the example, the

determination may be based on received inputs indicating that the bicvclist
may be velling, the other entity may be becoming larger in the video, and the
bicyclist may be slowing rapidly.

10 j0031] In some examples, an event may be determined using audio input
recetved from the sensor array 202. The event detector 208 may use various
techniques such as, by way of example and not imitation, computational
linguistics {e.g., speech recognition, ete.) and audio event detection. In an
example, the audio received from a microphone of the sensor array 202 may

15  be processed using an algorithm to determine if units of the audio segment
match models of audio segments from training data associated with an event.
For exaraple, a user may vell “Look Out!” which may be matched to an
impending collision event. In another example, the audio collected from a
microphone of the sensor array 202 may include the sound of screeching

20 tres and the sound may be matched to a sound signature corresponding with
the impending collision event.

(00321 Insome examples, an event may be determined using video input
received from the sensor array 202, The event detector 208 may use a variely
of image recognition techniques to determine events occurring in the

25  received video input. In an example, a set of training video segments may he
used to create a model for an event. The received video input may then be
evaluated against a set of event models to classify the received video
segrent with an event class. For example, a video segment received from a
camera of the sensor array 202 may show a car continually getting larger

30 throughout the clip and the video segment may be assigned an impending

collision classification based on the video segments similarity to an

impending collision model.

[6033] In an example, an event mayv be determined using accelerometer

data received from the sensor array. The event detector 208 may use a
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variety of accelerometry techniques to defermine an event has occurred. In
an example, a set of training data including various acceleration and
deceleration sequences may be used to generate a set of event models. The

received accelerometer data may then be evaluated against the models 1o

(W4

classtfy segments of the accelerometer data. For example, the received

accelerometer data may indicate the user was moving at a steady pace for a

period of time and then is rapidly decelerating. The segment of

accelerometer mav be evaluated against the sef of models and mav be

assigned a classification of impending collision. In another example, an

10 algorithm may be used to determuine a speed variance for the segment and if
the speed variance is outside a threshold 1t may be determined that an event
has occurred. For examaple, the received accelerometer data may indicate the
user was moving at a steady pace for a period of time and then 1s rapidly
decelerating and the speed variance may indicate that a collision is

15 immninent.
[86634] In some examples, received data inpuis may be combined and
evaluated against a set of models to deternune if an event has occurred. For
example, the collected audico data may indicate that the user velled “Look
Out!” and the accelerometer data may indicate there was a rapid deceleration

20 occurring during the same time period. Using the mdicia together may
provide a more accurate indication of an event.
(00351 In an example, the event detector 208 may detect different classes of
events. A start class of events may be used to identify data that should be
saved. Exaroples of start events may include by examaple and not limitation,

25  audible events (e.g.. a volume threshold may be used to detect an impact or a
car horn, etc.}, custom voice events {(e.g., velling, predetermined keywords:
“Watch it!” and “That was cool”, eic.), common expletives, {e.g., detection
of an impending event based on a dictionary of comimon expletives uttered in
emergency situations, etc.), and data triggered events {e.g., sensor data

30 indicates an impact or an unusual occurrence such as being upside down,

efc.).

16036] In an example, a start event may be detected that sets a write protect

flag for a set of data corresponding with the start event. For example, a

collision gvent may be detected as a start eveni. For example, the user may
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say “Look at that” which may be detected as a start event. In an example, the
setl of data may include data for first peried of time before occurrence of the
start event and data for a second period of time after the occurrence of the

start event. For example, a collision start event may be determined and 30

(W4

seconds of data may be flagged for write protection and five minutes of data

after the collision start event may be marked for write protection.

100371 A stop class event may be usad to end the recording and/or write

proiection of data collected surrounding the start event. Stop events may

include automatic and/or manual indications that the event has ended and/or

10 that the data preservation period has ended.

[6038] In an example, the event detector 208 may detect a stop event that

turns off the write protect flag for data subsequent {o the occurrence of the

stop event. In an example, the event detector 208 may detect sub-classes of
stop events. In an example, a stop and delete event may be detected that

15 turns of the write protect flag and deletes data collected before the
occurrence of the stop and delete event. In an example, a stop and save event
may be detected that turns off the write protect flag and transfers the data
collected before the occurrence of the stop and save event to long-term
storage. Examples of stop events may include, by way of example and not

20 limitation, physical storage limut reached, user defined storage limut reached
(e.g.. 1 gigabvte, etc.), user defined recording period reached {e.g., 5
minwtes), user defined (e.g . through a training session) commands {e.g.,
“forget what just happened,” “it’s over,” ete.), and preprogrammed
commands (e.g., voice commands, gestures, etc.).

25  [0039] In an example, the stop event mav be detected from the data
collected from the sensor array 202. In an example, the sensor array 202 may
include a microphone for collecting audio data and the stop event may be
generated from the audio data. For example, the user may uiter “stop
recording” which may be classified as a stop event. In an example, the

30 sensor array 202 may include a camera for collecting video data and the stop

event may be generated from the video data. For example, the user may

make a gesture with an arm that is in view of the camera. In an example, the
sensor array 202 may include an accelerometer for collecting movement data

and the stop event may be generated from the movement data. For example,
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the user may make a series of motions with his head. In an example, the
sensor array 202 may wnclude a GPS receiver for collecting location data and
the stop event may be generated using the location data. For exaraple, the

user may move 1o a safe location.

(W4

[0048] In some examples, a combination of data collected from various
sensors of the sensor array 202 may be used 1o generate a stop event. In an
example, the stop event may be detected from the proximity of emergency
personnei to the user. For example, a police officer may be detected in the
video data collectied which may be detected as a stop event.

10 j0041] The event recorder 204 may include g storage manager 210 to
manage storage operations. The storage manager 210 may determine the
storage location of data collected from the 1input receiver 206. The storage
manager 210 may be communicatively coupled with a maemory buffer 212 in
a wearable device such as, for example, the wearable device 104 as

15 described in FIG. 1. In an example, the memory buffer 212 may be a short-
term memory storage location that is able to store streaming input data in
real-time. For example, input receiver 206 may receive a data stream from
the array of sensors 202 including audio, video, movement, and location data
and the storage manager 210 may continuously write the data stream to the

20 wemory buffer 212 In an example, the storage manager 210 may
continuously write the input data stream to the memory buffer while the
event recorder 204 is in operation. In an example, a video clip may be saved
along with location, event date, event time, event type, and accelerometer
data.

25  [0042) The constant read/write cycles may be taxing on storage devices
(e.g.. memory buffer 212). Therefore, the storage manager 210 may
automatically self-validate static memory integrity on an ongoing basis. In
an example, the storage manager 210 may implement data integrity
validation. In an example, a notification may be transmitted to the user

30 indicating that the static mewory has failed the data mtegrity validation. In

an example, the notification may be a graphical user interface. In an

example, the notification may be a text message. In an example, an
indication that the memory buffer 212 has failed an iniegrity check may be

detected as a siop event.

10
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18043} In an example, the storage manager may use the memory buffer 212
as a circular buffer and may deleie and/or overwrite data o response to
reaching a maximum data size threshold. In an example, the storage manager

210 may delete and/or overwrite data in response to reaching a time

(W4

threshold. These techniques may prevent the need to store large amounts of

data that are not relevant to an event. In an example, the storage manager

210 may write protect {e. g., mark as read-only, remove blocks from the

buffer, eic.) data stored in the memory buffer 212. In an example, data stored

i the memory buffer 212 occurring before the start event {e.g., 30 sec, etc.)

10 may be write protected to prevent the data from being overwritten. In an
example, the storage manager 210 may write protect data stored in the
memory buffer 212 written between the occurrence of the start event and
occurrence of the stop event. In an example, the storage manager 210 may
configure the memory buffer 212 to store all data collected after the start

15  event as write protected. In an example, the storage manager 210 may
reconfigure the memory buffer 212 to store data collected after the
occurrence of the stop event as overwriteable (e g., rerove the wriie
protection, etc.}.
j0044] The siorage manager 210 may be commumicatively coupled with

20 storage 214, In an example, storage 214 may be a solid-state drive (88D)
included in a mobile device (e g., smartphone, tablet, etc.}). In an example.
the storage 214 may provide long-term storage for the event recorder 204, in
an example, the storage 214 may be a cloud based storage system. In an
exarople, the storage manager 210 may move data from the memory buffer

25 212 to the storage 214, In an example, the data may be moved in response to
the event detector 208 receiving a stop event. For example, a start event may
have been detected based on the user saying “look at that” and a slop and
save event may be detected based on the user sayving “save video” and the
data coilected between the occurrence of the start event and the stop and

30 save event may be moved by the storage manager 210 from the memory

buffer 212 to the storage 214. In an example, the storage manager 210 may

transfer the data stored in the memory buffer 212 during a period of time

before the start event {e.g., 30 seconds, etc.} and the data stored in the

11
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memory buffer 212 during a time period between the occurrence of the start
event and the occurrence of the stop event {o the storage 214,

[0045] In some examples, the storage manager 210 may delete the contents
of the memory buffer 212 in response to an indication of a stop and delete
event. For example, the user may say “deleie recording™ which may be
detected as a stop and delete event upon which the storage manager 210 may
delete and/or clear the contents of the memory buffer 212.

180461 In some examples, the storage manager 210 may delete and/or
transfer the contents of the memory buffer 212 in response to an indication
of a gesture. For exaruple, the user make a gesture with and arm (e.g., a
swipe of the arm from lower left to upper right, etc.) or head (e.g.. a series of
nods, ete.) that may be detected as a stop event upon which the storage
manager may delete the contents of the memory buffer 212

(00471 In some examples, the storage 214 may be included in a mobile
device and the storage manager 210 may transfer the contents of the memory
buffer 212 to the storage 214 upon establishing a connection with the mobile
device. For example, a start event may have been detected based on a gesture
made by the user and a stope event may have been made by a voice
command issued by the user while the user was away from a mobtle device.
When the user returns home the storage manager 210 may automatically
transfer the contents of the memory bufter 212 to the storage 214 when the
connection to the mobile device is established. In an example, the connection
between the mobile device and the wearable device may be via a wireless
connection {e.g., near-field communication, WiF1, short-wavelength radio,
Bluetooth, Bluetooth low energy, Ant+, near-field communication, gic.). In
an example, the connection between the wearable device and the mobile
device may be a wired connection {e.g., USB, eic.).

[6048] In some examples, the event recorder 204 may send data collected
before occurrence of the stop event and data collected after the occurrence of
the start event over a network {e.g., cellular network, WiFi, SMS, etc.). In an
exarnple, the data may be transmitted via an ematl message. In an example,
the data may be transmitted as a text message {(e.g.. SMS message, etc.). This
may allow the data to be sent directly to a third party {e.g., emergency

personnel, family member, friend, eic.). In formation such as the user’s

12
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tocation and an indication of an event tvpe may assist the third party in
providing assistance to the user.

10049] While the present subject matter has been described in a wearable
device, 1t will be understood that the subject matter described herein could
be implemented in a variety of devices such as wearable devices (e.g..
smartglasses, smartwatch, etc.), automobiles, sporting equipment {bicycles,
scooters, etc.), motorcvcles, etc. While the present subject matter has been
described in the context of a bicyclist, it will be understood that the present
subject matter could be used in a vanety of contexis in which a person
wishes to record data surrounding an event. Some examples include, by way
of example and not limitation, a motorcyclist, a motorist, an action sports
participant (e.g., skier, snowboarder, etc.).

[6056] FIG. 3 ilustrates an example of a method 300 for an automatic
event recorder, according io an embodiment.

18051} At operation 302, method 300 may write protect a first portion of an
mput stream writien to a memory buffer as read-only data upon receiving
notification of a start event. The input stream may be received from a sensor
array of a wearable device. The first portion of the input steam may
correspond to a period of time before the start event. In an example, the
input siream may be recetved from a sensor array of a wearable device. In an
example, the input stream may include audio captured from a microphone of
the wearable device. In an example, the input stream may include video
captured from a camera of the wearable device. In an example, the input
stream may include data collected from an accelerometer of the wearable
device. In an example, the input stream may include data collected from a
global positioning system receiver of the wearable device.

[6052] At operation 304, method 300 may write a second portion of the
input stream to the memory buffer as read-only data subsequent to the start
event. The second portion of the input stream may be writien between the
start event and a stop event. In an example, the stop eveni may be generated
using the audio captured from the microphone of the wearable device. In an
example, the stop event may be generated using the video captured from the
camera of the wearable device. In an example, the stop event may be

generated using the data collected from the accelerometer of the wearable

U
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device. In an example, the stop event may be generated using the daia
coliected from the global positioning svstem receiver of the wearable device.
In an example, the stop event may be received from the wearable device.

16053 In some examples, audio information captured by the sensor array

(W4

may be accessed, a voice command made by a user may be detected, and the
stop event may be generated based on the voice command. In some
examples, video information captured by the sensor array may be accessed. a
gesiure made by a user may be detectad, and the stop event may be
generated based on the gesture. In some examples, a user~-defined data
10 storage limat for the memory buffer may be accessed, 1t may be determined
that the memory buffer has reached the user-defined storage himit, and the
stop event may be generated based on the determination.
[6054] In some examples, a third portion of the input stream may be writlen
to the memory buffer as over-writeable data upon receiving notification of
15 the stop event. In an example, the third portion of the input stream may be
wrtiten subsequent io the occurrence of the stop event.
[0055] In some examples, the first portion of the input stream written to the
memory buffer and the second portion of the input stream written to the
memory buffer mav be transferred to a storage device upon receiving
20 notification of the stop event. In an example, the storage device may be
wncluded in a mobile device. In an example, the storage device may be
included in the wearable device. In some examples, the memory buffer may
be cleared upon the receipt of the stop event.
[0056] FIG. 4 illustrates a block diagram of an example machine 400 upon
25  which any one or more of the techniques {e.g., methodologies) discussed
herein may perform. In altermative embodiments, the machine 400 may
operale as a standalone device or may be connected (e.g., networked} to
other machines. In a networked deployment, the machine 400 may operate in
the capacity of a server machine, a client machine, or both in server-client
30 nebwork environments. In an example, the machine 400 may act as a peer
machine in peer-to-peer (P2P) (or other distributed) network environment.
The machine 400 may be a personal computer (PC), a tablet PC, a set-top
box (STB), a personal digital assistant (PDA), a mobile telephone, a web

appliance, a network router, switch or bridge, or any machine capable of
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execuiing mnstructions (sequential or otherwise) that specify actions to be
taken by that machine. Further, while only a single machine 1s illusirated, the
term "machine” shall also be taken to include any collection of machines that

individually or jointly execute a set (or multiple sets) of instructions to

(W4

perform anyv one or more of the methodologies discussed herein, such as

cloud computing, software as a service (8aa8), other computer cluster

configurations.

160571 Examples, as described herein, mayv include, or may operaie by,

logic or a number of components, or mechamsms. Circuit sets are a

10 collection of circuits implerented in tangible entities that include hardware
(e.g., simple circuits, gates, logic, etc.). Circuit set membership may be
flexible over time and underlving hardware variability. Circuit sets include
members that may, alone or in combination, perform specified operations
when operating. In an example, hardware of the circuit set may be

15 immutably designed to carry out a specific operation {e.g., hardwired). In an
example, the hardware of the circuit set may include variably connected
phvsical components (e.g., execution uniis, transistors, simple circuits, etc.)
including a computer readable medium physically modified {(e.g.,
magnetically, electrically, moveable placement of invartant massed particles,

20 eic.) to encode instructions of the specific operation. In connecting the
phvsical components, the underlving electrical properties of a hardware
constituent are changed, for example, from an insulator to a conductor or
vice versa. The instructions enable embedded hardware (e.g., the execution
units or a loading mechanisny to create members of the circuit set in

25  hardware via the variable connections to carry out portions of the specific
operation when in operation. Accordingly, the computer readable medivm is
communicatively coupled to the other components of the circuit set member
when the device is operating. In an example, any of the physical components
may be used in more than one member of more than one circuit set. For

30 example, under operation, execution units may be used in a first circuit of a

first circuit set at one point in time and reused bv a second circuit in the first

circuit set, or by a third circuit in a second circuit set at a different time.

[6058] Machine (e.g., computer system} 400 mav include a hardware

processor 402 (e.g., a central processing unit (CPU), a graphics processing

U
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unit {GPU), a hardware processor ¢core, or any combination thereof), a main
memory 404 and a static memory 406, some or all of which may
communicate with each other via an interlink {(e.g.. bus) 408, The machine
400 may further include a display unit 410, an alphanumeric input device
412 {e.g., a kevboard), and a user interface (Ul) navigation device 414 {e.g.,
a mouse). In an exarople, the display unut 410, input device 412 and Ul
navigation device 414 may be a touch screen display. The machine 400 may
additionally include a storage device (e.g., drive unit) 416, a signal
generation device 418 {e.g., a speaker), a network mierface device 420, and
one or more sensors 421, such as a global positioning system (GPS) sensor,
compass, accelerometer, or other sensor. The machine 400 may include an
output coniroller 428, such as a serial {e.g., Universal Serial Bus (USB},
parallel, or other wired or wireless (e.g., infrared (IR), near field
communication {NFC), etc.} connection to communicate or control one or
more peripheral devices {(e.g., a printer, card reader, etc.).

18039} The storage device 416 may include a machine readable medium
422 on which is stored one or more sets of data structures or instructions 424
(e.g., software) embodying or utilized by any one or more of the techniques
or functions described herein. The instructions 424 may also reside,
completely or at least partially, within the main memory 404, within static
memory 406, or within the hardware processor 402 during execution thereof
bv the machine 400. In an example, one or anv combination of the hardware
processor 402, the main memory 404, the static memory 406, or the storage
device 416 may constitute machine readable media.

16068] While the machine readable medium 422 1s iHlustrated as a single
medium, the term “machine readable medium" may include a single medium
or multiple media {(e.g., a cenirahized or distributed database, and/or
associated caches and servers) configured to store the one or more
instructions 424,

[86661] The term "machine readable medium”" may include any medium that
is capable of storing, encoding, or carrying instructions for execution by the
machine 400 and that cause the maching 400 to perform any one or more of
the techniques of the present disclosure, or that is capable of storing,

encoding or carrying data structures used by or associated with such
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instructions. Non-limiting machine readable medium examples mayv inchude
solid-state memories, and optical and magpetic media. In an example, a
massed machine readable medium comprises a machine readable medium
with a plurality of particles having invariant {e.g., rest) mass. Accordingly,
massed machine-readable media are not transitory propagating signals.
Specific examples of massed machine readable media may include: non-
volatile memory, such as semiconductor memory devices {e.g., Flectrically
Programmable Read-Only Memory (EPROM]), Electrically Erasable
Programmable Read-Only Memory (EEPROM)) and flash memory devices;
magoetic disks, such as internal hard disks and removable disks; magneto-
optical disks; and CD-ROM and DVD-ROM disks.

[6062] The mstractions 424 may {urther be transmitied or received over a
communications network 426 using a transmission medium via the network
interface device 420 utilizing anv one of a number of transfer protocols {e.g.,
frame relay, internet protocol {IP}, transmission control protocol {TCP), user
datagram protocol (UDP}, hyperiext transfer protocol (HTTP), etc.).
Example communication networks may include a local area network (LAN),
a wide area network {(WAN), a packet data network {e.g., the Intemnet),
mobile telephone networks (e.g., cellular networks), Plain Old Telephone
{(POTS) networks, and wireless data networks {e.g., Institute of Electrical
and Electronics Engineers (JEEE) 80211 famuly of standards known as Wi-
Fi®, IEEF 802.16 family of standards known as WiMax®) IEEF 802.15 4
family of standards, peer-to-peer (P2P) networks, among others. Tn an

exarople, the network interface device 420 may include one or more physical

jacks {e.g., Ethernet, coaxial, or phone jacks) or one or more antennas o

connect to the communications network 426. In an example, the network
interface device 420 may include a plurality of antennas 1o wirelessly
communicate using at least one of single-input multiple~output (SIMO),
muitiple-input multiple-output {MIMO), or multiple-input single-output
(MISO) techniques. The term "transmussion medium” shall be taken to
include any intangible medium that is capable of storing, encoding or
carrying instructions for execution by the machine 400, and includes digital
or analog communications signals or other intangible medium to facilitate

convnunication of such software.
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Additional Notes & Examples

(80631 Example 1 is a computing apparatus for automatic event recording,
the computing apparatus comprising: a processor; and a memory storing
instructions that, when executed by the processor, configure the computing
apparatus 1o write protect, upon receiving notification of a stait event, a first
portion of an input stream written to a memory buffer as read-only data, the
input stream received from a sensor array of a wearable device, the first
poriion of the input steam corresponding to a period of time before the start
event: and write, subsequent {0 the start event, a second portion of the input
stream to the memory buffer as read-only data, the second portion of the
input stream written between the start event and a stop event.

[0064] In Example 2, the subject matter of Example 1 optionally includes,
wherein the input stream includes audio captured from a microphone of the
wearable device.

{60657 In Example 3, the subject matter of Example 2 optionally includes,
further comprising mstructions, which when executed by the processor,
cause the processor to generate the stop event using the audio captured from
the microphone of the wearable device.

[0066] In Example 4, the subject matter of any one or more of Examples 1-
3 optionally mclude, wherein the 1nput stream includes video captured from
a camera of the wearable device.

(00671 In Example 3, the subject matter of Example 4 optionally includes,
further comprising mstructions, which when executed by the processor,
cause the processor to generate the stop event using the video captured from
the camera of the wearable device.

[0068] In Example 6, the subject matter of any one or more of Examples 1-
3 optionally include, wherein the input stream includes data collected from
an accelerometer of the wearable device.

(60697 In Example 7, the subject matter of Example 6 optionally includes,
further comprising mstructions, which when executed by the processor,
cause the processor to generate the stop event using the data collected from

the accelerometer of the wearable device.
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18078} In Example &, the subject matter of any one or more of Examples 1-
7 optionally include, wherein the input stream includes data collected from a
global positioning system receiver of the wearable device.

16071} In Example 9, the subiect matter of Example 8 optionally includes,

(W4

further comprising instructions, which when executed by the processor,
cause the processor to generate the stop event using the data collected from
the global positioning system receiver of the wearable device.
1866721 In Example 10, the subject matier of any one or more of Examples
1-9 optionally include, further comprising mnstructions, which when
10 executed by the processor, cause the processor o transfer, upon receiving
notification of the stop event, the first portion of the input stream written to
the memory buffer and the second portion of the input stream written {o the
memory buffer to a storage device.
(00731 In Example 11, the subject maiter of Example 10 optionally
15 inchludes, wherein the storage device is included in a mobtle device.
[86674] In Example 12, the subject matier of any one or more of Examples
10-11 optionally include, wherein the storage device is included in the
wearable device.
[86073] In Example 13, the subject matter of any one or more of Examples
20 1-12 optionally include, wherein the stop event is received from the
wearable device.
[0076] In Example 14, the subject matter of any one or more of Examples
1-13 optionally include, further comprising nstructions, which when
executed bv the processor, cause the processor to clear the memory buffer
25  upon the receipt of the stop event.
1860771 In Example 15, the subject matter of any one or more of Examples
i-14 optionally include, further comprising instructions, which when
executed by the processor, cause the processor to: access audio information
capturad by the sensor array; detect a voice command made by a user of the
30 computer apparatus; and generate the stop event based on the voice
command.
16078] In Example 16, the subject matter of any one or more of Examples
1--15 optionally inchude, further comprising instructions, which when

execuied by the processor, cause the processor {o: access video information
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captured by the sensor array; detect a gesture made by a user of the
computing apparatus; and generate the stop event based on the gesture.
106079] In Example 17, the subject matter of any one or more of Examples

116 optionally include, further comprising instructions, which when

(W4

executed by the processor, cause the processor to: access a user-defined data

storage limit for the memory buffer; deternune that the memory buffer has

reached the user-defined storage limit; and generate the stop event based on

the determination.

[6688] In Example 18, the subject matier of any one or more of Examples

[0 1-17 optionally mclude, further comprising nstructions, which when
executed by the processor, cause the processor to: write, upon receiving
notification of the stop event, a third portion of the input stream {o the
memory buffer as over-writeable data.
[0081] Example 19 15 a computer-readable storage medium for automatic

15 event recording, the computer-readable storage medium including
insiructions that when executed by a computer, cause the computer to; write
protect, upon recetving notification of a start event, a first portion of an input
stream written to a memory buffer as read-only data, the input stream
received from a sensor array of a wearable device, the first portion of the

20 wput steam corresponding to a period of time before the start event; and
write, subsequent to the start event, a second portion of the input stream to
the memory buffer as read-only data, the second portion of the input stream
wriiten between the stari event and a stop event.
[0082] In Example 20, the subject matter of Example 19 optionally

25  includes, wherein the input stream inciudes audio captured froma
microphone of the wearable device.
[6083] In Example 21, the subject matter of Example 20 optionally
includes, further comprising instructions to cause the computer to generate
the stop event using the audio captured from the microphone of the wearable

30 device.

[0084] In Example 22, the subject matter of any one or more of Examples

19-21 optionally include, wherein the input stream includes video captured

from a camera of the wearable device.
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[6085] In Example 23, the subject matter of Example 22 optionally
mcludes, further comprising instructions to cause the computer to generate
the stop event using the video captured from the camera of the wearable

device.

(W4

[0086] In Example 24, the subject matter of any one or more of Examples
19-23 optionally include, wherein the input stream includes data collected
from an accelerometer of the wearable device.

{60871 In Example 25, the subject matter of Example 24 optionally

includes, further comprising wstructions to cause the computer to generate

10 the stop event using the data collected from the accelerometer of the
wearable device.

[6088] In Example 26, the subject matter of any one or more of Examples
19-25 optionally include, wherein the input stream includes data collected
from a global positioning svstem receiver of the wearable device.

15 [008%] In Example 27, the subject maiter of Example 26 optionally
includes, further comprising wstructions o cause the computer to generate
the stop event using the data collected from the global positioning system
receiver of the wearable device.

[6098] In Example 28, the subject matter of any one or more of Examples

20 19-27 optionally include, further comprising instructions to cause the
computer to: transfer, upon receiving notification of the stop event, the first
portion of the input stream written to the memory buffer and the second
portion of the input stream written to the memory buffer (o a storage device.
[0091] In Example 29, the subject matter of Example 28 optionally

25  includes, wherein the storage device is included in a mobile device.

[6092] In Example 30, the subject matter of any one or more of Examples
28-29 optionally include, wherein the storage device is included 1o the
wearable device.

160931 In Example 31, the subject matier of any one or more of Examples

30 19-30 optionally include, wherein the stop event 1s received from the

wearable device.

18094} In Example 32, the subject matter of any one or more of Examples

19-31 optionally include, further comprising instructions to cause the

computer to clear the memory buffer upon the receipt of the stop event.
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1860951 In Example 33, the subject matier of any one or more of Examples
19-32 optionally include, further comprising mstructions to cause the
computer to: access audio information captured by the sensor array; detect a

voice command made by a user of the computer; and generate the stop event

(W4

based on the voice command.

(8096} In Example 34, the subject matter of any one or more of Examples

19-33 optionally include, further comprising instructions to cause the

computer 10 access video information captured by the sensor array; detect a

gesture made by a user of the computer; and generate the siop event based on

10 the gesture.

16097] In Example 35, the subject matter of any one or more of Examples
19-34 optionally include, further comprising instructions to cause the
computer to: access a user-defined data storage limit for the memory buffer;
determine that the memory buffer has reached the user-defined storage limit;

15  and generate the stop event based on the determination.

[6698] In Example 36, the subject matier of any one or more of Examples
19-35 optionally include, further comprising instructions to cause the
computer to: write, upon receiving notification of the stop event, a third
portion of the input stream to the memory buffer as over-writeable data.

20 [0099] Example 37 15 a system for automatic event recording, the system
comprising: means for write protecting, upon receiving notification of a start
event, a first portion of an input stream written to a memory buffer as read-
only data, the input stream received from a sensor array of a wearable
device, the first portion of the input steam corresponding to a period of time

25  before the start event; and means for writing, subsequent to the start event, a
second portion of the input stream to the memory buffer as read-only data,
the second portion of the input stream written between the start event and a
stop event.

(60166 In Example 38, the subject matter of Example 37 optionally

30 includes, wherein the input siream includes audio captured from a

microphone of the wearable device.

[060101] In Example 39, the subject matter of Example 38 optionally

includes, further comprising means for generating the stop event using the

audio captured from the microphone of the wearable device.
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(866162 In Example 40, the subject matier of any one or more of Examples
37-39 optionally nclude, wherein the input stream includes video captured
from a camera of the wearable device.

[060103] In Example 41, the subject matter of Example 40 optionally
includes, further comprising means for generating the stop event using the
video captured from the camera of the wearable device.

[00164] In Example 42, the subject matter of any one or more of Examples
37-41 optionally include, wherein the input stream includes data collected
from an accelerometer of the wearable device.

[00105] In Example 43, the subject matter of Example 42 optionally
includes, further comprising means for generating the stop event using the
data collected from the accelerometer of the wearable device.

[80106] In Example 44, the subject matter of any one or more of Examples
37-43 optionally include, wherein the input stream includes data collected
from a global positioning system receiver of the wearable device.

[866187] In Example 45, the subject matter of Example 44 optionally
includes, further comprising means for generating the stop event using the
data collected from the global positioning system receiver of the wearable
device.

[60168] In Example 46, the subject matter of any one or more of Examples
37-45 optionally include, further coraprising: means for transferring, upon
receiving notification of the stop event, the first portion of the input stream
wriiten to the memory buffer and the second portion of the input stream
written to the memory buffer to a storage device.

[60109] In Example 47, the subject matter of Example 46 optionally
includes, wherein the storage device is included in a mobile device.
[60110] In Example 48, the subject matter of any one or more of Examples
46-47 optionally include, wherein the storage device is included in the
wearable device.

[866111] In Example 49, the subject matier of any one or more of Examples
37-48 optionally include, wherein the stop event 1s received from the

wearable device.
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(866112 In Example 530, the subject matier of any one or more of Examples
37-49 optionally nclude, further comprising means for clearing the memory
buffer upon the receipt of the stop event.

1060113] In Example 51, the subject matter of any one or more of Examples

(W4

37-50 optionally inchude, further comprising: means for accessing audio
information captured by the sensor array; means for detecting a voice
command made by a user of the system; and means for generating the stop
event based on the voice command.
[86114] In Example 32, the subject matier of any one or more of Examples
[0 37-531 optionally include, further comprising: means for accessing video
information captured by the sensor array; means for detecting a gesture made
bv a user of the system; and means for generating the stop event based on the
gesture.
[00115] In Example 53, the subject matter of any one or more of Examples
15 37-52 optionally include, further comprising: means for accessing a user-
defined data storage limit for the memory buffer; means for determining that
the memory buffer has reached the user-defined storage limut; and means for
generating the stop event basaed on the determination.
[860116] In Example 54, the subject matter of any one or more of Examples
20 37-53 optionally include, further comprising: means {or writing, upon
receiving notification of the stop event, a third portion of the mput stream to
the memory buffer as over-writeable data.
[866117] Example 55 is a method for avtomalic event recording, the method
comprising: write protecting, upon receiving notification of a start event, a
25 first portion of an input stream written to a memory buffer as read-only data,
the input stream received from a sensor array of a wearable device, the first
portion of the input steam corresponding to a pertod of time before the start
event; and wriling, subsequent to the start event, a second portion of the
input stream to the memory buffer as read-only data, the second portion of
30 the input stream written between the start event and a stop event.
[00118] In Example 36, the subject matter of Exampie 55 optionally
includes, wherein the input stream includes audio captured from a

microphone of the wearable device.
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[866119] In Example 57, the subject matter of Example 56 opiionally
includes, further comprising generating the stop event using the audio
captured from the microphone of the wearable device.

160120] In Example 58, the subject matter of any one or more of Examples
55-57 optionally include, wherein the mmput stream includes video captured
from a camera of the wearable device.

[00121] In Example 39, the subject maiter of Example 5% optionally
inchudes, further comprising generating the stop event using the video
captured from the camera of the wearable device.

100122] In Example 60, the subject matter of any one or more of Examples
55-59 optionally include, wherein the input stream includes data collected
from an accelerometer of the wearable device.

[60123] In Example 61, the subject matter of Example 60 optionally
includes, further comprising generating the stop event using the data
collected from the accelerometer of the wearable device.

[866124] In Example 62, the subject matier of any one or more of Examples
55-61 optionally include, wherein the input stream includes data collected
from a global positioning system receiver of the wearable device.

[60125] In Example 63, the subject matter of Exampie 62 optionaliv
ncludes, further comprising generating the stop event using the data
collected from the global positioning system receiver of the wearable device.
[00126] In Example 64, the subject matter of any one or more of Examples
55-63 optionally include, further comprising: transferring, upon receiving
notification of the stop event, the first portion of the input stream writien to
the memory buffer and the second portion of the input stream written to the
memory buffer {o a storage device.

[60127] In Example 65, the subject matter of Example 64 optionally
includes, wherein the storage device is included in a mobile device.
[66128] In Example 66, the subject matier of any one or more of Examples
64-65 optionally nclude, wherein the storage device 1s included in the
wearable device.

1060129] In Example 67, the subject matter of any one or more of Examples
55-66 optionally include, wherein the stop event is received from the

wearable device.
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[866138] In Example 68, the subject matier of any one or more of Examples
55-67 optionally include, further comprising clearing the memory buffer
upon the receipt of the stop event.

1060131] In Example 69, the subject matter of any one or more of Examples

(W4

55-68 optionally inclhude, further comprising: accessing audio information
captured by the sensor array; detecting a voice command made by a user;
and generate the stop event based on the voice command.
[866132] In Example 70, the subject matier of any one or more of Examples
55-69 optionally nclude, further comprising: accessing video information
10 captured by the sensor array; detecting a gesture made by a user; and
generating the stop event based on the gesture,
[60133] In Example 71, the subject matter of any one or more of Examples
35-70 optionally include, further coraprising: accessing a user-defined data
storage limit for the memory buffer; determining that the memory bufter has
15 reached the user-defined storage limit, and generating the stop event based
on the determination,
180134] In Example 72, the subject matter of any one or more of Examples
55-71 optionally include, further comprising: writing, upon receiving
notification of the stop event, a third portion of the inpuf stream {o the
20 memory buffer as over-writeable data.
[60135] Example 73 18 a system for automatic event recording, the system
comprising means to perform anv method of Examples 55-72.
[866136] Example 74 is a machine readable medium for automatic event
recording, the machine readable medium including instructions that, when
25  executed bv a machine, cause the machine to perform any method of

Examples 55-72.
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CLAIMS
What is claimed 1s:
1. A computing apparatus for automatic event recording, the computing
S apparatus comprising:
a processor; and
a memory storing instructions that, when executed by the processor,
contfigure the computing apparatus 1o
wrile protect, upon receiving notification of a start event, a first
10 portion of an input stream written to a mernory bufter as read-only data,
the input stream received from a sensor array of a wearable device, the
first portion of the inpul steam corresponding to a period of time before
the start event; and
write, subsequent to the start event, a second portion of the input
15 stream to the memory buffer as read-only data, the second portion of the
input stream wriiten between the start event and a stop event.
2. The computing apparatus of claim 1, wherein the input stream includes
audio capiured from a microphone of the wearable device.
20
3. The computing apparatus of claim 2, further comprising mstructions,
which when executed by the processor, cause the processor o generate the stop
event using the audio captured from the microphone of the wearable device.
25 4 The computing apparatus of claim 1, further comprising instructions,
which when executed by the processor, cause the processor to:
transfer, upon receiving notification of the stop event, the first portion of
the mnput stream written to the reemory buffer and the second portion of the input
streaim written to the memory buffer 1o a storage device.
30

5. The computing apparatus of claim 1, further comprising instructions,
which when executed by the processor, cause the processor to clear the memory

butfer upon the receipt of the stop event.
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6. The computing apparatus of claim 1, further comprising mstructions,
which when executed by the processor, cause the processor {0
access audio miormation captured by the sensor array;

detect a voice comumand made by a user of the computer apparatus; and

(W4

generate the stop event based on the voice command.

7. The computing apparatus of claim 1, further comprising instructions,
which when executed by the processor, cause the processor to:
access video mformation capiured by the sensor array;
10 detect a gesture made by a user of the computing apparatus; and

generate the stop event based on the gesture,

8. The computing apparatus of claim |, further comprising mstructions,
which when executed by the processor, cause the processor to:
15 access a user-defined data storage limit for the memory buffer;
determine that the memory buffer has reached the user-defined storage
himit; and

generate the stop event based on the determination,

20 9. A computer-readable storage medium for automatic event recording, the
computer-readable storage medium including jnstructions that when executed by
a computer, cause the computter to:
write protect, upon recetving notification of a start event, a first portion
of an input stream written to a memory bufter as read-only data, the input stream
25  received from a sensor array of a wearable device, the first portion of the input
steam corresponding 1o a period of time before the start event; and
write, subsequent to the start event, a second portion of the input stream
to the memory butfer as read-only data, the second portion of the mput stream
written between the start event and a stop event.
30
10, The computer-readable storage medium of claim 9, wherein the input

stream includes audio captured from a microphone of the wearable device.
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1L The computer-readable storage medium of claim 10, further comprising
mstructions o cause the compuier to generate the stop event using the audio

captured from the microphone of the wearable device.

S 12, The computer-readable storage medium of claim 9, further comprising
mstructions to cause the computer to:
transfer, upon receiving notification of the stop event, the first portion of
the input stream written to the memory buffer and the second portion of the input
stream written o the memory buffer 1o a storage device.
10

13.  The computer-readable storage medium of claim 9, further comprising
mstractions to cause the computer to clear the memory buffer upon the receipt of

the stop event.

15 14 The computer-readable storage medium of claim 9, further comprising
mstructions 1o cause the computer o
access audio miormation captured by the sensor array;
detect a voice comumand made by a user of the computer; and

generate the stop event based on the voice command.

15, The computer-readable storage medium of claim 9, further comprising
nstructions 1o cause the computer to:

access video mformation captured by the sensor array;

detect a gesture made by a user of the computer; and

25 generate the stop event based on the gesture,

16. The computer-readable storage medium of claim 9, further comprising
mstructions to cause the computer to:
access a user-defined data storage limit for the memory buffer;
30 determine that the memory buffer has reached the user-defined storage
himit; and

generate the stop event based on the determination,

i7. A method for automatic event recording, the method comprising:
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write protecting, upon receiving notification of a start event, a first
portion of an mput stream written to a memory buffer as read-only data, the
imput strearn received from a sensor arrav of a wearable device, the first portion

of the input steam corresponding to a period of time before the start event; and

(W4

writing, subsequent o the start event, a second portion of the input
stream to the memory butfer as read-onlv data, the second portion of the input

stream written between the start event and a stop event.

18. The method of claim 17, wherein the input stream includes audio

10 captured from a microphone of the wearable device.

19, The method of claim 18, further comprising generating the siop event

using the audio captured from the microphone of the wearable device.

15 20 The method of claim 17, further comprising;
transferring, upon receiving notification of the stop event, the first
portion of the input stream written to the memory buffer and the second portion

of the mput stream written to the memory buffer o a storage device.

20 21 The method of claim 17, further comprising clearing the memory buffer

upon the receipt of the stop event.

22. The method of claim 17, further comprising:
accessing audio mformation captured by the sensor array;
25 detecting a voice command made by a user; and

generate the stop event based on the voice command.

Q]
]

The method of claim 17, further corprising:
accessing video mformation captured by the sensor array,;
30 detecting a gesture made by a user; and

generating the stop event based on the gesture,

24. The method of claim 17, further comprising:

accessing a user-defined data storage Himut for the memory buffer;

30
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determining that the memory buffer has reached the user-defined siorage
hmit; and

generating the stop event based on the determination.

(4l
iy
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