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(57)摘要

本技术涉及使得可以适当地设置物体检测

的精度的信息处理装置、信息处理方法、程序、移

动体控制装置和移动体。该信息处理装置设置

有：第一物体检测单元，其基于来自第一传感器

的第一传感器数据执行物体检测；第二物体检测

单元，其基于来自与第一传感器不同类型的第二

传感器的第二传感器数据执行物体检测；追踪单

元，其根据基于第一传感器数据的物体检测结果

和基于第二传感器数据的物体检测结果，预测要

追踪的对象物的状态；以及检测精度控制单元，

其基于根据基于第一传感器数据的物体检测结

果和基于第二传感器数据的物体检测结果而预

测的对象物状态，来设置物体检测精度高于其他

范围的高清范围。本技术可以应用于例如用于追

踪车辆周围的对象物的系统。
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1.一种信息处理装置，包括：

第一物体检测器，其基于来自第一传感器的第一传感器数据执行物体检测，其中第一

传感器是在相机中的图像传感器；

第二物体检测器，其基于来自类型不同于第一传感器的第二传感器的第二传感器数据

执行物体检测；

追踪部，其根据基于第一传感器数据执行的物体检测的结果以及基于第二传感器数据

执行的物体检测的结果，预测作为追踪对象的对象物的状态；以及

检测精度控制器，其基于根据基于第一传感器数据执行的物体检测的结果以及基于第

二传感器数据执行的物体检测的结果而预测的对象物的状态来设置高分辨率范围，以控制

与第一传感器相关联的物体检测和与第二传感器相关联的物体检测中的每一个的精度，所

述高分辨率范围是执行物体检测的精度比其他范围更高的范围，

所述高分辨率范围是由相机输出的图像中使分辨率高于其他范围中的分辨率的范围，

其中，所述相机输出第二图像和第三图像，所述第二图像是通过降低由图像传感器获

得的第一图像的分辨率而获得的，所述第三图像是通过从第一图像中切出所述高分辨率范

围中的图像而获得的，以及

第一物体检测器基于第二图像和第三图像执行物体检测。

2.根据权利要求1所述的信息处理装置，其中

第一传感器和第二传感器中的一个是毫米波雷达，以及

所述信息处理装置还包括信号处理器，所述信号处理器执行对毫米波雷达输出的数据

的信号处理，并且使得高分辨率范围中的信号处理的精度比其他范围中的信号处理的精度

高。

3.根据权利要求2所述的信息处理装置，其中

所述信号处理器基于由毫米波雷达输出的数据来估计到物体的距离、物体的速度和物

体的方向，并且使得高分辨率范围中估计物体的方向的精度比其他范围中估计物体的方向

的精度高。

4.根据权利要求3所述的信息处理装置，其中

所述信号处理器使高分辨率范围中的角分辨率高于其他范围中的角分辨率，以估计物

体的方向。

5.根据权利要求3所述的信息处理装置，其中

所述高分辨率范围是使由所述信号处理器执行的物体的方向估计的精度高于其他范

围中的物体的方向估计的精度的距离和速度范围。

6.根据权利要求1所述的信息处理装置，其中

所述检测精度控制器根据基于第一传感器数据执行的物体检测的结果以及基于第二

传感器数据执行的物体检测的结果而预测的对象物的位置来设置高分辨率范围。

7.根据权利要求6所述的信息处理装置，其中

所述检测精度控制器基于离开指定距离以上的对象物的预测的位置来设置高分辨率

范围。

8.根据权利要求1所述的信息处理装置，其中

第一传感器和第二传感器中的一个是闪光LiDAR，以及
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所述信息处理装置还包括信号处理器，所述信号处理器基于由所述闪光LiDAR输出的

数据来生成点群数据，并且使得所述高分辨率范围中的点群数据的精度高于其他范围中的

点群数据的精度。

9.根据权利要求8所述的信息处理装置，其中

所述检测精度控制器基于根据基于第一传感器数据执行的物体检测的结果以及基于

第二传感器数据执行的物体检测的结果而预测的对象物的位置来设置高分辨率范围。

10.根据权利要求1所述的信息处理装置，其中

第一传感器和第二传感器是图像传感器、毫米波雷达和闪光LiDAR中的两种。

11.根据权利要求1所述的信息处理装置，其中

所述追踪部根据基于第一传感器数据执行的物体检测的结果以及基于第二传感器数

据执行的物体检测的结果，估计和预测对象物的状态。

12.根据权利要求11所述的信息处理装置，其中

所述追踪部使用卡尔曼滤波器或粒子滤波器。

13.根据权利要求1所述的信息处理装置，其中

第一物体检测器和第二物体检测器各自执行关于移动体周围的物体检测，以及

所述追踪部预测位于移动体周围的对象物的状态。

14.一种由信息处理装置执行的信息处理方法，所述信息处理方法包括：

基于来自第一传感器的第一传感器数据执行物体检测，其中第一传感器是在相机中的

图像传感器；

基于来自类型不同于第一传感器的第二传感器数据执行物体检测；

根据基于第一传感器数据执行的物体检测的结果以及基于第二传感器数据执行的物

体检测的结果，预测作为追踪对象的对象物的状态；以及

基于根据基于第一传感器数据执行的物体检测的结果以及基于第二传感器数据执行

的物体检测的结果而预测的对象物的状态来设置高分辨率范围，以控制与第一传感器相关

联的物体检测和与第二传感器相关联的物体检测中的每一个的精度，所述高分辨率范围是

执行物体检测的精度比其他范围更高的范围，

所述高分辨率范围是由相机输出的图像中使分辨率高于其他范围中的分辨率的范围，

其中，所述相机输出第二图像和第三图像，所述第二图像是通过降低由图像传感器获

得的第一图像的分辨率而获得的，所述第三图像是通过从第一图像中切出所述高分辨率范

围中的图像而获得的，以及

基于第二图像和第三图像执行基于来自第一传感器的第一传感器数据的物体检测。

15.一种用于使计算机执行包括以下步骤的处理的计算机程序产品：

基于来自第一传感器的第一传感器数据执行物体检测，其中第一传感器是在相机中的

图像传感器；

基于来自类型不同于第一传感器的第二传感器数据执行物体检测；

根据基于第一传感器数据执行的物体检测的结果以及基于第二传感器数据执行的物

体检测的结果，预测作为追踪对象的对象物的状态；以及

基于根据基于第一传感器数据执行的物体检测的结果以及基于第二传感器数据执行

的物体检测的结果而预测的对象物的状态来设置高分辨率范围，以控制与第一传感器相关
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联的物体检测和与第二传感器相关联的物体检测中的每一个的精度，所述高分辨率范围是

执行物体检测的精度比其他范围更高的范围，

所述高分辨率范围是由相机输出的图像中使分辨率高于其他范围中的分辨率的范围，

其中，所述相机输出第二图像和第三图像，所述第二图像是通过降低由图像传感器获

得的第一图像的分辨率而获得的，所述第三图像是通过从第一图像中切出所述高分辨率范

围中的图像而获得的，以及

基于第二图像和第三图像执行基于来自第一传感器的第一传感器数据的物体检测。

16.一种移动体控制装置，包括：

第一物体检测器，其基于来自第一传感器的第一传感器数据，执行关于移动体周围的

物体检测，其中第一传感器是在相机中的图像传感器；

第二物体检测器，其基于来自类型不同于第一传感器的第二传感器的第二传感器数

据，执行关于移动体周围的物体检测；

追踪部，其根据基于第一传感器数据执行的物体检测的结果以及基于所述第二传感器

数据执行的物体检测的结果，估计和预测作为追踪对象的对象物的状态；以及

检测精度控制器，其基于根据基于第一传感器数据执行的物体检测的结果以及基于第

二传感器数据执行的物体检测的结果而预测的对象物的状态来设置高分辨率范围，以控制

与第一传感器相关联的物体检测和与第二传感器相关联的物体检测中的每一个的精度，所

述高分辨率范围是执行物体检测的精度比其他范围更高的范围；以及

移动控制器，其基于根据基于第一传感器数据执行的物体检测的结果以及基于所述第

二传感器数据执行的物体检测的结果而估计的对象物的状态来控制移动体的移动，

所述高分辨率范围是由相机输出的图像中使分辨率高于其他范围中的分辨率的范围，

其中，所述相机输出第二图像和第三图像，所述第二图像是通过降低由图像传感器获

得的第一图像的分辨率而获得的，所述第三图像是通过从第一图像中切出所述高分辨率范

围中的图像而获得的，以及

第一物体检测器基于第二图像和第三图像执行物体检测。

17.一种移动体，包括：

第一传感器；

第二传感器，其类型不同于第一传感器；

第一物体检测器，其基于来自第一传感器的第一传感器数据执行物体检测，其中第一

传感器是在相机中的图像传感器；

第二物体检测器，其基于来自第二传感器的第二传感器数据执行物体检测；

追踪部，其根据基于第一传感器数据执行的物体检测的结果以及基于所述第二传感器

数据执行的物体检测的结果，估计和预测作为追踪对象的对象物的状态；以及

检测精度控制器，其基于根据基于第一传感器数据执行的物体检测的结果以及基于第

二传感器数据执行的物体检测的结果而预测的对象物的状态来设置高分辨率范围，以控制

与第一传感器相关联的物体检测和与第二传感器相关联的物体检测中的每一个的精度，所

述高分辨率范围是执行物体检测的精度比其他范围更高的范围；以及

移动控制器，其基于根据基于第一传感器数据执行的物体检测的结果以及基于第二传

感器数据执行的物体检测的结果而估计的对象物的状态来控制移动体的移动，
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所述高分辨率范围是由相机输出的图像中使分辨率高于其他范围中的分辨率的范围，

其中，所述相机输出第二图像和第三图像，所述第二图像是通过降低由图像传感器获

得的第一图像的分辨率而获得的，所述第三图像是通过从第一图像中切出所述高分辨率范

围中的图像而获得的，以及

第一物体检测器基于第二图像和第三图像执行物体检测。

权　利　要　求　书 4/4 页

5

CN 113167883 B

5



信息处理装置、信息处理方法、程序、移动体控制装置和移

动体

技术领域

[0001] 本技术涉及信息处理装置、信息处理方法、程序、移动体控制装置和移动体，并且

具体而言，涉及适合用于追踪对象物的信息处理装置、信息处理方法、程序、移动体控制装

置和移动体。

背景技术

[0002] 过去，已经提出了使用毫米波雷达和图像传感器来监视车辆的周围，并且提高检

测关于融合区域中的物体的信息的精度，该融合区域是毫米波雷达所覆盖的区域和图像传

感器所覆盖的区域重叠的区域(例如，参考专利文献1)。

[0003] 引文列表

[0004] 专利文献

[0005] 专利文献1：日本专利申请公开号2009‑31299

发明内容

[0006] 技术问题

[0007] 但是，专利文献1公开了融合区域是固定的，这未必是合适的。例如，即使不存在障

碍物，在融合区域中检测信息的精度也总是被设置得很高。这可能导致不必要的高处理负

荷。

[0008] 本技术是鉴于上述情况而作出的，并且使得可以适当地设置检测物体的精度。

[0009] 问题的解决方案

[0010] 根据本技术的第一方面的信息处理装置包括第一物体检测器，其基于来自第一传

感器的第一传感器数据执行物体检测；第二物体检测器，其基于来自类型不同于第一传感

器的第二传感器的第二传感器数据执行物体检测；追踪部，其根据基于第一传感器数据执

行的物体检测的结果以及基于第二传感器数据执行的物体检测的结果，预测作为追踪对象

的对象物的状态；以及检测精度控制器，其基于根据基于第一传感器数据执行的物体检测

的结果以及基于第二传感器数据执行的物体检测的结果而预测的对象物的状态来设置高

分辨率范围，所述高分辨率范围是执行物体检测的精度比其他范围更高的范围。

[0011] 根据本技术的第一方面的信息处理方法由信息处理装置执行，所述信息处理方法

包括：基于来自第一传感器的第一传感器数据执行物体检测；基于来自类型不同于第一传

感器的第二传感器数据执行物体检测；根据基于第一传感器数据执行的物体检测的结果以

及基于第二传感器数据执行的物体检测的结果，预测作为追踪对象的对象物的状态；以及

基于根据基于第一传感器数据执行的物体检测的结果以及基于第二传感器数据执行的物

体检测的结果而预测的对象物的状态来设置高分辨率范围，所述高分辨率范围是执行物体

检测的精度比其他范围更高的范围。

[0012] 一种程序基于来自第一传感器的第一传感器数据执行物体检测；基于来自类型不
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同于第一传感器的第二传感器数据执行物体检测；根据基于第一传感器数据执行的物体检

测的结果以及基于第二传感器数据执行的物体检测的结果，预测作为追踪对象的对象物的

状态；以及基于根据基于第一传感器数据执行的物体检测的结果以及基于第二传感器数据

执行的物体检测的结果而预测的对象物的状态来设置高分辨率范围，所述高分辨率范围是

执行物体检测的精度比其他范围更高的范围。

[0013] 根据本技术的第二方面的移动体控制装置包括第一物体检测器，其基于来自第一

传感器的第一传感器数据，执行关于移动体周围的物体检测；第二物体检测器，其基于来自

类型不同于第一传感器的第二传感器的第二传感器数据，执行关于移动体周围的物体检

测；追踪部，其根据基于第一传感器数据执行的物体检测的结果以及基于所述第二传感器

数据执行的物体检测的结果，估计和预测作为追踪对象的对象物的状态；以及检测精度控

制器，其基于根据基于第一传感器数据执行的物体检测的结果以及基于第二传感器数据执

行的物体检测的结果而预测的对象物的状态来设置高分辨率范围，所述高分辨率范围是执

行物体检测的精度比其他范围更高的范围；以及移动控制器，其基于根据基于第一传感器

数据执行的物体检测的结果以及基于所述第二传感器数据执行的物体检测的结果而估计

的对象物的状态来控制移动体的移动。

[0014] 根据本技术的第三方面的移动体包括：第一传感器；第二传感器，其类型不同于第

一传感器；第一物体检测器，其基于来自第一传感器的第一传感器数据执行物体检测；第二

物体检测器，其基于来自第二传感器的第二传感器数据执行物体检测；追踪部，其根据基于

第一传感器数据执行的物体检测的结果以及基于所述第二传感器数据执行的物体检测的

结果，估计和预测作为追踪对象的对象物的状态；以及检测精度控制器，其基于根据基于第

一传感器数据执行的物体检测的结果以及基于第二传感器数据执行的物体检测的结果而

预测的对象物的状态来设置高分辨率范围，所述高分辨率范围是执行物体检测的精度比其

他范围更高的范围；以及移动控制器，其基于根据基于第一传感器数据执行的物体检测的

结果以及基于第二传感器数据执行的物体检测的结果而估计的对象物的状态来控制移动

体的移动。

[0015] 在本技术的第一方面中，基于来自第一传感器的第一传感器数据执行物体检测；

基于来自类型不同于第一传感器的第二传感器数据执行物体检测；根据基于第一传感器数

据执行的物体检测的结果以及基于第二传感器数据执行的物体检测的结果，预测作为追踪

对象的对象物的状态；以及基于根据基于第一传感器数据执行的物体检测的结果以及基于

第二传感器数据执行的物体检测的结果而预测的对象物的状态来设置高分辨率范围，所述

高分辨率范围是执行物体检测的精度比其他范围更高的范围。

[0016] 在本技术的第二方面中，基于来自第一传感器的第一传感器数据，执行关于移动

体周围的物体检测；基于来自类型不同于第一传感器的第二传感器的第二传感器数据，执

行关于移动体周围的物体检测；根据基于第一传感器数据执行的物体检测的结果以及基于

所述第二传感器数据执行的物体检测的结果，估计和预测作为追踪对象的对象物的状态；

基于根据基于第一传感器数据执行的物体检测的结果以及基于第二传感器数据执行的物

体检测的结果而预测的对象物的状态来设置高分辨率范围，所述高分辨率范围是执行物体

检测的精度比其他范围更高的范围；以及基于根据基于第一传感器数据执行的物体检测的

结果以及基于所述第二传感器数据执行的物体检测的结果而估计的对象物的状态来控制
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移动体的移动。

[0017] 在本技术的第三方面中，基于来自第一传感器的第一传感器数据执行物体检测；

基于来自第二传感器的第二传感器数据执行物体检测；根据基于第一传感器数据执行的物

体检测的结果以及基于所述第二传感器数据执行的物体检测的结果，估计和预测作为追踪

对象的对象物的状态；基于根据基于第一传感器数据执行的物体检测的结果以及基于第二

传感器数据执行的物体检测的结果而预测的对象物的状态来设置高分辨率范围，所述高分

辨率范围是执行物体检测的精度比其他范围更高的范围；以及基于根据基于第一传感器数

据执行的物体检测的结果以及基于第二传感器数据执行的物体检测的结果而估计的对象

物的状态来控制移动体的移动。

附图说明

[0018] 图1是示出了应用本技术的车辆控制系统的配置的示例的框图。

[0019] 图2是示出数据获取部的第一实施例和车外信息检测器的第一实施例的框图。

[0020] 图3是示出相机的配置的示例的框图。

[0021] 图4是用于描述对象物追踪处理的流程图。

[0022] 图5是用于描述基于捕获图像执行的物体检测处理的细节的流程图。

[0023] 图6是用于描述基于毫米波数据执行的物体检测处理的细节的流程图。

[0024] 图7是示出数据获取部的第二实施例和车外信息检测器的第二实施例的框图。

[0025] 图8示出了计算机的配置的示例。

具体实施方式

[0026] 以下描述用于执行本技术的实施例。按照以下顺序进行描述。

[0027] 1.第一实施例(使用相机和毫米波雷达的示例)

[0028] 2.第二实施例(添加LiDAR的示例)

[0029] 3.修改

[0030] 4.其他

[0031] <1.第一实施例>

[0032] 首先，参考图1至图6描述本技术的第一实施例。

[0033] 图1是示出作为本技术可应用的移动体控制系统的示例的车辆控制系统100的示

意性功能配置的示例的框图。

[0034] 注意，当要将设置有车辆控制系统100的车辆10与其他车辆区分开时，设置有车辆

控制系统100的车辆在下文中将被称为本车或本车辆。

[0035] 车辆控制系统100包括输入部101、数据获取部102、通信部103、车内装备104、输出

控制器105、输出部106、传动系控制器107、传动系系统108、车身相关控制器109、车身相关

系统110、存储器111和自动驾驶控制器112。输入部101、数据获取部102、通信部103、输出控

制器105、传动系控制器107、车身相关控制器109、存储器111和自动驾驶控制器112通过通

信网络121彼此连接。例如，通信网络121包括总线或符合诸如控制器局域网(CAN)、局域互

联网络(LIN)、局域网(LAN)或FlexRay(注册商标)的任何标准的车载通信网络。注意，车辆

控制系统100的各个结构元件可以直接彼此连接，而不使用通信网络121。
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[0036] 注意，当车辆控制系统100的各个结构元件通过通信网络121彼此通信时，以下将

省略对通信网络121的描述。例如，当输入部101和自动驾驶控制器112通过通信网络121彼

此通信时，将简单地陈述输入部101和自动驾驶控制器112彼此通信。

[0037] 输入部101包括由车载人员用来输入各种数据、指令等的装置。例如，输入部101包

括诸如触摸面板、按钮、麦克风、开关和控制杆的操作设备；可以用来通过除了手动操作之

外的方法(诸如声音或手势)执行输入的操作设备；等等。或者，例如，输入部101可以是诸如

使用红外线或其他无线电波的远程控制装置的外部连接装备，或者与车辆控制系统100的

操作兼容的移动装备或可穿戴装备。输入部101基于由车载人员输入的数据、指令等产生输

入信号，并将所产生的输入信号提供给车辆控制系统100的各个结构元件。

[0038] 数据获取部102包括用于获取用于由车辆控制系统100执行的处理的数据的各种

传感器等，并且将所获取的数据提供给车辆控制系统100的各个结构元件。

[0039] 例如，数据获取部102包括用于检测例如本车的状态的各种传感器。具体而言，例

如，数据获取部102包括陀螺仪；加速度传感器；惯性测量单元(IMU)；以及传感器等，用于检

测加速器踏板的操作量、制动器踏板的操作量、方向盘的转向角、引擎的转数、马达的转数、

车轮转速等。

[0040] 此外，例如，数据获取部102包括用于检测关于本车的外部的信息的各种传感器。

具体而言，例如，数据获取部102包括图像捕获装置，诸如飞行时间(ToF)相机、立体相机、单

目相机、红外相机和其他相机。此外，例如，数据获取部102包括用于检测天气、气象现象等

的环境传感器，以及用于检测本车周围的物体的周围信息检测传感器。例如，环境传感器包

括雨滴传感器、雾传感器、阳光传感器、雪传感器等。周围信息检测传感器包括超声波传感

器、雷达、LiDAR(光检测和测距、激光成像检测和测距)、声纳等。

[0041] 此外，例如，数据获取部102包括用于检测本车的当前位置的各种传感器。具体而

言，例如，数据获取部102包括例如从GNSS卫星接收GNSS信号的全球导航卫星系统(GNSS)接

收器。

[0042] 此外，例如，数据获取部102包括用于检测关于车辆内部的信息的各种传感器。具

体而言，例如，数据获取部102包括捕获驾驶员的图像的图像捕获装置、检测驾驶员的生物

信息的生物传感器、收集车辆内部的声音的麦克风等。例如，生物传感器被设置在座椅表

面，方向盘等上，并且检测坐在座椅上的车载人员或握住方向盘的驾驶员的生物信息。

[0043] 通信部103与车载装备104以及各种车辆外部装备、服务器、基站等进行通信，发送

由车辆控制系统的各个结构元件提供的数据并将所接收的数据提供给车辆控制系统100的

各个结构元件。注意，通信部103所支持的通信协议不受特别限制。通信部103也可以支持多

种类型的通信协议。

[0044] 例如，通信部103使用无线LAN、蓝牙(注册商标)、近场通信(NFC)、无线USB(WUSB)

等与车载装备104进行无线通信。此外，例如，通信部103通过连接端子(未显示)(如有必要，

还可以使用线缆)使用通用串行总线(USB)、高清多媒体接口(HDMI)(注册商标)、移动高清

链路(MHL)等与车载设备104有线通信。

[0045] 此外，例如，通信部103通过基站或接入点与位于外部网络(例如，因特网、云网络

或运营商专用网络)中的装备(例如，应用服务器或控制服务器)进行通信。此外，例如，通信

部103使用对等网络(P2P)技术与位于本车附近的终端(例如，行人或商店的终端或机器类
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型的通信(MTC)终端)进行通信。此外，例如，通信部103执行诸如车辆与车辆间通信、车辆与

基础设施间通信、本车与家庭之间的车辆与家庭间通信以及车辆与行人间通信的V2X通信。

此外，例如，通信部103包括信标接收器，接收从例如安装在道路上的无线电台发射的无线

电波或电磁波，并且获取关于例如当前位置、交通堵塞、交通管制或必要时间的信息。

[0046] 车内装备104的示例包括车载人员的移动装备或可穿戴装备、带入或附接到本车

的信息装备、以及搜索到任何目的地的路线的导航装置。

[0047] 输出控制器105控制向本车辆的车载人员或向本车辆的外部输出各种信息。例如，

输出控制器105生成包括视觉信息(诸如图像数据)或音频信息(诸如声音数据)中的至少一

个的输出信号，将输出信号提供给输出部106，并且由此控制从输出部106的视觉信息和音

频信息的输出。具体而言，例如，输出控制器105组合由数据获取部102的不同图像捕获装置

捕获的图像的数据，生成鸟瞰图像、全景图像等，并且将包括所生成的图像的输出信号提供

给输出部106。此外，例如，输出控制器105生成包括例如警告诸如碰撞、接触或进入危险区

域的危险的警告蜂鸣声或警告消息的声音数据，并且将包括所生成的声音数据的输出信号

提供给输出部106。

[0048] 输出部106包括能够向本车辆的车载人员或向本车辆的外部输出视觉信息或音频

信息的装置。例如，输出部106包括显示装置、仪表板、音频扬声器、耳机、用于佩戴在车载人

员上的诸如眼镜型显示器的可穿戴设备、投影仪、灯等。代替包括通常使用的显示器的装

置，输出部106中包括的显示装置可以是诸如平视显示器、透明显示器的装置，或者包括增

强现实(AR)显示功能的装置，其在驾驶员的视野中显示视觉信息。

[0049] 传动系控制器107产生各种控制信号，将它们提供给传动系系统108，从而控制传

动系系统108。此外，传动系控制器107根据需要将控制信号提供给除了传动系系统108之外

的结构元件，以例如将控制传动系系统108的状态通知给它们。

[0050] 传动系系统108包括与本车的传动系相关的各种装置。例如，传动系系统108包括

产生驱动力的驱动力产生装置(诸如内燃机和驱动马达)，用于将驱动力传递到车轮的驱动

力传递机构，调节转向角的转向机构，产生制动力的制动装置，防抱死制动系统(ABS)，电子

稳定控制(ESC)系统，电动转向装置等。

[0051] 车身相关控制器109产生各种控制信号，将它们提供给车身相关系统110，从而控

制车身相关系统110。此外，车身相关控制器109根据需要向除了车身相关系统110之外的结

构元件提供控制信号，以例如向它们通知控制车身相关系统110的状态。

[0052] 车身相关系统110包括设置到车身的各种车身相关装置。例如，车身相关系统110

包括无钥匙进入系统、智能钥匙系统、电动车窗装置、电动座椅、方向盘、空调、各种灯(诸如

头灯、尾灯、刹车灯、闪光信号灯和雾灯)等。

[0053] 例如，存储器111包括只读存储器(ROM)、随机存取存储器(RAM)、诸如硬盘驱动器

(HDD)的磁存储设备、半导体存储设备、光存储设备、磁光存储设备等。存储器111中存储有

由车辆控制系统100的各个结构元件使用的各种程序、数据等。例如，存储器111在其中存储

地图数据，诸如三维高精度地图、全局地图和局部地图。高精度地图是动态地图等。全局地

图的精度较低，并且覆盖比高精度地图更宽的区域。局部地图包括关于本车的周围的信息。

[0054] 自动驾驶控制器112执行与自动驾驶相关的控制，诸如自主行驶或驾驶辅助。具体

而言，例如，自动驾驶控制器112执行旨在实现高级驾驶员辅助系统(ADAS)的功能的协同控
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制，包括对本车的碰撞避免或冲击减轻、基于车辆之间的距离在前车之后行驶、在维持车速

的同时行驶、本车的碰撞的警告、本车偏离车道的警告等。此外，例如，自动驾驶控制器112

执行旨在实现例如自动驾驶的协作控制，所述自动驾驶是没有驾驶员执行的操作的自主行

驶。自动驾驶控制器112包括检测器131、自身位置估计器132、状态分析器133、计划部134和

移动控制器135。

[0055] 检测器131检测控制自动驾驶所需的各种信息。检测器131包括车外信息检测器

141、车内信息检测器142和车辆状态检测器143。

[0056] 车外信息检测器141基于来自车辆控制系统100的各结构元件的数据或信号，执行

检测与本车的外部有关的信息的处理。例如，车外信息检测器141执行对本车周围的物体进

行检测、识别、追踪的处理，以及对到物体的距离进行检测的处理。检测对象物的示例包括

车辆、人、障碍物、构造物、道路、信号灯、交通标识、道路标识等。此外，例如，车外信息检测

器141执行检测本车周围的环境的处理。检测对象周围环境的示例包括天气、温度、湿度、亮

度和路面状况。车外信息检测器141将指示检测处理的结果的数据提供给例如自身位置估

计器132；状态分析器133的地图分析器151、交通规则识别部152和状态识别部153；以及移

动控制器135的紧急事件回避部171。

[0057] 车内信息检测器142执行基于来自车辆控制系统100的每个结构元件的数据或信

号检测关于车辆内部的信息的处理。例如，车内信息检测器142执行认证和识别驾驶员的处

理、检测驾驶员的状态的处理、检测车载人员的处理和检测车辆内部环境的处理。驾驶员的

检测对象状态的示例包括身体状况、觉醒度、集中度、疲劳度、视线方向等。检测对象车内环

境的示例包括温度、湿度、亮度以及气味。车内信息检测器142将指示检测处理的结果的数

据提供给例如状态分析器133的状态识别部153和移动控制器135的紧急事件回避部171。

[0058] 车辆状态检测器143执行基于来自车辆控制系统100的各结构元件的数据或信号

检测本车的状态的处理。本车的检测对象状态的示例包括速度、加速度、转向角、有无异常

及其内容、驾驶操作状态、电动座椅的位置及倾斜、门锁的状态以及其他车载装备的状态。

车辆状态检测器143将表示检测处理结果的数据例如提供给状态分析器133的状态识别部

153和移动控制器135的紧急事件回避部171。

[0059] 自身位置估计器132执行基于来自诸如车外信息检测器141和状态分析器133的状

态识别部153的车辆控制系统100的各结构元件的数据或信号估计本车的位置、姿势等的处

理。此外，自身位置估计器132根据需要生成用于估计自身位置的局部地图(在下文中称为

自身位置估计图)。例如，自身位置估计图是使用诸如同时定位与地图绘制(SLAM)的技术的

高精度地图。自身位置估计器132将指示估计处理的结果的数据提供给例如状态分析器133

的地图分析器151、交通规则识别部152和状态识别部153。此外，自身位置估计器132将自身

位置估计图存储在存储器111中。

[0060] 状态分析器133执行分析本车及其周围的状态的处理。状态分析器133包括地图分

析器151、交通规则识别部152、状态识别部153和状态预测部154。

[0061] 地图分析器151根据需要，使用来自诸如自身位置估计器132和车外信息检测器

141的车辆控制系统100的各结构元件的数据或信号，执行分析存储在存储器111中的各种

地图的处理，并构建包括自动驾驶处理所需的信息的地图。地图分析器151将所构建的地图

提供给例如交通规则识别部152、状态识别部153和状态预测部154，以及计划部134的路线
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计划部161、行为计划部162和移动计划部163。

[0062] 交通规则识别部152执行基于来自诸如自身位置估计器132、车外信息检测器141

和地图分析器151的车辆控制系统100的各个结构元件的数据或信号来识别本车周围的交

通规则的处理。通过该识别处理，能够识别本车周围的信号灯的位置和状态、在本车周围进

行的交通管制的内容以及可行驶车道。交通规则识别部152将指示识别处理结果的数据提

供给例如状态预测部154。

[0063] 状态识别部153执行基于来自诸如自身位置估计器132、车外信息检测器141、车内

信息检测器142、车辆状态检测器143和地图分析器151的车辆控制系统100的各个结构元件

的数据或信号，识别与本车相关的状态的处理。例如，状态识别部153执行识别本车的状态、

本车的周围的状态、本车的驾驶员的状态等的处理。此外，状态识别部153根据需要生成用

于识别本车的周围的状态的局部地图(以下称为状态识别地图)。状态识别地图是例如占用

栅格图。

[0064] 本车的识别对象状态的示例包括本车的位置、姿势、移动(诸如速度、加速度、移动

方向)以及有无异常及其内容。本车的周围的识别对象状态的示例包括本车周围的静止物

体的类型和位置；本车周围的移动物体的类型、位置和移动(诸如速度、加速度和移动方

向)；本车周围的道路结构和路面状况；以及本车周围的天气、温度、湿度和亮度。驾驶员的

识别对象状态的示例包括身体状况、觉醒度、集中度、疲劳度、视线的移动和驾驶操作。

[0065] 状态识别部153将指示识别处理的结果的数据(必要时包括状态识别地图)提供给

例如自身位置估计器132和状态预测部154。此外，状态识别部153将状态识别地图存储在存

储器111中。

[0066] 状态预测部154执行基于来自诸如地图分析器151、交通规则识别部152和状态识

别部153的车辆控制系统100的各个结构元件的数据或信号，预测与本车相关的状态的处

理。例如，状态预测部154执行预测本车的状态、本车的周围的状态、驾驶员的状态等的处

理。

[0067] 本车的预测对象状态的示例包括本车的行为、本车的异常的发生、本车的可行驶

距离等。本车的周围的预测对象状态的示例包括移动物体的行为、信号灯的状态变化、诸如

本车的周围的天气的环境变化。驾驶员的预测对象状态的示例包括驾驶员的行为和身体状

况。

[0068] 状态预测部154将表示预测处理结果的数据与来自交通规则识别部152和状态识

别部153的数据一起提供给例如计划部134的路线计划部161、行为计划部162和移动计划部

163。

[0069] 路线计划部161基于来自诸如地图分析器151和状态预测部154的车辆控制系统

100的各结构元件的数据或信号，计划到目的地的路线。例如，路线计划部161基于全球地图

设置从当前位置到指定目的地的路线。另外，例如，路线计划部161基于交通堵塞、事故、交

通管制和施工的状态以及驾驶员的身体状况等，适当变更路线。路线计划部161将表示所计

划的路线的数据提供给例如行为计划部162。

[0070] 行为计划部162基于来自诸如地图分析器151和状态预测部154的车辆控制系统

100的各结构元件的数据或信号，计划本车的行为，以便本车在由路线计划部161计划的时

间内，在由路线计划部161计划的路线上安全行驶。例如，行为计划部162进行关于例如开始
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移动、停止、行进方向(诸如向前移动、向后移动、左转、右转和方向改变)、用于行驶的车道、

行进速度和超车的计划。行为计划部162例如向移动计划部163提供表示所计划的本车的行

为的数据。

[0071] 移动计划部163基于来自诸如地图分析器151和状态预测部154的车辆控制系统

100的各个结构元件的数据或信号，计划本车的移动，以实现由行为计划部162计划的行为。

例如，移动计划部163进行关于例如加速度、减速度和行驶路径的计划。移动计划部163将表

示所计划的本车的移动的数据提供给例如移动控制器135的加减速控制器172和方向控制

器173。

[0072] 移动控制器135控制本车的移动。移动控制器135包括紧急事件回避部171、加/减

速控制器172和方向控制器173。

[0073] 紧急事件回避部171基于车外信息检测器141、车内信息检测器142以及车辆状态

检测器143的检测结果，执行检测诸如碰撞、接触、进入危险区域、驾驶员的异常、车辆的异

常的紧急事件的处理。当紧急事件回避部171检测到紧急事件的发生时，紧急事件回避部

171计划诸如紧急停止或急转弯的本车的移动，以回避紧急事件。紧急事件回避部171将表

示所计划的本车的移动的数据例如提供给加减速控制器172和方向控制器173。

[0074] 加减速控制器172进行加减速控制，以实现由移动计划部163或紧急事件回避部

171计划的本车的移动。例如，加减速控制器172计算驱动力产生装置或制动装置用于实现

所计划的加速度、所计划的减速度或所计划的紧急停止的控制目标值，并将表示计算出的

控制目标值的控制指令提供给传动系控制器107。

[0075] 方向控制器173控制用于实现由移动计划部163或紧急事件回避部171计划的本车

的移动的方向。例如，方向控制器173计算用于转向机构实现由移动计划部163计划的行驶

路径或由紧急回避部171计划的急转弯的控制目标值，并将表示计算出的控制目标值的控

制指示提供给传动系控制器107。

[0076] <数据获取部102A和车外信息检测器141A的配置示例>

[0077] 图2示出了作为车辆控制系统100中的数据获取部102的第一实施例的数据获取部

102A和作为车辆控制系统100中的车外信息检测器141的第一实施例的车外信息检测器

141A的配置的部分示例。

[0078] 数据获取部102A包括相机201和毫米波雷达202。车外信息检测器141A包括信息处

理器211。信息处理器211包括信号处理器221、物体检测器222和追踪处理器223。信号处理

器221包括信号处理器231和信号处理器232。物体检测器222包括物体检测器241和物体检

测器242。追踪处理器223包括追踪部251和检测精度控制器252。

[0079] 相机201例如是极高清(例如，10兆像素)相机。相机201捕获例如位于车辆10前方

的区域的图像。相机201减少通过执行图像捕获获得的图像(以下称为捕获图像)中的像素

数量，以生成具有降低的分辨率的低分辨率图像。此外，相机201从捕获图像中切出由车外

信息检测器141A的检测精度控制器252设置的高清的读取范围的图像，从而生成裁切图像。

相机201将低分辨率图像和裁切图像提供给信号处理器231。

[0080] 毫米波雷达202针对位于车辆10前方的区域进行感测，并且毫米波雷达202和相机

201的感测范围至少部分重叠。例如，毫米波雷达202在车辆10的前方发送包括毫米波的发

送信号，并使用接收天线接收作为从位于车辆10前方的物体反射的信号的接收信号。例如，
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在车辆10的横向方向(宽度方向)上以指定间隔布置多个接收天线。此外，还可以在高度方

向上布置多个接收天线。毫米波雷达202向信号处理器232提供按时间顺序指示使用每个接

收天线接收的接收信号的强度的数据(以下称为毫米波数据)。

[0081] 信号处理器231对低分辨率图像和裁切图像执行指定的信号处理。例如，信号处理

器231对低分辨率图像和裁切图像执行RGB显影。换句话说，信号处理器231执行对低分辨率

图像和裁切图像的每个像素的R分量、G分量和B分量进行插值的处理。信号处理器231将已

经对其执行了信号处理的低分辨率图像和裁切图像提供给物体检测器241。

[0082] 信号处理器232对毫米波数据执行指定的信号处理，以估计与位于车辆10前方的

物体(反射器)的距离、方向和速度。信号处理器232产生指示与位于车辆10前方的每个物体

的距离、方向和速度以及从物体反射的接收信号的强度的雷达图，并将雷达图提供给物体

检测器242。

[0083] 物体检测器241执行基于低分辨率图像和裁切图像，检测位于车辆10的前方的物

体的处理。物体检测器241向追踪处理器223提供指示对象的检测结果的数据。

[0084] 物体检测器242基于雷达图执行检测位于车辆10前方的物体的处理。物体检测器

242向追踪处理器223提供指示物体的检测结果的数据。

[0085] 例如，追踪部251执行使用用于基于观测值估计和预测状态的滤波器(诸如卡尔曼

滤波器或粒子滤波器)追踪位于车辆10前方的对象物的处理。例如，追踪部251基于由物体

检测器241执行的物体检测的结果、由物体检测器242执行的物体检测的结果以及预测位于

车辆10前方的对象物的状态的结果，来估计位于车辆10前方的对象物的当前状态。此外，追

踪部251基于由物体检测器241执行的物体检测的结果、由物体检测器242执行的物体检测

的结果、以及由追踪部251执行的位于车辆10前方的对象物的当前状态的估计结果，预测位

于车辆10前方的对象物的未来状态。

[0086] 这里，对象物是位于车辆10前方的追踪对象物，并且任何物体都可以被设置为对

象物。然而，有利的是，包括具有毫米波雷达202的发射信号的高反射率的部分的物体被设

置为对象物。以下作为示例适当地描述对象物是车辆的情况。

[0087] 此外，例如，对象物的位置、速度等被估计和预测为对象物的状态。

[0088] 追踪部251将指示估计对象物的状态的结果的数据提供给例如自身位置估计器

132；状态分析器133的地图分析器151、交通规则识别部152和状态识别部153；以及移动控

制器135的紧急事件回避部171。

[0089] 检测精度控制器252基于对位于车辆10前方的对象物的状态进行预测的结果来控

制检测物体的精度。具体而言，检测精度控制器252基于预测的对象物的位置来设置高清读

取范围。检测精度控制器252生成指示高清读取范围的读取控制信号，并将该读取控制信号

提供给相机201。另外，检测精度控制器252基于对象物的预测位置和预测速度来设置高清

处理范围。检测精度控制器252生成表示高清处理范围的信号处理控制信号，并将该信号处

理控制信号提供给信号处理器232。

[0090] <相机201的配置的示例>

[0091] 图3示出相机201的配置的示例。相机201包括镜头311、图像传感器312、缓冲器

313、数量减少部314、控制接口(I/F)部315、切出部316和输出接口(I/F)部317。

[0092] 镜头311在图像传感器312的受光面上形成被摄体的图像。
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[0093] 图像传感器312是高清(例如，10兆像素)图像传感器。任何类型的图像传感器(诸

如CMOS图像传感器或CCD图像传感器)都可以用作图像传感器312。图像传感器312捕获被摄

体的图像，并将获得的捕获图像临时存储在缓冲器313中。

[0094] 数量减少部314减少存储在缓冲器313中的捕获图像的像素数量，以生成具有降低

的分辨率的低分辨率图像。数量减少部314将低分辨率图像提供给输出I/F部317。

[0095] 控制I/F部315从车外信息检测器141A的检测精度控制器252接收读取控制信号，

并将该读取控制信号提供给切出部316。

[0096] 切出部316从存储在缓冲器313中的捕获图像中切出由读取控制信号指示的高清

读取范围中的图像，以生成裁切图像。切出部316将裁切图像提供给输出I/F部317。

[0097] 输出I/F部317将低分辨率图像和裁切图像提供给信号处理器231。

[0098] <对象物追踪处理>

[0099] 接下来，参照图4的流程图描述由车辆10执行的对象物追踪处理。

[0100] 该处理例如在进行使车辆10起动而开始驾驶的操作时、即在例如车辆10的点火开

关、电源开关、起动开关等接通时开始。此外，例如，当执行用于终止车辆10的驾驶的操作

时，即，例如当车辆10的点火开关、电源开关、启动开关等被关断时，该处理终止。

[0101] 在步骤S1中，车辆10基于捕获图像执行物体检测处理。根据该处理，检测位于车辆

10前方的区域的捕获图像中的物体，并且将表示捕获图像中的物体的区域和物体的类型的

数据从物体检测器241提供到追踪处理器423。

[0102] 注意，稍后详细描述该处理。

[0103] 在步骤S2中，车辆10基于毫米波数据执行物体检测处理。根据该处理，检测位于车

辆10前方的物体，并且将表示所检测到的物体的位置和速度的数据从物体检测器242提供

给追踪处理器423。

[0104] 注意，稍后详细描述该处理。

[0105] 此外，基于捕获图像进行的物体检测处理和基于毫米波数据进行的物体检测处理

不一定按上述顺序进行。例如，基于捕获图像执行的处理和基于毫米波数据执行的处理可

以以相反的顺序执行，或者可以并行执行。

[0106] 在步骤S3中，追踪部251执行追踪对象物的处理。具体而言，追踪部251基于由物体

检测器241执行的对捕获图像中的物体的区域和物体的类型的检测的结果、由物体检测器

242执行的对物体的位置和速度的检测的结果、以及在最近执行的物体‑对象追踪处理(在

时间t‑1)中执行的步骤S4的处理中预测(在时间t)的对象物的当前状态的结果，来估计(在

时间t)的对象物的当前状态。例如，基于由物体检测器241执行的对捕获图像中的物体的区

域和物体的类型的检测的结果，以及由物体检测器242执行的对物体的位置和速度的检测

的结果，追踪部251校正预测对象物的当前状态的结果，以估计对象物的当前状态。因此，估

计对象物的当前位置和当前速度。

[0107] 注意，对象物的位置由例如距车辆10的距离和相对于车辆10的行驶方向(前方)的

方向(角度)表示。对象物的速度由例如相对于车辆10的相对速度表示。

[0108] 追踪部251将指示估计对象物的当前状态的结果的数据提供给例如自身位置估计

器132；状态分析器133的地图分析器151、交通规则识别部152和状态识别部153；以及移动

控制器135的紧急事件回避部171。
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[0109] 自身位置估计器132例如基于估计对象物的状态的结果，执行估计车辆10的位置、

姿势等的处理。

[0110] 地图分析器151例如基于估计对象物的状态的结果，执行对存储器111中存储的各

种地图进行分析的处理，并构筑包括自动驾驶处理所需的信息的地图。

[0111] 交通规则识别部152基于例如估计对象物的状态的结果，执行识别车辆10周围的

交通规则的处理。

[0112] 状态识别部153基于例如估计对象物的状态的结果，执行识别车辆10的周围的状

态的处理。

[0113] 当紧急事件回避部171基于例如估计对象物的状态的结果而检测出紧急事件的发

生时，紧急事件回避部171计划车辆10的诸如紧急停止或急转弯的移动，以回避该紧急事

件。

[0114] 在步骤S4中，追踪部251预测对象物的状态。例如，追踪部251基于估计对象物的当

前状态(在时间t)的结果来预测对象物的下一状态(在时间t+1)。因此，预测对象物的下一

位置(距离和方向(角度))和下一速度(相对速度)。

[0115] 在步骤S5中，检测精度控制器252基于预测的对象物的状态，控制检测对象物时的

精度。

[0116] 具体而言，检测精度控制器252基于对象物的预测位置设置高清读取范围。例如，

检测精度控制器252将捕获图像中的以对象物的预测位置为中心的矩形区域设置为高清读

取范围，该预测位置位于距车辆10指定距离以上的距离。高清读取区域的矩形的大小和形

状既可以是固定的，也可以根据对象物的大小和形状而变化。通过相机201的控制I/F部

315，检测精度控制器252向切出部316提供表示高清读取范围的读取控制信号。

[0117] 另外，检测精度控制器252基于对象物的预测位置和预测速度来设置高清处理范

围。例如，检测精度控制器252将到被追踪的对象物的预测距离的值为距离范围的中心值并

且对象物的预测速度的值为速度范围的中心值的距离速度范围设置为高清处理范围。检测

精度控制器252将表示高清处理范围的信号处理控制信号提供给信号处理器232。

[0118] 此后，处理返回到步骤S101，并且重复执行步骤S101到S105的处理。

[0119] <基于捕获图像执行的物体检测处理的详情>

[0120] 接下来，参照图5的流程图详细描述在图4的步骤S1中基于捕获图像执行的物体检

测处理。

[0121] 在步骤S31中，相机201捕获车辆10前方区域的图像。具体而言，图像传感器312通

过镜头311捕获车辆10前方区域的图像，并将所获得的捕获图像储存于缓冲器313中。

[0122] 在步骤S32中，数量减少部314对捕获图像执行数量减少处理。具体而言，数量减少

部314从缓冲器313读取最近帧的捕获图像。数量减少部314减少要去除的像素的数量，例

如，捕获图像中的指定位置处的像素，以便减少捕获图像的数据大小。通过输出I/F部317，

数量减少部314向信号处理器231提供通过执行数量减少的处理而获得的低分辨率图像。

[0123] 在步骤S33中，切出部316对捕获图像执行切出处理。具体而言，切出部316从缓冲

器313读取最近帧的捕获图像。切出部316从捕获图像中切出在最近进行的对象物追踪处理

中执行的步骤S5的处理中由检测精度控制器252设置的高清读取范围的图像，从而生成裁

切图像。切出部316通过输出I/F部317将裁切图像提供给信号处理器231。
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[0124] 在步骤S34中，信号处理器231对捕获图像执行信号处理。具体而言，信号处理器

231对低分辨率捕获图像和裁切图像执行指定的信号处理，诸如RGB显影处理。信号处理器

231将低分辨率捕获图像和已经对其执行了信号处理的裁切图像提供给物体检测器241。

[0125] 在步骤S35中，物体检测器241检测物体。换句话说，物体检测器241执行检测低分

辨率捕获图像和裁切图像中的物体的处理。

[0126] 当执行检测低分辨率图像中的物体的处理时，检测比裁切图像更宽的范围，或者

更具体而言，检测相机201的整个图像捕获范围(视角)中的物体。然而，由于低分辨率图像

的分辨率低于裁切图像的分辨率，因此低分辨率图像的检测精度较低。

[0127] 另一方面，当执行检测裁切图像中的物体的处理时，高清读取范围中的检测物体

的精度变得比其他范围中更高，并且这使得可以在高清读取范围中以高精度检测物体。例

如，精确地检测图像中的诸如远处车辆的具有小尺寸的物体。

[0128] 物体检测器241向追踪处理器223提供指示捕获图像(低分辨率图像和切出图像)

中存在物体的区域和物体类型的数据。

[0129] 此后，终止基于捕获图像进行的物体检测处理。

[0130] <基于毫米波数据执行的物体检测处理的细节>

[0131] 接下来，参照图6的流程图详细描述在图4的步骤S2中基于毫米波数据执行的物体

检测处理。

[0132] 在步骤S61中，毫米波雷达202对位于车辆10前方的区域执行感测。具体而言，毫米

波雷达202沿车辆10的前进方向发射信号，并使用多个接收天线接收作为从位于车辆10前

方的物体反射的信号的接收信号。毫米波雷达202向信号处理器232提供按时间顺序指示使

用每个接收天线接收的接收信号的强度的毫米波数据。

[0133] 在步骤S62中，信号处理器232基于毫米波数据估计物体的位置和速度。具体而言，

信号处理器232对由每个接收天线获得的毫米波数据执行指定的信号处理，以估计发射信

号被反射的物体的位置和速度。物体的位置例如由距车辆10的距离以及物体相对于毫米波

雷达202的光轴方向(车辆10的行驶方向)的方向(角度)来表示。物体的速度例如由相对于

车辆10的相对速度表示。

[0134] 这里，可以使用例如傅立叶变换，以相对小的计算量来估计到物体的距离和物体

的速度。另一方面，使用例如Capon方法、Esri方法或深度学习来估计物体的方向，即接收信

号所来自的方向，并且其计算量非常大。

[0135] 因此，例如，首先，信号处理器232估计与位于车辆10前方的物体的距离和速度。接

下来，信号处理器232估计位于车辆10前方的物体的方向。这里，信号处理器232基于到物体

的距离和物体的速度来改变执行信号处理的精度。具体而言，信号处理器232基于到物体的

距离和物体的速度来改变估计物体的方向的精度。例如，对于除了在最近执行的对象物追

踪处理中执行的步骤S5的处理中设置的高清处理范围之外的距离和速度范围，信号处理器

232使该距离和速度范围中的角分辨率(可分辨的数，二进制)低于高清处理范围中的角分

辨率，并估计物体的方向。

[0136] 这使得可以减少计算量。此外，在高清处理范围中，即，在预测存在对象物的范围

中，将角分辨率设置得比在除高清处理范围之外的范围中的角分辨率高，并且可以以高精

度估计物体的方向。
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[0137] 信号处理器232产生指示位于车辆10前方的每个物体的距离、方向和速度以及从

物体反射的接收信号的强度的雷达图，并将该雷达图提供给物体检测器242。

[0138] 在步骤S63中，物件检测器242检测物体。具体而言，物体检测器242基于雷达图检

测位于车辆10前方的每个物体的位置和速度。物体的位置例如由距车辆10的距离和相对于

车辆10的行驶方向(前方)的方向(角度)表示。物体的速度例如由相对于车辆10的相对速度

表示。物体检测器242向追踪处理器223提供表示每个物体的位置和速度的检测结果的数

据。

[0139] 此后，终止基于毫米波数据执行的物体检测处理。

[0140] 如上所述，通过有效地使用车辆控制系统100的有限资源，可以以高精度追踪对象

物。

[0141] 例如，由相机201执行的物体检测的结果和由毫米波雷达202执行的物体检测的结

果被融合以追踪对象物。这使得相机201和毫米波雷达202中的一个能够弥补相机201和毫

米波雷达202中的另一个的检测条件不是那么好的状态，并且这使得追踪精度得到提高。

[0142] 此外，当由相机201生成低分辨率图像和裁切图像以发送至输出侧时，与在不改变

地将捕获图像发送至输出侧的情况下相比，减少了数据传输量。例如，当图像传感器312是

以30fps运行的10兆像素图像传感器时，诸如通信网络121的传输路径必须是用于以

3.6Gbps或更大传输的高速传输路径，以便将捕获图像无变化地传输到输出侧。另一方面，

从相机201向输出侧发送低分辨率图像和裁切图像使得可以降低传输路径的传送速率。

[0143] 此外，使用低分辨率图像和裁切图像而不是捕获图像还使得可以降低信号处理器

231和物体检测器241的处理能力。另一方面，可以使用高分辨率裁切图像来检测在低分辨

率图像中难以检测到的对象物(例如，远距离车辆)。因此，当降低捕获图像的分辨率时，也

能够以高精度追踪对象物。

[0144] 此外，可以相对于相同传送速率的传输路径安装比以往更高清的相机201，并且信

号处理器231和物体检测器241各自具有相同的处理能力。因此，例如，代替分别提供广角相

机和远摄相机，而使用广角镜头作为镜头311，使得可以使相机201单独用作广角相机和远

摄相机两者。这使得可以单独使用相机201来更远且更广泛地追踪对象物。这使得例如实现

车辆控制系统100的成本的降低以及布局和设计的改进。

[0145] <2.第二实施例>

[0146] 接下来，参考图7描述本技术的第二实施例。

[0147] <数据获取部102的第二实施例和车外信息检测器11的第二实施例>

[0148] 图7示出了作为车辆控制系统100中的数据获取部102的第二实施例的数据获取部

102B和作为车辆控制系统100中的车外信息检测器141的第二实施例的车外信息检测器

141B的配置的部分示例。注意，图中与图2中的部分对应的部分由与图2相同的附图标记表

示，并且适当地省略其描述。

[0149] 数据获取部102B与图2的数据获取部102A的相似之处在于包括相机201和毫米波

雷达202，并且与数据获取部102A的不同之处在于包括LiDAR  401。

[0150] 车外信息检测器141B包括信息处理器411。信息处理器411包括信号处理器421、物

体检测器422和追踪处理器423。信号处理器421与图2的信号处理器221类似之处在于包括

信号处理器231和信号处理器232，并且与信号处理器221的不同之处在于包括信号处理器
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431。物体检测器422与图2的物体检测器222相似之处在于包括物体检测器241和物体检测

器242，并且与物体检测器222不同之处在于包括物体检测器441。追踪处理器423包括追踪

部451和检测精度控制器452。

[0151] 例如，LiDAR  401是闪光LiDAR。例如，LiDAR  401在横向方向和高度方向上在两个

维度上径向地向位于车辆10前方的区域照射指定波长的激光(例如，红外光)，并且使用包

括二维布置的光接收元件的传感器来接收激光的反射光。LiDAR向信号处理器431提供指示

由每个光接收元件接收的反射光的强度的光接收数据。

[0152] 信号处理器431对该光接收数据执行特定的信号处理，以产生指示位于车辆10前

方的物体的形状和位置的三维点群数据(点云)。信号处理器431将该点群数据提供给物体

检测器441。

[0153] 物体检测器441基于该点群数据执行检测位于车辆10前方的物体的处理。例如，物

体检测器441基于该点群数据来检测位于车辆10前方的每个物体的位置(到该物体的距离

和该物体的方向)。物体检测器441向追踪处理器423提供指示检测每个物体的位置的结果

的数据。

[0154] 例如，与追踪部251的情况相同，追踪部451使用用于基于观测值来估计和预测状

态的滤波器(诸如卡尔曼滤波器或粒子滤波器)来执行追踪位于车辆10前方的对象物的处

理。例如，追踪部451基于由物体检测器241执行的物体检测的结果、由物体检测器242执行

的物体检测的结果、由物体检测器441执行的物体检测的结果、以及位于车辆10前方的对象

物的状态预测的结果，来估计位于车辆10前方的对象物的当前状态。此外，追踪部251基于

由物体检测器241执行的物体检测的结果、由物体检测器242执行的物体检测的结果、由物

体检测器441执行的物体检测的结果、以及由追踪部251执行的位于车辆10前方的对象物的

当前状态的估计的结果，来预测位于车辆10前方的对象物的未来状态。

[0155] 追踪部451将指示估计对象物的状态的结果的数据提供给例如自身位置估计器

132；状态分析器133的地图分析器151、交通规则识别部152和状态识别部153；以及移动控

制器135的紧急事件回避部171。

[0156] 检测精度控制器452基于预测位于车辆10前方的对象物的状态的结果来控制检测

物体的精度。具体而言，如在图2的检测精度控制器252的情况下，检测精度控制器452基于

对象物的预测位置来设置高清读取范围。检测精度控制器452生成表示高清读取范围的读

取控制信号，并将该读取控制信号提供给相机201。另外，检测精度控制器452与检测精度控

制器252同样，基于对象物的预测位置和预测速度，设置第一高清处理范围。检测精度控制

器452生成表示第一高清处理范围的第一信号处理控制信号，并将该第一信号处理控制信

号提供给信号处理器232。

[0157] 此外，检测精度控制器452基于对象物的预测位置来设置第二高清处理范围。例

如，检测精度控制器452将以距车辆10指定距离以上的对象物的预测位置为中心的指定范

围设置为第二高清处理范围。检测精度控制器452生成表示第二高清处理范围的第二信号

处理控制信号，并将该第二信号处理控制信号提供给信号处理器431。

[0158] 如上所述，LiDAR  401的添加使得可以以更高的精度来追踪对象物。

[0159] 另一方面，为了生成点群数据，需要大量的计算。在这一方面，信号处理器431提高

第二高清处理范围中的点群数据的精度，并且降低第二高清处理范围以外的范围中的点群
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数据的精度，以减少生成点群数据所需的计算量。由于第二高清处理范围中的点群数据的

精度的提高，因此即使当存在计算量的减少时，也抑制了检测对象物的减少。

[0160] <<3.修改>>

[0161] 下面描述对上述本技术的实施例的修改。

[0162] 以上已经描述了追踪位于车辆10前方的对象物的示例。然而，本技术也适用于追

踪从车辆10观察时位于另一方向上的对象物的情况。

[0163] 此外，本技术还可应用于追踪除车辆之外的移动体周围的对象物的情况。例如，可

以想到的是，本技术可以应用于诸如摩托车、自行车、个人移动性、飞机、轮船、建筑机械和

农业机械(拖拉机)的移动物体。此外，可应用本技术的移动物体的示例还包括诸如无人机

和机器人的移动物体，其在用户不上到该移动物体的情况下由用户远程操作。

[0164] 此外，本技术也适用于在诸如监视系统的固定位置处追踪对象物的情况。

[0165] 此外，本技术可应用于融合由相机201(图像传感器201A)执行的检测的结果和由

LiDAR  401执行的检测的结果的情况，或者可应用于融合由毫米波雷达202执行的检测的结

果和由LiDAR  401执行的检测的结果的情况。

[0166] 此外，用作LiDAR  401的闪光LiDAR可以采用在横向方向(水平方向)上径向地照射

激光并且在高度方向上执行扫描的方案。

[0167] 此外，代替闪光LiDAR，可以使用利用激光脉冲执行扫描的LiDAR作为LiDAR  401。

[0168] 此外，本技术也适用于使用除了毫米波雷达和LiDAR之外的检测物体的传感器的

情况。

[0169] 上面已经描述了相机201减少像素数量以生成低分辨率图像的示例。然而，例如，

可以通过滤波处理等降低捕获图像的分辨率以生成低分辨率图像。

[0170] <<4.其他>>

[0171] <计算机的配置的示例>

[0172] 上述一系列处理可以使用硬件或软件来执行。当使用软件执行一系列处理时，包

括在软件中的程序被安装在计算机上。这里，计算机的示例包括并入专用硬件的计算机，以

及能够通过安装在其上的各种程序执行各种功能的诸如通用个人计算机的计算机。

[0173] 图8是使用程序执行上述一系列处理的计算机的硬件配置的示例的框图。

[0174] 在计算机1000中，中央处理单元(CPU)1001、只读存储器(ROM)1002和随机存取存

储器(RAM)1003通过总线1004彼此连接。

[0175] 此外，输入/输出接口1005连接到总线1004。输入部1006、输出部1007、记录部

1008、通信部1009和驱动器1010连接到输入/输出接口1005。

[0176] 输入部1006包括例如输入开关、按钮、麦克风和成像元件。输出部1007包括例如显

示器和扬声器。记录部1008包括例如硬盘和非易失性存储器。通信部1009包括例如网络接

口。驱动器1010驱动诸如磁盘、光盘、磁光盘或半导体存储器的可移除介质1011。

[0177] 在具有上述配置的计算机1000中，通过CPU  1001将例如记录在记录部1008中的程

序加载到RAM  1003中并经由输入/输出接口1005和总线1004执行该程序，来执行上述一系

列处理。

[0178] 例如，由计算机1000(CPU  1001)执行的程序可以通过被记录在用作例如封装介质

的可移除介质1011中来提供。此外，可以经由诸如局域网、因特网或数字卫星广播的有线或
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无线传输介质来提供程序。

[0179] 在计算机1000中，可以通过安装在驱动器1010上的可移除介质1011经由输入/输

出接口1005将程序安装在记录部1008上。此外，程序可以由通信部1009经由有线或无线传

输介质接收，以安装在记录部1008上。此外，程序可以预先安装在ROM  1002或记录部1008

上。

[0180] 注意，由计算机执行的程序可以是其中按照这里的描述顺序按时间顺序执行处理

的程序，或者可以是其中并行执行处理或者在诸如调用定时的必要定时执行处理的程序。

[0181] 此外，如本文所使用的系统是指多个组件(诸如装置和模块(部件))的集合，并且

所有组件是否在单个外壳中并不重要。因此，容纳在单独的壳体中并经由网络彼此连接的

多个装置以及其中多个模块容纳在单个壳体中的单个装置都是系统。

[0182] 此外，本技术的实施例不限于上述示例，并且在不脱离本技术的范围的情况下，可

以对其进行各种修改。

[0183] 例如，本技术还可以具有云计算的配置，其中，单个功能被共享以由多个装置经由

网络协作地处理。

[0184] 此外，除了由单个装置执行之外，使用上述流程图描述的各个步骤可以由多个装

置共享执行。

[0185] 此外，当单个步骤包括多个处理时，除了由单个装置执行之外，包括在单个步骤中

的多个处理可以被共享以由多个装置执行。

[0186] <配置的组合示例>

[0187] 本技术还可以采用以下配置。

[0188] (1)一种信息处理装置，包括：

[0189] 第一物体检测器，其基于来自第一传感器的第一传感器数据执行物体检测；

[0190] 第二物体检测器，其基于来自类型不同于第一传感器的第二传感器的第二传感器

数据执行物体检测；

[0191] 追踪部，其根据基于第一传感器数据执行的物体检测的结果以及基于第二传感器

数据执行的物体检测的结果，预测作为追踪对象的对象物的状态；以及

[0192] 检测精度控制器，其基于根据基于第一传感器数据执行的物体检测的结果以及基

于第二传感器数据执行的物体检测的结果而预测的对象物的状态来设置高分辨率范围，所

述高分辨率范围是执行物体检测的精度比其他范围更高的范围。

[0193] (2)根据(1)所述的信息处理装置，其中

[0194] 第一传感器和第二传感器中的一个是毫米波雷达，以及

[0195] 所述信息处理装置还包括信号处理器，所述信号处理器执行对毫米波雷达输出的

数据的信号处理，并且使得高分辨率范围中的信号处理的精度比其他范围中的信号处理的

精度高。

[0196] (3)根据(2)所述的信息处理装置，其中

[0197] 所述信号处理器基于由毫米波雷达输出的数据来估计到物体的距离、物体的速度

和物体的方向，并且使得高分辨率范围中估计物体的方向的精度比其他范围中估计物体的

方向的精度高。

[0198] (4)根据(3)所述的信息处理装置，其中
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[0199] 所述信号处理器使高分辨率范围中的角分辨率高于其他范围中的角分辨率，以估

计物体的方向。

[0200] (5)根据(3)或(4)所述的信息处理装置，其中

[0201] 所述高分辨率范围是使由所述信号处理器执行的物体的方向估计的精度高于其

他范围中的物体的方向估计的精度的距离和速度范围。

[0202] (6)根据(1)至(5)中任一项所述的信息处理装置，其中

[0203] 第一传感器和第二传感器中的一个是图像传感器，以及

[0204] 所述高分辨率范围是由包括图像传感器的相机输出的图像中使分辨率高于其他

范围中的分辨率的范围。

[0205] (7)根据(6)所述的信息处理装置，其中

[0206] 所述检测精度控制器根据基于第一传感器数据执行的物体检测的结果以及基于

第二传感器数据执行的物体检测的结果而预测的对象物的位置来设置高分辨率范围。

[0207] (8)根据(7)所述的信息处理装置，其中

[0208] 所述检测精度控制器基于离开指定距离以上的对象物的预测的位置来设置高分

辨率范围。

[0209] (9)根据(6)至(8)中任一项所述的信息处理装置，其中

[0210] 所述相机输出第二图像和第三图像，所述第二图像是通过降低由图像传感器获得

的第一图像的分辨率而获得的，所述第三图像是通过从第一图像中切出高分辨率范围中的

图像而获得的，以及

[0211] 第一物体检测器和第二物体检测器中的一个基于第二图像和第三图像执行物体

检测。

[0212] (10)根据(1)至(9)中任一项所述的信息处理装置，其中

[0213] 第一传感器和第二传感器中的一个是闪光LiDAR，以及

[0214] 所述信息处理装置还包括信号处理器，所述信号处理器基于由所述闪光LiDAR输

出的数据来生成点群数据，并且使得所述高分辨率范围中的点群数据的精度高于其他范围

中的点群数据的精度。

[0215] (11)根据(10)所述的信息处理装置，其中

[0216] 所述检测精度控制器基于根据基于第一传感器数据执行的物体检测的结果以及

基于第二传感器数据执行的物体检测的结果而预测的对象物的位置来设置高分辨率范围。

[0217] (12)根据(1)至(11)中任一项所述的信息处理装置，其中

[0218] 第一传感器和第二传感器是图像传感器、毫米波雷达和闪光LiDAR中的两种。

[0219] (13)根据(1)至(12)中任一项所述的信息处理装置，其中

[0220] 所述追踪部根据基于第一传感器数据执行的物体检测的结果以及基于第二传感

器数据执行的物体检测的结果，估计和预测对象物的状态。

[0221] (14)根据(13)所述的信息处理装置，其中

[0222] 所述追踪部使用卡尔曼滤波器或粒子滤波器。

[0223] (15)根据(1)至(14)中任一项所述的信息处理装置，其中

[0224] 第一物体检测器和第二物体检测器各自执行关于移动体周围的物体检测，以及

[0225] 所述追踪部预测位于移动体周围的对象物的状态。
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[0226] (16)一种由信息处理装置执行的信息处理方法，所述信息处理方法包括：

[0227] 基于来自第一传感器的第一传感器数据执行物体检测；

[0228] 基于来自类型不同于第一传感器的第二传感器数据执行物体检测；

[0229] 根据基于第一传感器数据执行的物体检测的结果以及基于第二传感器数据执行

的物体检测的结果，预测作为追踪对象的对象物的状态；以及

[0230] 基于根据基于第一传感器数据执行的物体检测的结果以及基于第二传感器数据

执行的物体检测的结果而预测的对象物的状态来设置高分辨率范围，所述高分辨率范围是

执行物体检测的精度比其他范围更高的范围。

[0231] (17)一种用于使计算机执行包括以下步骤的处理的程序：

[0232] 基于来自第一传感器的第一传感器数据执行物体检测；

[0233] 基于来自类型不同于第一传感器的第二传感器数据执行物体检测；

[0234] 根据基于第一传感器数据执行的物体检测的结果以及基于第二传感器数据执行

的物体检测的结果，预测作为追踪对象的对象物的状态；以及

[0235] 基于根据基于第一传感器数据执行的物体检测的结果以及基于第二传感器数据

执行的物体检测的结果而预测的对象物的状态来设置高分辨率范围，所述高分辨率范围是

执行物体检测的精度比其他范围更高的范围。

[0236] (18)一种移动体控制装置，包括：

[0237] 第一物体检测器，其基于来自第一传感器的第一传感器数据，执行关于移动体周

围的物体检测；

[0238] 第二物体检测器，其基于来自类型不同于第一传感器的第二传感器的第二传感器

数据，执行关于移动体周围的物体检测；

[0239] 追踪部，其根据基于第一传感器数据执行的物体检测的结果以及基于所述第二传

感器数据执行的物体检测的结果，估计和预测作为追踪对象的对象物的状态；以及

[0240] 检测精度控制器，其基于根据基于第一传感器数据执行的物体检测的结果以及基

于第二传感器数据执行的物体检测的结果而预测的对象物的状态来设置高分辨率范围，所

述高分辨率范围是执行物体检测的精度比其他范围更高的范围；以及

[0241] 移动控制器，其基于根据基于第一传感器数据执行的物体检测的结果以及基于所

述第二传感器数据执行的物体检测的结果而估计的对象物的状态来控制移动体的移动。

[0242] (19)一种移动体，包括：

[0243] 第一传感器；

[0244] 第二传感器，其类型不同于第一传感器；

[0245] 第一物体检测器，其基于来自第一传感器的第一传感器数据执行物体检测；

[0246] 第二物体检测器，其基于来自第二传感器的第二传感器数据执行物体检测；

[0247] 追踪部，其根据基于第一传感器数据执行的物体检测的结果以及基于所述第二传

感器数据执行的物体检测的结果，估计和预测作为追踪对象的对象物的状态；以及

[0248] 检测精度控制器，其基于根据基于第一传感器数据执行的物体检测的结果以及基

于第二传感器数据执行的物体检测的结果而预测的对象物的状态来设置高分辨率范围，所

述高分辨率范围是执行物体检测的精度比其他范围更高的范围；以及

[0249] 移动控制器，其基于根据基于第一传感器数据执行的物体检测的结果以及基于第
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二传感器数据执行的物体检测的结果而估计的对象物的状态来控制移动体的移动。

[0250] 注意，本文描述的效果不是限制性的，而仅仅是说明性的，并且可以提供其他效

果。

[0251] 附图标记列表

[0252] 10  车辆

[0253] 100  车控制系统

[0254] 102、102A、102B  数据获取部

[0255] 107  传动系控制器

[0256] 108  传动系系统

[0257] 135  移动控制器

[0258] 141、141A、141B  车外信息检测器

[0259] 201  相机

[0260] 202  毫米波雷达

[0261] 211  信息处理器

[0262] 221  信号处理器

[0263] 222  物体检测器

[0264] 223  追踪处理器

[0265] 231、232  信号处理器

[0266] 241、242  物体检测器

[0267] 251  追踪部

[0268] 252  检测精度控制器

[0269] 312  图像传感器

[0270] 314  数量减少部

[0271] 316  切出部

[0272] 401  LiDAR

[0273] 411  信息处理器

[0274] 421  信号处理器

[0275] 422  物体检测器

[0276] 423  追踪处理器

[0277] 431  信号处理器

[0278] 441  物体检测器

[0279] 451  追踪部

[0280] 452  检测精度控制器
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图3
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图4
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