Methods, systems, apparatus, including computer programs encoded on computer storage medium, to facilitate language independent-speaker verification. In one aspect, a method includes actions of receiving, by a user device, audio data representing an utterance of a user. Other actions may include providing, to a neural network stored on the user device, input data derived from the audio data and a language identifier. The neural network may be trained using speech data representing speech in different languages or dialects. The method may include additional actions of generating, based on output of the neural network produced in response to receiving the set of input data, a speaker representation and determining, based on the speaker representation and a second representation, that the utterance is an utterance of the user. The method may provide the user with access to the user device based on determining that the utterance is an utterance of the user.
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SPEAKER VERIFICATION

TECHNICAL FIELD

[0001] This specification generally relates to speaker verification.

BACKGROUND

[0002] Voice authentication provides an easy way for a user of a user device to gain access to a user device. Voice authentication allows a user to unlock, and access, the user’s device without remembering or typing in a passcode. However, the existence of multiple different languages, dialects, accents, and the like presents certain challenges in the field of voice authentication.

SUMMARY

[0003] In one implementation, a speaker verification model is used that facilitates speaker verification regardless of the speaker’s language, dialect, or accent. The speaker verification model may be based on a neural network. The neural network may be trained using inputs that include an utterance and a language identifier. Once trained, activations produced in response to receiving the input vector, a speaker representation indicative of characteristics of the voice of the user.

[0004] According to one implementation, the subject matter of this specification may be embodied in a method to facilitate language-independent speaker verification. The method may include the actions of: receiving, by a user device, audio data representing an utterance of a user; determining a language identifier associated with the user device; providing, to a neural network stored on the user device, a set of input data derived from the audio data and the determined language identifier, the neural network having parameters trained using speech data representing speech in different languages and different dialects; generating, based on output of the neural network produced in response to receiving the set of input data, a speaker representation indicative of characteristics of the voice of the user; determining, based on the speaker representation and a second representation, that the utterance is an utterance of the user; and providing the user access to the user device based on determining that the utterance is an utterance of the user.

[0005] Other versions include corresponding systems, apparatus, and computer programs to perform the actions of methods, encoded on computer storage devices.

[0006] These and other versions may optionally include one or more of the following features. For instance, in some implementations, the set of input data derived from the audio data and the determined language identifier includes a first vector that is derived from the audio data and a second vector that is derived from the determined language identifier.

[0007] In some implementations, the method may include generating an input vector by concatenating the first vector and the second vector into a single concatenated vector, providing, to the neural network, the generated input vector, and generating, based on output of the neural network produced in response to receiving the input vector, a speaker representation indicative of characteristics of the voice of the user.

[0008] In some implementations, the method may include generating an input vector by concatenating the outputs of at least two other neural networks that respectively generate outputs based on (i) the first vector, (ii) the second vector, or (iii) both the first vector and the second vector, providing, to the neural network, the generated input vector, and generating, based on output of the neural network produced in response to receiving the input vector, a speaker representation indicative of characteristics of the voice of the user.

[0009] In some implementations, the method may include generating an input vector based on the first vector and a weighted sum of the second vector, providing, to the neural network, the generated input vector, and generating, based on output of the neural network produced in response to receiving the input vector, a speaker representation indicative of characteristics of the voice of the user.

[0010] In some implementations, the output of the neural network produced in response to receiving the set of input data includes a set of activations generated by a hidden layer of the neural network.

[0011] In some implementations, determining, based on the speaker representation and a second representation, that the utterance is an utterance of the user may include determining a distance between the first representation and the second representation.

[0012] In some implementations, the method may include providing the user access to the user device based on determining that the utterance is an utterance of the user includes unlocking the user device.

[0013] Other implementations of the subject matter described by this specification include a method for language-independent speaker verification that include receiving, by a mobile device that implements a language-independent speaker verification model configured to determine whether received audio data likely includes an utterance of one of multiple language-specific hotwords, (i) particular audio data corresponding to a particular utterance of a user, and (ii) data indicating a particular language spoken by the user, and in response to receiving (i) particular audio data corresponding to a particular utterance of a user, and (ii) data indicating a particular language spoken by the user, providing, for output, an indication that the language-independent speaker verification model has determined that the particular audio data likely includes the utterance of a hotword designated for the particular language spoken by the user.

[0014] These and other versions may optionally include one or more of the following features. For instance, in one implementation, providing, for output, the indication may include providing access to a resource of the mobile device. Alternatively, or in addition, providing, for output, the indication may include unlocking the mobile device. Alternatively, or in addition, providing, for output, the indication may include waking up the mobile device from a low-power state. Alternatively, or in addition, providing, for output, the indication comprises providing an indication that language-independent speaker verification model has determined that the particular audio data includes the utterance of a particular user associated with the mobile device.

[0015] In some implementations, the language-independent speaker verification model may include a neural network trained without using utterances of the user.
The subject matter of this specification provides multiple advantages over conventional methods. For instance, the subject matter of the present application provides a speaker verification model that can be easily distributed. Since the speaker verification model is language, dialect, and accent independent, the same speaker verification model can be widely distributed to user devices. This is exceedingly more efficient than providing different speaker verification models to different devices based on the language of the device user. Alternatively, it avoids the need to deploy multiple speaker verification models to the same device, of which the user can select one.

The speaker verification model provided by the present application demonstrates improved accuracy when using the same model to perform speaker verification independent of speaker language, dialect, or accent. For instance, variations in language, dialect, or accent can result in a particular user pronouncing a predetermined hotword in a different way than other users. This pronunciation difference can cause accuracy problems in conventional systems. The speaker verification model of the present disclosure improves upon this weakness of conventional systems.

The speaker verification model provided by the present application also provides ease of updating. For instance, a newly trained model can easily be deployed as part of a routine software update to a user device's operating system. Such updated speaker verification models may be easily trained to account for new languages, dialects, and/or accents as they arise. Alternatively, updates may be created for an existing version of the speaker verification model based on known languages, dialects, and/or accents. Such updated speaker verification models can be universally deployed, without the need to provide particular speaker verification models to specific devices in specific geographic regions.

The details of one or more embodiments of the subject matter described in this specification are set forth in the accompanying drawings and the description below. Other features, aspects, and advantages of the subject matter will become apparent from the description, the drawings, and the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows a contextual diagram of an example of a system for using a language-independent speaker verification model to perform speaker verification.

FIG. 2 is an example of a system for training a language-independent speaker verification model.

FIG. 3 is an example of a conceptual representation of a plurality of respective language identification vectors.

FIG. 4 is an example of a system that performs language-independent speaker verification.

FIG. 5 is a flowchart of a process for performing language-independent speaker verification.

DETAILED DESCRIPTION

In some implementations, a system provides a language-independent speaker verification model, which can be a model based on a neural network, to a user device. The language-independent speaker verification model is trained, prior to installation on the user device, based on training data that includes (i) utterances from multiple different users and (ii) vectors indicating languages or locations corresponding to the respective utterances. Once installed on the user device, the language-independent speaker verification model may be used to verify the identity of a user of the user device without subsequent training of the language-independent speaker verification model. While the user device may obtain and use utterances of the user to enroll the user, the model itself does not need to be trained based on any utterances of the user of the user device.

As used herein, a “language-independent” speaker verification model refers to a single model that can be used to accurately verify the identities of speakers that speak different languages or dialects. That is, the model is not dependent on or limited to speech being in a specific single language. As a result, rather than using different models for different languages, dialects, or accents, a single language-independent model can be used. In some implementations, a text-dependent model trained to identify a speaker based on an utterance of a specific word or phrase, e.g., a predetermined hotword or attention word. A language-independent model may be trained to distinguish speakers of different languages based on a single hotword, or on different hotwords for different languages or locations. Even when the same hotword is used in different languages or locations, users having different languages, dialects, accents, or locations may pronounce the hotword differently.

The system 100 includes a user device 110, a network 130, a server 140, a neural network 150, and a speaker verification model 180.

The system 100 includes a server 140 that stores a neural network 150. The neural network 150 has been trained using speech data representing speech samples in different languages, different dialects, or both. The server 140 generates a speaker verification model 180 based on the neural network 150. Then, server 150 transmits a copy of the speaker verification model 180 through a network 130 to a first user device 110 and to a second user device 120. A copy of the speaker verification model 180 is then stored on each respective user device 110, 120.

A user, e.g., “Joe” may attempt to gain access to the user device 110 using voice authentication. For instance, Joe may utter a predetermined hotword 105 or phrase, such as “Ok Google” in English. The audio 105 corresponding to the predetermined utterance may be detected by a microphone 111 of the user device 110. The user device 110 may generate a first input to the stored speaker verification model 180 that is derived from the audio 105 detected by the microphone 111. In addition, the user device 110 may derive
a second input to the stored speaker verification model 180 based on the determination that Joe uttered the hotword 105a, or phrase, in the English language. The user device 110 may determine that Joe uttered the hotword 105a, or phrase, in the English language by obtaining a language setting of the device. The speaker verification model 180 stored on Joe’s user device 110 may then generate, based on processing the first input derived from the audio 105b and the second input derived from Joe’s use of the English language, a voiceprint for Joe. Based on an analysis of the generated voiceprint, the user device 110 may determine that Joe is authorized to access the device 110. In response to determining that Joe is authorized to access user device 110, the user device 110 can initiate processing that unlocks user device 110. In some instances, the user device 110 may display a message on the graphical user interface 112 that recites, for example, “Speaker Identity Verified” 113. Alternatively, or in addition, when the user device 110 is unlocked, a speaker of the user device 110 may output an audio greeting 115 that recites “Welcome Joe.”

[0030] In the example of FIG. 1, another user, e.g., “Wang,” has a user device 120 that also stores a copy of the same speaker verification model 180. Wang, fluent speaker of the Chinese language, may attempt to gain access to the user device 120 using voice authentication. For instance, Wang may utter a predetermined hotword 115a or phrase, such as “Nǐ hǎo Android” in Chinese (roughly translated as “Hello Android” in English). The audio 115b corresponding to the predetermined utterance may be detected by a microphone 121 of the user device 120. In addition, the user device 120 may derive a second input to the stored speaker verification model 180 based on the determination that Wang uttered the hotword 115a, or phrase, in the Chinese language. The user device 120 may determine that Joe uttered the hotword 115a, or phrase, in the Chinese language by obtaining a language setting of the device. The speaker verification model 180 stored on Wang’s user device 120 may then generate, based on processing the first input derived from the audio 115b and the second input derived from Wang’s use of the Chinese language, a voiceprint for Wang. Based on an analysis of the generated voiceprint, the user device 120 may determine that Wang is authorized to access the device 120. In response to determining that Wang is authorized to access user device 120, the user device 120 can initiate processing that unlocks user device 120. In some instances, the user device 120 may display a message on the graphical user interface 122 that recites, for example, “Shū hūazhē de shenfēn yānzhièng” 123 (roughly translated as “Speaker Identity Verified” in English). Alternatively, or in addition, when the user device 120 is unlocked, a speaker of the user device 120 may output an audio greeting 125 that recites “Huányíng Wang” (roughly translated as “Welcome Wang” in English).

[0031] As shown in the example of FIG. 1, a single text-dependent speaker recognition model 180 can be configured to use different predetermined hotwords for different languages or locations. In addition, or as an alternative, the model 180 can use the same hotword for multiple languages or locations, but the model 180 can generate speaker representations with respect to different variations of the hotword’s pronunciation, e.g., due to different languages or regional accents. As discussed below, the model 180 can fine-tune the verification process by inputting an identifier for a language or location to a neural network of the model 180 along with audio information.

[0032] FIG. 2 is an example of a system 200 for training a language-independent speaker verification model 280. The system 200 includes a user device 210, a network 230, a server 240, and a neural network 250. In general, the training of the language-independent speaker verification model 280 occurs via processing that occurs on server 240, before the model 280 is distributed to the user device 210 and used to perform speaker recognition. Such training does not require user device 210 to be connected to network 230.

[0033] Before training can begin, server 240 obtains a set of training utterances 210a and 210b. The training utterances may include one or more speech samples that were each respectively uttered by multiple different training speakers, recorded, and stored in a training utterances repository made available to server 240. Each training utterance 210a, 210b may include at least a portion of the audio signal that results when a user utters the training utterance.

[0034] To facilitate voice authentication, the neural network 250 may be trained using training utterances that correspond to a predetermined hotword that can be uttered by a user of user device 210 during voice authentication. The training utterances may include utterances from multiple different users who each utter the same hotword in a different language, different dialect, different accent, or the like. In one implementation, multiple sets of training data may be used to train the neural network 250 with each training data set corresponding to a particular keyword utterance in a particular language, dialect, accent, or the like. For instance, a single neural network 250 may be trained with a set of training utterances from multiple different users uttering “Ok Google” in U.S. English, and another set of training data with multiple different users uttering “Ok Google” in British English. In one implementation, the single neural network 250 may similarly be trained with other training data sets that include the hotword “Ok Google” being uttered in different languages, different dialects, different accents, or the like until the neural network 250 has been trained for all known languages, dialects, accents, or the like. Alternatively, the single neural network 250 may be similarly trained with other training data sets that include the hotword “Ok Google” being uttered in different languages, different dialects, different accents, or the like until the neural network 250 has been trained for all known languages, dialects, accents, or the like in the regions where a speaker verification model based on the neural network 250 will be deployed. As used herein, a hotword can be a single word or a phrase that includes multiple words. In some implementations, the hotword for each language is fixed during training of the model, so that each user using the model in a particular location uses the same hotword.

[0035] The audio signals corresponding to the uttered training phrases may be captured and recorded. Though the examples of training utterances corresponding to a predetermined hotword, provided here include “Ok Google” and “Nǐ hǎo Android,” the present disclosure need not be so limited. Instead, training utterances corresponding to any predetermined hotword, in any language or any dialect can be used to train the neural network 250. In addition, it is contemplated that the neural network 250 can be easily trained to accommodate all known languages, dialects, accents, or the like.
In some instances, a training speaker may be requested to utter, and record, the same training phrase multiple times in order to generate multiple different training utterances for the same training word or phrase. Training utterances may be obtained, in this manner, using multiple different speakers uttering the training word or phrase in multiple different languages, multiple different dialects, or the like. Once the training utterances 210a, 210b are obtained, the system 200 may derive 212a, 212b a respective feature vector for each training utterance that corresponds to the acoustic features of the related training utterance. The respective feature vector for each training utterance may include, for example, an N-by-1 vector that is derived from the training utterance and corresponds to acoustic features of the utterance. An N-by-1 vector may be conceptually modeled using a single column of N values. In one implementation, each of the N values in the N-by-1 vector may include a value of either “0” or “1.”

The system 200 may also obtain multiple different language IDs 215a, 215b. Language IDs may include data that identifies a particular language. In one implementation, the language ID may include a one-hot language vector. Such one-hot language vectors may include a N-by-1 vector where only one feature of the language vector is activated. A particular feature of a language vector may be activated by, for example, setting the feature to a value of “1.” Similarly, for any given one-hot language vector, all other features of the one-hot language vector will be deactivated. A feature of a language vector may be deactivated by, for example, setting the feature to “0.”

FIG. 3 is an example of a conceptual representation of a plurality of one-hot language vectors 305, 310, 315, 320. In each one-hot language vector 305, 310, 315, 320, only one feature has been activated, while all other features are deactivated. System 200 may associated each one-hot language vector 305, 310, 315, 320 with a particular language. For instance, system 200 may determine that a one-hot language vector with the first feature of the language vector activated such as the case with respect to language identification vector 305 may be associated with the “English” language. Similarly, system 200 may determine that a one-hot language vector 310 with the second feature of the vector activated such as the case with respect to language identification vector 310 may be associated with the “Chinese” language. Similar language associations may be made between the language identification vectors 315 and 320 and other languages.

Training of the speaker verification model 280 may begin by providing sets of training data to the neural network 250. In one implementation, neural network 250 may be trained using a pair-wise training technique. For instance, a first set of training data 213a is input into the neural network 250 that includes a training utterance vector 214a and a second input that includes a language ID 215a. The language ID 215a may include, for example, a one-hot language vector that identifies the language or dialect used by the training speaker that provided the training utterance 210a from which the training utterance vector 214a was derived. The neural network 250 processes the first set of training data 213a and generates an output 260a. Subsequently, a second set of training data 213b is input into the neural network 250. The neural network 250 processes the second set of training data 213b and generates an output 260b. The outputs 260a, 260b are then compared using a comparator 270. The comparator 270 analyzes the outputs 260a, 260b to determine whether the training vectors 214a, 214b were derived from training utterances 210a, 210b that were uttered by the same speaker. In one implementation, the comparison module 440 may determine whether the training vectors 214a, 214b were derived from training utterances 210a, 210b that were uttered by the same speaker by calculating the distance between the outputs 260a, 260b. Such a distance may be calculated, for example, using the cosine similarity.

The output 272 of the comparison module provides an indication of whether the training utterances 210a, 210b were uttered by the same speaker. In one implementation, for example, the output 272 may be a binary value that is comprised of either a ‘0’ or a ‘1.’ In such an implementation, a ‘0’ may indicate that the utterances were not from the same speaker. On the other hand, a ‘1’ may indicate that the utterance were from the same speaker. Alternatively, the output 272 may be a value that can be mapped to a binary value such as a ‘0’ or a ‘1.’ For instance, the output 272 may include a probability that is indicative of whether the training utterances 210a, 210b were uttered by the same speaker. The parameters of the neural network 250 may then be adjusted based on the output 272 of the comparison module 270. In some implementations, the parameters of the neural network 250 may be adjusted automatically based on output 272. Alternatively, in some implementations, one or more parameters of the neural network may be adjusted manually based on the output 272. Multiple sets of training data may be processed in this manner until a comparison of the two outputs 260a, 260b consistently indicates whether a pair of training vectors such as 214a, 214b were derived from utterances 210a, 210b that were uttered by the same speaker.

The neural network 250 may include an input layer 252 for inputting a sets of training data, multiple hidden layers 254a, 254b, 254c for processing the sets of training data, and an output layer 256 for providing output. Each hidden layer 254a, 254b, 254c may include one or more weights or other parameters. The weights or other parameters of each respective hidden layer 254a, 254b, 254c may be adjusted so that the trained neural network produces the desired target vector corresponding to each set of training data. The output of each hidden layer 254a, 254b, 254c may generate a M-by-1 activation vector. The output of the last hidden layer such as 254c may be provided to the output layer 256, which performs additional computations of the received activation vector in order to generate a neural network output. Once the neural network 250 reaches a desired level of performance the neural network 250 may designated as a trained neural network. For example, the neural network 250 may be trained until the network 250 can distinguish between speech of different speakers, and identify matches between speech of the same speaker, with less than a maximum error rate.

A set of training data such as 213a that includes a training utterance vector 214a and a language ID 215a may be pre-processed before being provided as a training input to a neural network 250 in a variety of different ways. For instance, the training utterance vector 214a and the language ID 215a such as one-hot language vector may be concatenated. In such instances, the concatenated vector may be provided as the input to the neural network 250 during training. Alternatively, the system 200 may generate the input to the neural network 250 by concatenating the outputs
...of at least two other neural networks that have respectively generated outputs based on each respective neural network’s processing of the training utterance vector 214a, the one-hot language vector, or both the training utterance vector 214a and the one-hot language vector. In such instances, the concatenated output of the two or more other neural networks may be used to train the neural network 250. Alternatively, the system 200 may generate an input vector based on the one-hot language vector and the concatenated output of one or more other neural networks. Other methods of generating a set of training data may be used based on the training utterance vector 214a and a one-hot language vector can be used.

[0043] A portion 258 of the neural network 250 may obtain once the neural network 250 is designated as trained, and used to generate a speaker verification model 280. The portion 258 of the neural network 250 may include the input layer 252 of the neural network 250 and one or more hidden layers of the neural network 254a. In some implementations, however, the obtained portion of the neural network 250 does not include the output layer 256. Once trained, the neural network 250 is capable of produced an activation vector as an output of the last hidden layer of the obtained portion 258 that can be used as a voiceprint for speaker. The voiceprint may be used by a user device to verify the identity of a person who provides an utterance of a hotword to the user device 210.

[0044] The server 240 transmits a copy of the speaker verification model 280 through a network 230 to one or more respective user devices such as user device 210. A copy of the speaker verification model 280 is then stored on each respective user device 210, and can be used to facilitate language-independent speaker identity verification. As another example, the speaker verification model 280 may be pre-installed on the user device 210, e.g., with an operating system of the user device 210.

[0045] FIG. 4 is an example of a system 400 that performs language-independent speaker identity verification. The system 400 includes a user device 210, a speaker verification module 280, a comparison module 440, and a verification module 450.

[0046] In the example shown in FIG. 4, a user 402 attempts to access a user device 210 using voice verification. The user device 210 that has previously received, and stored, a speaker verification model 280 provided by the server 240 via network 230. To access the user device 210 using voice verification, the user 402 utters a predetermined hotword 410a, or phrase, such as “Ok Google.” The audio 410b corresponding to the predetermined hotword 410a, or phrase, “Ok Google” is detected by a microphone 211 of the user device 210. The user device 410b may derive 413 an acoustic feature vector from the audio 410b that represents to the acoustic features of audio 410b.

[0047] In addition, the system 400 may obtain a language ID 415 that is stored in a language ID storage area of the user device 210. A language ID may include data that identifies a particular language or dialect associated with the user. In one implementation, the language ID may include a one-hot language vector. The language ID 415 that is stored on any particular user device 210 may be set to a particular language ID from a set of multiple different language IDs corresponding to known languages and dialects in any number of different ways. For instance, a user may select a particular language or dialect when powering on, and configuring, the user device 210 for the first time after purchase of the user device 210. A corresponding language ID may be selected, and stored in the user device 210, based on the particular language or dialect selected by the user. Alternatively, or in addition, a particular language ID may be selected, and stored in the user device 210, based on the location of the device. For instance, a user device 210 may establish a default setting for the language ID based on the location where the device was first activated, current location of the device, or the like. Alternatively, or in addition, the user device 210 may dynamically detect a particular language or dialect associated with a user based on speech samples obtained from the user. The dynamic detection of the particular language or dialect associated with the user may be determined, for example, when the user utters the predetermined hotword, during speech authentication. In such instances, a corresponding language ID may be selected, and stored on the user device 210, based on the language or dialect detected from the user’s speech samples. Alternatively, or in addition, the user may modify a language or dialect setting associated the user device 210 in order to select a particular language or dialect at any time. In such instances, a corresponding language ID may be selected, and stored on the user device 210, based on the user’s modification of the user device 210 language or dialect settings.

[0049] The acoustic feature vector 414 and the language ID 415 may be provided as an input to the speech verification model 280 that is based on at least portion of the trained neural network 250. For instance, the speech verification model 280 may include one or more layers of the trained neural network 250 such as, for example, the input layer 252 and one or more hidden layers 254a, 254b, 254c. In one implementation, however, the speech verification model 280 does not utilize the output layer 256 of the neural network 250.

[0050] The acoustic feature vector 414 and the language ID 415 can be provided as input to the speech verification model 280 in a variety of different ways. For instance, the acoustic feature vector 414 and the language ID 415 such as one-hot language vector may be concatenated. In such instances, the concatenated vector may be provided as input to the speech verification model. Alternatively, the system 400 may concatenate the outputs of at least two other neural networks that have respectively generated outputs based on each respective neural network’s processing of the acoustic feature vector 414, the language ID 415 such as a one-hot language vector, or both the acoustic feature vector 414 and the language ID 415. In such instances, the concatenated output of the two or more other neural networks may be provided to the speech verification model 280. Alternatively, the system 400 may generate an input vector based on the acoustic feature vector 414 and a weighted sum of a one-hot language vector being used as a language ID 415. Other methods of generating input data to the speech verification model 280 based on the acoustic feature vector 414 and language ID 415 can be used.

[0051] The speech verification model’s 280 processing of the provided input data based on the acoustic feature vector 414 and the language ID 415 may result in the generation of a set of activations at one or more hidden layers of the speech verification model’s 280 neural network. For instance, the speech verification models’ 280 processing of the provided input can result in a set of activations being generated at a first hidden layer 254a, a second hidden layer 255b, a third hidden layer 254c, or the like. In one imple-
mentation, the system 400 may obtain the activations output by the final hidden layer 254c of the speech verification model’s 280 neural network. The activations output by the final hidden layer 254c may be used to generate a speaker vector 420. This speaker vector 420 provides a representation that is indicative of characteristics of the voice of the user. This speaker vector may be referred to as a voiceprint. The voiceprint can be used to uniquely verify the identity of a speaker based on the characteristics of the user’s voice.

A comparison module 440 may be configured to receive the speaker vector 420 and a reference vector 430. The reference vector 430 may be a vector that has been derived from a previous user utterance captured by the device, e.g., an utterance provided during enrollment of the user with the device. For instance, at some point in time prior to the user’s 402 use of system 400 to unlock the user device 210 using voice authentication, the user 402 may utter phrase such as “Ok Google” one, or multiple times. The user device 210 can then derive reference feature vector 430 from the audio signals that correspond to at least one of the uttered phrases captured at some point in time prior to the user’s 402 use of system 400 to unlock the user device 210 using voice authentication. The reference vector 430 may provide a baseline representation of the characteristics of the user’s 402 voice that the generated voiceprint can be compared to. In one implementation, the reference vector 430 may be generated based on the user’s 402 utterance of a predetermined hotword, which can be uttered to unlock the phone during voice authorization.

The comparison module 440 may determine the level of similarity between the speaker vector 420 and the reference vector 430. In one implementation, the comparison module 440 can calculate a similarity measure between the speaker vector 420 and the reference vector 430. In some instances, the comparison module 440 can determine whether the similarity measure between the speaker vector 420 and the reference vector 430 exceeds a predetermined threshold. In those instances where the similarity measure exceeds the predetermined threshold, the comparison module 440 may provide output data to the verification module 450 indicating that the similarity measure exceeds the predetermined threshold. Alternatively, the comparison module 440 may determine that the similarity measure does not exceed the predetermined threshold. In such instances, the comparison module 440 may provide output data to the verification module 450 indicating that the similarity measure did not exceed the predetermined threshold.

In some implementations, the similarity measure between the speaker vector 420 and the reference vector 430 may be calculated based on a distance between the speaker vector 420 and the reference vector 430. The comparison module 440 may be configured to determine the distance between the speaker vector 420 and the reference vector 430. In one implementation, the distance between the speaker vector 420 and the reference vector 430 may be determined, for example, using a cosine function. The cosine function can determine the distance between the speaker vector 420 and the reference vector 430 by measuring the angle between the two vectors.

The verification module 450 receives and interprets the output data that the verification module 450 receives from the comparison module 440. Based on the output data received from the comparison module 440, the verification module may determine whether the user 402 that uttered phrase 410a from which the speaker vector 420 was derived is the same user who previously uttered the phrase from which the reference vector 430 was derived. If it is determined that the user 402 that uttered the phrase 410a from which the speaker vector 420 was derived is the same user who previously uttered the phrase from which the reference vector 430 was derived, the verification module 450 may instruct an application executing on user device 210 to provide user 402 with access to the device 420. Alternatively, or in addition, upon a determination that the user 402 that uttered the phrase 410a from which the speaker vector 420 was derived is the same user who previously uttered the phrase from which the reference vector 420 was derived, the verification module 450 may provide access to a particular resource on the device, unlock the device, wake the device up from a low power state, or the like.

The verification module 450 may determine, based on the output data from the comparison module 440, that the user who uttered the phrase 410a is the same user who uttered the phrase from which the reference vector 430 was derived if the output data from the comparison module 440 indicates that the similarity measure exceeds the predetermined threshold. In such instances, the verification module may determine that the user is fully authenticated and authorized to use the user device 210. Alternatively, the verification module 450 may determine, based on the output data from the comparison module 440, that the verification module 450 cannot conclude that the user 402 who uttered the phrase 410a is the same user who uttered the reference vector 430. In such instances, the user 402 is not authenticated, and is not provided with access to the device. Instead, the system 400, user device 210, one or more other applications, or a combination thereof may provide alternative options for accessing the user device 210. For instance, the user device 210 may prompt the user 402 to enter a secret passcode.

When a user 402 has been authenticated, by determining that the user 402 who uttered the phrase 410a is the same user who uttered the phrase from which the reference vector 430 was derived, the user device 210 unlocks and may output a message 460 to the user indicating that the “Speaker’s Identity is Verified.” This message may be a text message displayed on a graphical user interface of the user device 210, an audio message output by a speaker of the user device 210, a video message displayed on the graphical user interface of the user device 210, or a combination of one or more of the aforementioned types of messages.

FIG. 5 is a flowchart of a process 500 for performing language-independent speaker identity verification. For convenience, the process 500 will be described as being performed by a system. For example, the system 400 discussed above can perform the process 500 to authenticate a user attempting to access a user device 210.

The process 500 may begin when a user device 210 receives 510 a request to perform voice authentication from a user of the device. In some implementations, the user may have to select a button on the user device, perform a gesture on the user interface of the user device, perform a gesture in the air in the line of sight of a camera of the user device, or the like in order to instruct the phone to initiate voice authentication of the user. In such instances, after the instruction to initiate voice authentication is received, the
user may utter a predetermined hotword, in any language or dialect that can be used to verify the identity of the user. Alternatively, or in addition, the user device 210 may use a microphone to passively “listen” for the detection of a predetermined uttered hotword, in any language or dialect that may be used to initiate voice authentication of the user. A predetermined hotword, may include, for example “Hello Phone,” “Ok Google,” “Nháu Android,” or the like. In some implementations, there is a single fixed hotword for all users in a particular location or all users that speak a particular language.

[0060] The process can continue at 520 when the system 400 obtains an utterance input by a user of the user device 210. The utterance may include, for example, a predetermined hotword, in any language or dialect that may be used to initiate voice authentication of the user. The system 400 may derive an acoustic feature vector from the audio signals corresponding to the obtained utterance.

[0061] The system 400 can determine 530 a language identifier associated with the user device 210. A language identifier may include data that identifies a particular language or dialect associated with the user. In one implementation, the language identifier may include a one-hot language vector. The language identifier that is stored on any particular user device 210 may be set to a particular language identifier from a pool of multiple different language identifiers corresponding to known languages and dialects in any number of different ways, for example, as described above. However, subject matter of the present specification is not limited to only currently known languages or dialects. For instance, the speaker verification model can be trained to accommodate new languages, dialects, or accents. When a speaker verification model is re-trained, mappings between languages or locations and identifiers may be adjusted, e.g., to add new locations or languages.

[0062] The system 400 may provide 540 input data to the speaker verification model based on the acoustic feature vector and the language identifier. The input may be provided to the speaker verification model in a variety of different ways. For instance, the acoustic feature vector and the language identifier such as one-hot language vector may be concatenated. In such instances, the concatenated vector may be provided as input to the speech verification model. Alternatively, the system 400 may concatenate the outputs of at least two other neural networks that have respectively generated outputs based on each respective neural network’s processing of the acoustic feature vector, the language identifier such as a one-hot language vector, or both the acoustic feature vector and the language identifier. In such instances, the concatenated output of the two or more other neural networks may be provided to the speech verification model. Alternatively, the system 400 may generate an input vector based the acoustic feature vector and a weighted sum of a one-hot language vector being used as a language identifier. Other methods of generating input data to the speech verification model 280 based on the acoustic feature vector and language identifier may be used.

[0063] The system 400 may generate a speaker representation based on the input provided in 540. For instance, the speaker verification model may include a neural network that processes the input provided in 540 and generates a set of activations at one or more hidden layers. The speaker representation may then be derived from a particular of set of activations obtained from at least one hidden layer of the neural network. In one implementation, the activations may be obtained from the last hidden layer of the neural network. The speaker representation may include a feature vector that is indicative of characteristics of the voice of the user.

[0064] At 560, the system 400 may determine whether the speaker of the utterance obtained in stage 520 can access the user device 210. This determination may be based on, for example, a comparison of the speaker representation to a reference representation. The reference may be a feature vector that was derived from a user utterance input into the user device 210 at some point in time prior to the user requesting to access the user device using voice authentication. The comparison of the speaker representation to the reference representation may result in the determination of a similarity measure that is indicative of the similarity between the speaker representation and the reference representation. The similarity measure may include a distance between the speaker representation and the reference representation. In one implementation, the distance may be calculated using a cosine function. If it is determined that the similarity measure exceeds a predetermined threshold, the system 400 may determine to provide 570 the user with access to the user device 210.

[0065] Embodiments of the subject matter, the functional operations and the processes described in this specification can be implemented in digital electronic circuitry, in tangible-embodied computer software or firmware, in computer hardware, including the structures disclosed in this specification and subject matter of the present specification, their structural equivalents, and in combinations of one or more of them. Embodiments of the subject matter described in this specification can be implemented as one or more computer programs, i.e., one or more modules of computer program instructions encoded on a tangible non-volatile program carrier for execution by, or to control the operation of, data processing apparatus. Alternatively or in addition, the program instructions can be encoded on an artificially generated propagated signal, e.g., a machine-generated electrical, optical, or electromagnetic signal that is generated to encode information for transmission to suitable receiver apparatus for execution by a data processing apparatus. The computer storage medium can be a machine-readable storage device, a machine-readable storage substrate, a random or serial access memory device, or a combination of one or more of them.

[0066] The term “data processing apparatus” encompasses all kinds of apparatus, devices, and machines for processing data, including by way of example a programmable processor, a computer, or multiple processors or computers. The apparatus can include special purpose logic circuitry, e.g., an FPGA (field programmable gate array) or an ASIC (application specific integrated circuit). The apparatus can also include, in addition to hardware, code that creates an execution environment for the computer program in question, e.g., code that constitutes processor firmware, a protocol stack, a database management system, an operating system, or a combination of one or more of them.

[0067] A computer program (which may also be referred to or described as a program, software, a software application, a module, a software module, a script, or code) can be written in any form of programming language, including compiled or interpreted languages, or declarative or procedural languages, and it can be deployed in any form, including as a standalone program or as a module, component, subroutine, or other unit suitable for use in a computing
environment. A computer program may, but need not, correspond to a file in a file system. A program can be stored in a portion of a file that holds other programs or data (e.g., one or more scripts stored in a markup language document), in a single file dedicated to the program in question, or in multiple coordinated files (e.g., files that store one or more modules, sub programs, or portions of code). A computer program can be deployed to be executed on one computer or on multiple computers that are located at one site or distributed across multiple sites and interconnected by a communication network.

[0068] The processes and logic flows described in this specification can be performed by one or more programmable computers executing one or more computer programs to perform functions by operating on input data and generating output. The processes and logic flows can also be performed by, and apparatus can also be implemented as, special purpose logic circuitry, e.g., an FPGA (field programmable gate array) or an ASIC (application specific integrated circuit).

[0069] Computers suitable for the execution of a computer program include, by way of example, can be based on general or special purpose microprocessors or both, or any other kind of central processing unit. Generally, a central processing unit will receive instructions and data from a read-only memory or a random access memory or both. The essential elements of a computer are a central processing unit for performing or executing instructions and one or more memory devices for storing instructions and data. Generally, a computer will also include, or be operatively coupled to receive data from or transfer data to, or both, one or more mass storage devices for storing data, e.g., magnetic, magneto optical disks, or optical disks. However, a computer need not have such devices. Moreover, a computer can be embedded in another device, e.g., a mobile telephone, a personal digital assistant (PDA), a mobile audio or video player, a game console, a Global Positioning System (GPS) receiver, or a portable storage device (e.g., a universal serial bus (USB) flash drive), to name just a few.

[0070] Computer readable media suitable for storing computer program instructions and data include all forms of nonvolatile memory, media and memory devices, including by way of example semiconductor memory devices, e.g., EPROM, EEPROM, and flash memory devices; magnetic disks, e.g., internal hard disks or removable disks; magneto optical disks; and CD-ROM and DVD-ROM disks. The processor and the memory can be supplemented by, or incorporated in, special purpose logic circuitry.

[0071] To provide for interaction with a user, embodiments of the subject matter described in this specification can be implemented on a computer having a display device, e.g., a CRT (cathode ray tube) or LCD (liquid crystal display) monitor, for displaying information to the user and a keyboard and a pointing device, e.g., a mouse or a trackball, by which the user can provide input to the computer. Other kinds of devices can be used to provide for interaction with a user as well; for example, feedback provided to the user can be any form of sensory feedback, e.g., visual feedback, auditory feedback, or tactile feedback; and input from the user can be received in any form, including acoustic, speech, or tactile input. In addition, a computer can interact with a user by sending documents to and receiving documents from a device that is used by the user; for example, by sending web pages to a web browser on a user's user device in response to requests received from the web browser.

[0072] Embodiments of the subject matter described in this specification can be implemented in a computing system that includes a back end component, e.g., as a data server, or that includes a middleware component, e.g., an application server, or that includes a front end component, e.g., a client computer having a graphical user interface or a Web browser through which a user can interact with an implementation of the subject matter described in this specification, or any combination of one or more such back end, middleware, or front end components. The components of the system can be interconnected by any form or medium of digital data communication, e.g., a communication network. Examples of communication networks include a local area network ("LAN") and a wide area network ("WAN"), e.g., the Internet.

[0073] The computing system can include clients and servers. A client and server are generally remote from each other and typically interact through a communication network. The relationship of client and server arises by virtue of computer programs running on the respective computers and having a client-server relationship to each other.

[0074] While this specification contains many specific implementation details, these should not be construed as limitations on the scope of what may be claimed, but rather as descriptions of features that may be specific to particular embodiments. Certain features that are described in this specification in the context of separate embodiments can also be implemented in combination in a single embodiment. Conversely, various features that are described in the context of a single embodiment can also be implemented in multiple embodiments separately or in any suitable subcombination. Moreover, although features may be described above as acting in certain combinations and even initially claimed as such, one or more features from a claimed combination can in some cases be excised from the combination, and the claimed combination may be directed to a subcombination or variation of a subcombination.

[0075] Similarly, while operations are depicted in the drawings in a particular order, this should not be understood as requiring that such operations be performed in the particular order shown or in sequential order, or that all illustrated operations be performed, to achieve desirable results. In certain circumstances, multitasking and parallel processing may be advantageous. Moreover, the separation of various system components in the embodiments described above should not be understood as requiring such separation in all embodiments, and it should be understood that the described program components and systems can generally be integrated together in a single software product or packaged into multiple software products.

[0076] Particular embodiments of the subject matter have been described. Other embodiments are within the scope of the following claims. For example, the actions recited in the claims can be performed in a different order and still achieve desirable results. As one example, the processes depicted in the accompanying figures do not necessarily require the particular order shown, or sequential order, to achieve desirable results. In certain implementations, multitasking and parallel processing may be advantageous. Other steps or stages may be provided, or steps or stages may be elimi-
nated, from the described processes. Accordingly, other implementations are within the scope of the following claims.

1. A computer-implemented method comprising:
   receiving, by a mobile device that implements a language-independent speaker verification model comprising a neural network that is stored on the mobile device and configured to determine whether received audio data likely includes an utterance of one of multiple language-specific hotwords, (i) particular audio data corresponding to a particular utterance of a user, and (ii) data indicating a particular language spoken by the user; and
   in response to receiving (i) the particular audio data corresponding to a particular utterance of a user, and (ii) the data indicating a particular language spoken by the user, providing, for output, an indication that the language-independent speaker verification model has determined that the particular audio data likely includes the utterance of a hotword designated for the particular language spoken by the user.

2. The computer-implemented method of claim 1, wherein providing, for output, the indication comprises providing access to a resource of the mobile device.

3. The computer-implemented method of claim 1, wherein providing, for output, the indication comprises unlocking the mobile device.

4. The computer-implemented method of claim 1, wherein providing, for output, the indication comprises waking up the mobile device from a low-power state.

5. The computer-implemented method of claim 1, wherein providing, for output, the indication comprises providing an indication that the language-independent speaker verification model has determined that the particular audio data includes the utterance of a particular user associated with the mobile device.

6. The computer-implemented method of claim 1, wherein the neural network of the language-independent speaker verification model is trained without using utterances of the user.

7. A method comprising:
   receiving, by a user device, audio data representing an utterance of a user;
   providing, to a language independent speaker verification model comprising a neural network stored on the user device, a set of input data derived from the audio data and a language identifier or location identifier associated with the user device, the neural network having parameters trained using speech data representing speech in different languages or dialects;
   generating, based on output of the language independent speaker verification model produced in response to receiving the set of input data, a speaker representation indicative of characteristics of the voice of the user;
   determining, based on the speaker representation and a second representation, that the utterance is an utterance of the user; and
   providing the user access to the user device based on determining that the utterance is an utterance of the user.

8. The method of claim 7, wherein the set of input data derived from the audio data and the determined language identifier includes a first vector that is derived from the audio data and a second vector that is derived from a language identifier associated with the user device.

9. The method of claim 8, further comprising:
   generating an input vector by concatenating the first vector and the second vector into a single concatenated vector;
   providing, to the language independent speaker verification model, the generated input vector; and
   generating, based on output of the language independent speaker verification model produced in response to receiving the input vector, a speaker representation indicative of characteristics of the voice of the user.

10. The method of claim 8, the method further comprising:
    generating an input vector by concatenating the outputs of at least two other neural networks that respectively generate outputs based on (i) the first vector, (ii) the second vector, or (iii) both the first vector and the second vector;
    providing, to the language independent speaker verification model, the generated input vector; and
    generating, based on output of the language independent speaker verification model produced in response to receiving the input vector, a speaker representation indicative of characteristics of the voice of the user.

11. The method of claim 8, further comprising:
    generating an input vector based on the weighted sum of the first vector and the second vector;
    providing, to the language independent speaker verification model, the generated input vector; and
    generating, based on output of the language independent speaker verification model produced in response to receiving the input vector, a speaker representation indicative of characteristics of the voice of the user.

12. The method of claim 7, wherein the output of the language independent speaker verification model produced in response to receiving the set of input data includes a set of activations generated by a hidden layer of the neural network.

13. The method of claim 7, wherein determining, based on the speaker representation and a second representation, that the utterance is an utterance of the user comprises:
    determining a distance between the first representation and the second representation.

14. The method of claim 7, wherein providing the user access to the user device based on determining that the utterance is an utterance of the user includes unlocking the user device.

15. A system comprising:
    one or more computers and one or more storage devices storing instructions that are operable, when executed by the one or more computers, to cause the one or more computers to perform operations comprising:
    receiving, by a user device, audio data representing an utterance of a user;
    providing, to a language independent speaker verification model comprising a neural network stored on the user device, a set of input data derived from the audio data and a language identifier or location identifier associated with the user device, the neural network having parameters trained using speech data representing speech in different languages or different dialects;
generating, based on output of the language independent speaker verification model produced in response to receiving the set of input data, a speaker representation indicative of characteristics of the voice of the user; determining, based on the speaker representation and a second representation, that the utterance is an utterance of the user; and providing the user access to the user device based on determining that the utterance is an utterance of the user.

16. The system of claim 15, wherein the set of input data derived from the audio data and the determined language identifier includes a first vector that is derived from the audio data and a second vector that is derived from a language identifier associated with the user device.

17. The system of claim 16, further comprising: generating an input vector by concatenating the first vector and the second vector into a single concatenated vector; providing, to the language independent speaker verification model, the generated input vector; and generating, based on output of the language independent speaker verification model produced in response to receiving the input vector, a speaker representation indicative of characteristics of the voice of the user.

18. The system of claim 16, the method further comprising: generating an input vector by concatenating the outputs of at least two other neural networks that respectively generate outputs based on (i) the first vector, (ii) the second vector, or (iii) both the first vector and the second vector; providing, to the language independent speaker verification model, the generated input vector; and generating, based on output of the language independent speaker verification model produced in response to receiving the input vector, a speaker representation indicative of characteristics of the voice of the user.

19. The system of claim 16, further comprising: generating an input vector based on the weighted sum of the first vector and the second vector; providing, to the language independent speaker verification model, the generated input vector; and generating, based on output of the language independent speaker verification model produced in response to receiving the input vector, a speaker representation indicative of characteristics of the voice of the user.

20. The system of claim 15, wherein the output of the language independent speaker verification model produced in response to receiving the set of input data includes a set of activations generated by a hidden layer of the neural network.

* * * * *