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(57)【特許請求の範囲】
【請求項１】
　端末から前記端末周囲の複数のポイントまでの距離を測定し、複数のポイントを含む平
面の方向情報である平面情報を、前記端末の方向を基準として獲得する段階と、
　方向センサによって測定された端末の方向情報、及び前記平面情報を利用して、前記平
面のノーマルベクトルを獲得する段階であって、前記平面の方向情報の基準を、前記端末
の方向から前記方向センサの基準方向に変換し、前記ノーマルベクトルを獲得する段階と
、
　前記ノーマルベクトルに基づいて、空間を限定する所定の複数の属性のうち前記平面の
属性が何であるかを決定し、前記平面に表示するオブジェクトの動きが、前記平面の決定
された属性に応じているように、前記オブジェクトのパラメータを決定する段階と、
　前記端末の表示部に、前記決定されたパラメータにより、前記オブジェクトを表示する
段階と、
　を含む拡張現実提供方法をコンピュータに実行させるコンピュータプログラム。
【請求項２】
　赤外線センサから測定された前記赤外線センサから複数のポイントまでの距離及び方向
を獲得する段階をさらに含み、
　前記平面情報を獲得する段階は、前記測定された距離及び方向を利用し、前記平面情報
を獲得することを特徴とする請求項１に記載のコンピュータプログラム。
【請求項３】
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　前記方向センサは、加速度センサ及びジャイロセンサのうち１以上を含むことを特徴と
する請求項１又は２に記載のコンピュータプログラム。
【請求項４】
　前記空間を限定する所定の複数の属性は、天井、壁、及び床を含むことを特徴とする請
求項１～３のうちの何れか１項に記載のコンピュータプログラム。
【請求項５】
　前記決定する段階は、前記属性に基づいて、前記オブジェクトの第１パラメータを決定
し、前記平面の方向情報に基づいて、前記オブジェクトの第２パラメータを決定すること
を特徴とする請求項４に記載のコンピュータプログラム。
【請求項６】
　前記決定する段階は、前記属性に基づいて、前記オブジェクトの種類を決定し、前記平
面の方向情報に基づいて、前記オブジェクトのレンダリング方向を決定し、
　前記表示する段階は、前記オブジェクトを表示するための三次元情報を、前記レンダリ
ング方向に沿って、二次元にレンダリングして表示することを特徴とする請求項４又は５
に記載のコンピュータプログラム。
【請求項７】
　前記表示する段階は、前記端末に具備されるカメラによって撮影される映像と、前記オ
ブジェクトとを重畳して表示することを特徴とする請求項１～６のうちの何れか１項に記
載のコンピュータプログラム。
【請求項８】
　前記距離は、前記端末に具備される距離センサによって測定され、
　前記カメラ及び前記距離センサは、同一方向に向けて設置されることを特徴とする請求
項７に記載のコンピュータプログラム。
【請求項９】
　前記パラメータは、前記オブジェクトの大きさ、方向、色相、及び前記オブジェクトに
適用されるアニメーションのうち少なくとも一つを含むことを特徴とする請求項１～８の
うちの何れか１項に記載のコンピュータプログラム。
【請求項１０】
　端末から前記端末周囲の複数のポイントまでの距離を測定し、複数のポイントを含む平
面の方向情報である平面情報を、前記端末の方向を基準として獲得する段階と、
　方向センサによって測定された端末の方向情報、及び前記平面情報を利用して、前記平
面のノーマルベクトルを獲得する段階であって、前記平面の方向情報の基準を、前記端末
の方向から前記方向センサの基準方向に変換し、前記ノーマルベクトルを獲得する段階と
、
　前記ノーマルベクトルに基づいて、空間を限定する所定の複数の属性のうち前記平面の
属性が何であるかを決定し、前記平面に表示するオブジェクトの動きが、前記平面の決定
された属性に応じているように、前記オブジェクトのパラメータを決定する段階と、
　前記端末の表示部に、前記決定されたパラメータにより、前記オブジェクトを表示する
段階と、を含む拡張現実提供方法。
【請求項１１】
　距離センサによって測定された端末から前記端末周囲の複数のポイントまでの距離、及
び方向センサによって測定された端末の方向情報を獲得する信号獲得部と、
　前記距離を利用し、前記複数のポイントを含む平面の方向情報である平面情報を、前記
端末の方向を基準として獲得し、前記端末の方向情報、及び前記平面情報を利用し、前記
平面のノーマルベクトルを獲得し、前記ノーマルベクトルを考慮し、前記平面に表示する
オブジェクトのパラメータを決定する演算部と、
　前記端末の表示部に、前記決定されたパラメータにより、前記オブジェクトを表示する
表示制御部と、を含み、
　前記演算部は、前記平面の方向情報の基準を前記端末の方向から前記方向センサの基準
方向に変換することにより獲得したノーマルベクトルに基づいて、空間を限定する所定の
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複数の属性のうち前記平面の属性が何であるかを決定し、前記平面に表示するオブジェク
トの動きが、前記平面の決定された属性に応じているように、前記オブジェクトのパラメ
ータを決定する、拡張現実提供装置。
【請求項１２】
　前記拡張現実提供装置は、
　加速度センサ及びジャイロセンサのうち１以上を含む前記方向センサをさらに含むこと
を特徴とする請求項１１に記載の拡張現実提供装置。
【請求項１３】
　前記空間を限定する所定の複数の属性は、天井、壁、及び床を含むことを特徴とする請
求項１１又は１２に記載の拡張現実提供装置。
【請求項１４】
　前記演算部は、前記属性に基づいて、前記オブジェクトの第１パラメータを決定し、前
記平面の方向情報に基づいて、前記オブジェクトの第２パラメータを決定することを特徴
とする請求項１３に記載の拡張現実提供装置。
【請求項１５】
　前記演算部は、前記属性に基づいて、前記オブジェクトの種類を決定し、前記平面の方
向情報に基づいて、前記オブジェクトのレンダリング方向を決定し、
　前記表示制御部は、前記オブジェクトを表示するための三次元情報を、前記レンダリン
グ方向に沿って、二次元にレンダリングして表示することを特徴とする請求項１３又は１
４に記載の拡張現実提供装置。
【請求項１６】
　前記表示制御部は、前記端末に具備されるカメラによって撮影される映像と、前記オブ
ジェクトとを重畳して表示することを特徴とする請求項１１～１５のうちの何れか１項に
記載の拡張現実提供装置。
【請求項１７】
　前記拡張現実提供装置は、
　前記カメラと、
　前記距離センサと、をさらに含み、
　前記カメラ及び前記距離センサは、同一方向に向けて設置されることを特徴とする請求
項１６に記載の拡張現実提供装置。
【請求項１８】
　前記パラメータは、前記オブジェクトの大きさ、方向、色相、及び前記オブジェクトに
適用されるアニメーションのうち少なくとも一つを含むことを特徴とする請求項１１～１
７のうちの何れか１項に記載の拡張現実提供装置。
【発明の詳細な説明】
【技術分野】
【０００１】
　本発明は、拡張現実を提供するための方法、装置及びコンピュータプログラム等に関す
る。
【背景技術】
【０００２】
　拡張現実（ＡＲ：augmented　reality）は、バーチャルリアリティ（virtual　reality
）の一分野であり、実際環境に仮想事物や情報を合成し、本来の環境に存在する事物のよ
うに見せるコンピュータグラフィック技法である。現実世界に、リアルタイムで付加情報
を有する仮想世界を合わせ、１つの映像として見せるので、混合現実（ＭＲ：mixed　rea
lity）とも言う。
【０００３】
　既存の仮想現実は、仮想の空間と事物のみを対象にしていた。しかし、該拡張現実は、
現実世界の基盤の上に、仮想の事物を合成し、現実世界だけでは得難い付加的な情報を補
強して提供することができる。
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【発明の概要】
【発明が解決しようとする課題】
【０００４】
　本発明の実施形態は、平面を認識し、平面に該当するオブジェクトを表示する拡張現実
を提供する。本発明の実施形態は、平面と端末との方向によって平面の属性を区分し、平
面の属性に該当するオブジェクトを表示する拡張現実を提供する。
【課題を解決するための手段】
【０００５】
　本発明の一実施形態によれば、コンピュータを利用し、複数のポイントに係わる距離（
distance）を利用し、前記複数のポイントを含む平面に係わる平面情報を獲得する段階と
、方向センサによって測定された端末の方向情報、及び前記平面情報を利用し、前記平面
のノーマルベクトルを獲得する段階と、前記ノーマルベクトルを考慮し、前記平面に表示
するオブジェクトのパラメータを決定する段階と、前記端末の表示部に、前記決定された
パラメータにより、前記オブジェクトを表示する段階と、を含む拡張現実提供方法を実行
させるために、コンピュータで読み取り可能な媒体に保存されたコンピュータプログラム
が開示される。
【０００６】
　本実施形態において、赤外線センサから測定された前記赤外線センサから複数のポイン
トまでの距離及び方向を獲得する段階をさらに含み、前記平面情報を獲得する段階は、前
記測定された距離及び方向を利用し、前記平面情報を獲得することができる。
【０００７】
　本実施形態において、前記平面情報は、前記端末の方向を基準にする前記平面の方向情
報であり、前記方向センサは、加速度センサ及びジャイロセンサのうち１以上を含み、前
記ノーマルベクトルを獲得する段階は、前記測定された端末の方向情報に基づいて、前記
平面の方向情報の基準を、前記端末の方向から前記方向センサの基準方向に変換し、前記
ノーマルベクトルを獲得することができる。
【０００８】
　本実施形態において、前記決定する段階は、前記ノーマルベクトルに基づいて、前記平
面の属性を決定し、前記決定された属性を考慮し、前記パラメータを決定することができ
る。
【０００９】
　本実施形態において、前記平面情報は、前記平面の方向情報であり、前記決定する段階
は、前記属性に基づいて、前記オブジェクトの第１パラメータを決定し、前記平面の方向
情報に基づいて、前記オブジェクトの第２パラメータを決定することができる。
【００１０】
　本実施形態において、前記平面情報は、前記平面の方向情報であり、前記決定する段階
は、前記属性に基づいて、前記オブジェクトの種類を決定し、前記平面の方向情報に基づ
いて、前記オブジェクトのレンダリング方向を決定し、前記表示する段階は、前記オブジ
ェクトを表示するための三次元情報を、前記レンダリング方向に沿って、二次元にレンダ
リングして表示することができる。
【００１１】
　本実施形態において、前記表示する段階は、前記端末に具備されるカメラによって撮影
される映像と、前記オブジェクトとを重畳して表示することができる。
【００１２】
　本実施形態において、前記距離は、前記端末に具備される距離センサによって測定され
、前記カメラ及び前記距離センサは、同一方向に向けても設置される。
【００１３】
　本実施形態において、前記パラメータは、前記オブジェクトの大きさ、方向、色相、及
び前記オブジェクトに適用されるアニメーションのうち少なくとも一つを含んでもよい。
【００１４】
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　本発明の他の実施形態は、複数のポイントに係わる距離を利用し、前記複数のポイント
を含む平面に係わる平面情報を獲得する段階と、方向センサによって測定された端末の方
向情報、及び前記平面情報を利用し、前記平面のノーマルベクトルを獲得する段階と、前
記ノーマルベクトルを考慮し、前記平面に表示するオブジェクトのパラメータを決定する
段階と、前記端末の表示部に、前記決定されたパラメータにより、前記オブジェクトを表
示する段階と、を含む拡張現実提供方法を開示する。
【００１５】
　本発明のさらに他の実施形態は、距離センサによって測定された複数のポイントに係わ
る距離情報、及び方向センサによって測定された端末の方向情報を獲得する信号獲得部と
、前記距離を利用し、前記複数のポイントを含む平面に係わる平面情報を獲得し、前記端
末の方向情報、及び前記平面情報を利用し、前記平面のノーマルベクトルを獲得し、前記
ノーマルベクトルを考慮し、前記平面に表示するオブジェクトのパラメータを決定する演
算部と、前記端末の表示部に、前記決定されたパラメータにより、前記オブジェクトを表
示する表示制御部と、を含む拡張現実提供装置を開示する。
【００１６】
　本実施形態において、前記装置は、加速度センサ及びジャイロセンサのうち１以上を含
む前記方向センサをさらに含み、前記平面情報は、前記端末の方向を基準にする前記平面
の方向情報であり、前記演算部は、前記測定された端末の方向情報に基づいて、前記平面
の方向情報の基準を、前記端末の方向から前記方向センサの基準方向に変換し、前記ノー
マルベクトルを獲得することができる。
【００１７】
　本実施形態において、前記演算部は、前記ノーマルベクトルに基づいて、前記平面の属
性を決定し、前記決定された属性を考慮し、前記パラメータを決定することができる。
【００１８】
　本実施形態において、前記平面情報は、前記平面の方向情報であり、前記演算部は、前
記属性に基づいて、前記オブジェクトの第１パラメータを決定し、前記平面の方向情報に
基づいて、前記オブジェクトの第２パラメータを決定することができる。
【００１９】
　本実施形態において、前記平面情報は、前記平面の方向情報であり、前記演算部は、前
記属性に基づいて、前記オブジェクトの種類を決定し、前記平面の方向情報に基づいて、
前記オブジェクトのレンダリング方向を決定し、前記表示制御部は、前記オブジェクトを
表示するための三次元情報を、前記レンダリング方向に沿って、二次元にレンダリングし
て表示することができる。
【００２０】
　本実施形態において、前記表示制御部は、前記端末に具備されるカメラによって撮影さ
れる映像と、前記オブジェクトとを重畳して表示することができる。
【００２１】
　本実施形態において、前記装置は、前記カメラと、前記距離センサと、をさらに含み、
前記カメラ及び前記距離センサは、同一方向に向けても設置される。
【００２２】
　本実施形態において、前記パラメータは、前記オブジェクトの大きさ、方向、色相、及
び前記オブジェクトに適用されるアニメーションのうち少なくとも一つを含んでもよい。
【００２３】
　前述のところ以外の他の側面、特徴、利点が、以下の図面、特許請求の範囲、及び発明
の詳細な説明から明確になるであろう。そのような一般的であって具体的な側面が、シス
テム、方法、コンピュータプログラム、またはいかなるシステム、方法、コンピュータプ
ログラムの組み合わせを使用しても実施される。
【発明の効果】
【００２４】
　本発明の実施形態に係わる拡張現実提供方法、その装置及びそのコンピュータプログラ
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ムは、平面と端末との方向に沿って、平面の属性を区分し、平面の属性に該当するオブジ
ェクトを表示することにより、映像だけでは分かりにくい平面の属性であるとしても、ユ
ーザが仮想オブジェクトを介して、平面の属性を視覚的／直観的に認知するようにする。
【００２５】
　本発明の実施形態に係わる拡張現実提供方法、その装置及びそのコンピュータプログラ
ムは、平面の属性と係わりのあるオブジェクトを選別して提供するので、現実と密接な連
関がある仮想オブジェクトを表示することができるようになり、さらに臨場感ある拡張現
実が提供される。また、平面の属性により、他のオブジェクトを提供しなければならない
サービスに適用可能である。
【図面の簡単な説明】
【００２６】
【図１】本発明の一実施形態による拡張現実提供システムの構成を示した図面である。
【図２】本発明の一実施形態による拡張現実提供装置の構成を図示した図面である。
【図３】図２に図示されたプロセッサの構成を示したブロック図である。
【図４】本発明の一実施形態による拡張現実提供方法を図示したフローチャートである。
【図５】図２の拡張現実提供装置が平面を認識する方法について説明するための図面であ
る。
【図６】図２の拡張現実提供装置が平面を認識する方法について説明するための他の図面
である。
【図７】拡張現実が提供された画面の例である。
【図８】拡張現実が提供された画面の例である。
【図９Ａ】拡張現実が提供された画面の他の例である。
【図９Ｂ】拡張現実が提供された画面の他の例である。
【図９Ｃ】拡張現実が提供された画面の他の例である。
【図１０】拡張現実が提供された画面の他の例である。
【図１１】拡張現実が提供された画面の他の例である。
【発明を実施するための形態】
【００２７】
　本発明は、多様な変換を加えることができ、さまざまな実施形態を有することができる
が、特定実施形態を図面に例示し、詳細な説明によって詳細に説明する。本発明の効果、
特徴、及びそれらを達成する方法は、図面と共に詳細に後述されている実施形態を参照す
れば、明確になるであろう。しかし、本発明は、以下で開示される実施形態に限定される
ものではなく、多様な形態によっても具現される。
【００２８】
　以下、添付された図面を参照し、本発明の実施形態について詳細に説明するが、図面を
参照して説明するとき、同一であるか、あるいは対応する構成要素は、同一図面符号を付
し、それに係わる重複される説明は、省略する。
【００２９】
　以下の実施形態において、第１、第２のような用語は、限定的な意味ではなく、１つの
構成要素を他の構成要素と区別する目的に使用された。以下の実施形態において、単数の
表現は、文脈上明白に異なって意味しない限り、複数の表現を含む。以下の実施形態にお
いて、「含む」または「有する」というような用語は、明細書上に記載された特徴または
構成要素が存在するということを意味するものであり、１以上の他の特徴または構成要素
が付加される可能性をあらかじめ排除するものではない。図面においては、説明の便宜の
ために、構成要素が、その大きさが誇張されていたり縮小されていたりする。例えば、図
面に示された各構成の大きさ及び厚みは、説明の便宜のために任意に示されているので、
本発明は、必ずしも図示されているところに限定されるものではない。
【００３０】
　図１は、本発明の一実施形態による拡張現実提供システムの構成を示した図面である。
【００３１】
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　図１を参照すれば、本発明の一実施形態による拡張現実提供システムは、サーバ１０、
ユーザ端末２０、及びそれらを連結するネットワーク３０を含む。
【００３２】
　本発明の一実施形態によって提供される拡張現実提供システムは、カメラによって撮影
される映像にオブジェクトを重畳し、リアルタイムで表示する拡張現実を提供する。詳細
には、一実施形態によって提供される拡張現実は、ユーザ端末２０周辺に実際に存在する
平面を認識し、認識された平面の属性を決定し、それによる仮想のオブジェクトを、カメ
ラによって撮影される映像と共にリアルタイムで表示する。
【００３３】
　サーバ１０は、拡張現実を提供するためのプログラムを、ユーザ端末２０に提供する。
ユーザ端末２０は、サーバ１０からプログラムを提供されてインストールし、インストー
ルされたプログラムを利用し、ユーザに拡張現実を提供することができる。
【００３４】
　ユーザ端末２０は、本発明の一実施形態によって提供される拡張現実提供プログラムが
インストールされるいかなる端末でも可能である。ユーザ端末２０は、携帯用端末でもあ
る。図１においては、携帯用端末が、スマートフォン（smart　phone）として図示されて
いるが、本発明の思想は、それに制限されるものではなく、前述のように、コンピュータ
プログラムのインストール可能な端末であるならば、制限なしに借用されるのである。例
えば、ユーザ端末２０は、ウェアラブルコンピュータ、ＨＭＤ（head　mounted　display
）などを含む。
【００３５】
　ユーザ端末２０は、画面を表示する表示部、及び映像を撮影するカメラを含む。該表示
部は、映像を直接表示する表示パネルを具備することもできるが、それに限定されるもの
ではなく、プロジェクタ方式の表示装置も該当する。ユーザ端末２０は、距離センサ及び
方向センサをさらに含んでもよい。
【００３６】
　ネットワーク３０は、ユーザ端末２０とサーバ１０とを連結する役割を遂行する。例え
ば、ネットワーク３０は、ユーザ端末２０がサーバ１０に接続した後、パケットデータを
送受信することができるように接続経路を提供する。
【００３７】
　図面には図示されていないが、本発明の一実施形態によるサーバ１０は、メモリ、入出
力部、プログラム保存部、制御部などを含んでもよい。
【００３８】
　図２は、本発明の一実施形態による拡張現実提供装置２００の構成を図示したものであ
る。
【００３９】
　本発明の一実施形態による拡張現実提供装置２００は、データを処理するプロセッサ（
processor）を含む全種の装置に該当する。例えば、拡張現実提供装置２００は、少なく
とも１以上のプロセッサを含んでもよい。ここで、「プロセッサ」は、例えば、プログラ
ム内に含まれたコードまたは命令によって表現された機能を遂行するために、物理的に構
造化された回路を有する、ハードウェアに内蔵されたデータ処理装置を意味する。そのよ
うに、ハードウェアに内蔵されたデータ処理装置の一例として、マイクロプロセッサ（mi
croprocessor）、中央処理装置（ＣＰＵ：central　processing　unit）、プロセッサコ
ア（processor　core）、マルチプロセッサ（multiprocessor）、ＡＳＩＣ（application
-specific　integrated　circuit）、ＦＰＧＡ（field　programmable　gate　array）の
ような処理装置を網羅することができるが、本発明の範囲は、それらに限定されるもので
はない。それにより、拡張現実提供装置２００は、マイクロプロセッサや汎用コンピュー
タシステムのような他のハードウェア装置に含まれた形態によっても駆動される。拡張現
実提供装置２００は、図１に図示されたユーザ端末２０にも搭載される。
【００４０】



(8) JP 6980802 B2 2021.12.15

10

20

30

40

50

　図２に図示された拡張現実提供装置２００は、本実施形態の特徴が不明確になることを
防止するために、本実施形態と係わる構成要素のみを図示したものである。従って、図２
に図示された構成要素以外に、他の汎用的な構成要素がさらに含まれてもよいということ
は、本実施形態と係わる技術分野において当業者であるならば、理解することができるで
あろう。
【００４１】
　例えば、拡張現実提供装置２００は、他のネットワーク装置（例えば、サーバ１０）と
、有無線連結を介して信号を送受信するために必要なハードウェア及びソフトウェアを含
む通信部をさらに含んでもよい。
【００４２】
　また、拡張現実提供装置２００は、拡張現実提供装置２００が処理するデータを、一時
的または永久に保存する機能を遂行するメモリをさらに含んでもよい。該メモリは、磁気
記録媒体（magnetic　storage　media）またはフラッシュ記録媒体（flash　storage　me
dia）を含んでもよいが、本発明の範囲は、それらに限定されるものではない。
【００４３】
　本発明の一実施形態による拡張現実提供装置２００は、プロセッサ２１０を利用し、距
離センサ２２１の測定値によって平面を認識し、方向センサ２２２の測定値を利用し、平
面の属性を決定し、それによる仮想のオブジェクトを、カメラ２２３によって撮影される
映像と共に、表示部２３０にリアルタイムで表示する。
【００４４】
　図２を参照すれば、本発明の一実施形態による拡張現実提供装置２００は、プロセッサ
２１０、距離センサ２２１、方向センサ２２２、カメラ２２３及び表示部２３０を含む。
【００４５】
　距離センサ２２１は、距離センサから前方の複数ポイントまでの距離を獲得する。距離
センサ２２１は、複数のポイントに対する方向情報をさらに獲得する。前方に平面が存在
する場合、距離センサ２２１は、平面上の複数のポイントまでの距離及び方向を獲得する
ことができ、プロセッサ２１０は、距離センサ２２１が測定した情報を利用し、複数のポ
イントを含む平面情報、例えば、平面を定義することができる情報として、平面方程式、
平面ベクトルなどを獲得することができる。
【００４６】
　距離センサ２２１は、例えば赤外線センサであり、赤外線センサから複数のポイントま
での距離を測定することができる。該赤外線センサは、赤外線を送信した後、反射されて
戻って来る赤外線を受光し、赤外線が反射された地点までの距離を測定する。距離センサ
２２１は、例えば超音波センサであってもよい。該超音波センサは、超音波を送信した後
、反射されて戻って来る超音波を受信し、超音波が反射された地点までの距離を測定する
。
【００４７】
　一例によれば、距離センサ２２１は、赤外線を発光させる発光部と、反射される赤外線
を受光する受光部と、を含む。一例によれば、距離センサ２２１は、赤外線を第１方向に
送信した後、反射された赤外線を受光することにより、距離センサ２２１から第１方向に
位置する第１ポイントまでの距離を測定し、赤外線を第２方向に送信した後、反射される
赤外線を受光することにより、距離センサ２２１から第２方向に位置する第２ポイントま
での距離を測定することができる。距離センサ２２１は、そのような過程を反復し、複数
のポイントまでの距離を各方向について測定することができる。
【００４８】
　距離センサ２２１が赤外線を発光させる方向は、既設定条件によって可変に設定されて
もよい。距離センサ２２１は、発光方向の調節が可能な１つの発光部を具備してもよいし
、あるいは複数の発光部を具備してもよい。
【００４９】
　方向センサ２２２は、ユーザ端末２０が向かう方向を測定する。方向センサ２２２は、



(9) JP 6980802 B2 2021.12.15

10

20

30

40

50

例えば、加速度センサ、角速度センサ、地磁界センサ、またはそれらのうち少なくとも２
つの組み合わせでもある。該方向センサは、重力方向を認識し、重力方向を基準に、端末
が向かう方向を測定することができる。ただし、該重力方向は、基準方向の例示であるの
で、それに限定されるものではない。
【００５０】
　カメラ２２３は、映像を撮影する。表示部２３０は、ディスプレイパネルを含み、プロ
セッサ２１０の制御によって映像を表示する。
【００５１】
　本発明の一実施形態によれば、カメラ２２３と距離センサ２２１は、同一方向に向けて
設置される。それにより、カメラ２２３によって撮影された映像と、距離センサ２２１に
よって獲得された情報との連繋が容易になり、距離センサ２２１によって獲得された情報
に基づいて生成されたオブジェクトを、カメラ２２３によって撮影された映像と重畳し、
表示する拡張現実の提供が容易になる。
【００５２】
　カメラ２２３と距離センサ２２１とが異なる方向に向けて設置される場合には、距離セ
ンサ２２１によって獲得された情報を、カメラ２２３の設置方向を基準に変換するには追
加的な作業が要求される。
【００５３】
　図３は、図２に図示されたプロセッサ２１０の構成を示したブロック図である。
【００５４】
　図３を参照すれば、プロセッサ２１０は、信号獲得部２１１、演算部２１２及び表示制
御部２１３を含む。図３に図示されたプロセッサ２１０に含まれたそれぞれのブロックは
、１つのプロセッサ上でいずれも具現され、機能によって区分されるものでもあるが、そ
れに限定されるものではなく、それぞれ別個のプロセッサ上にも具現されるということは
言うまでもない。また、それぞれのブロックの機能は、１つのプログラムコードを介して
、統合的にも具現されるが、各ブロックの機能が別個のプログラムコードに作成され、各
プログラムコードが連繋され、図３に図示されたプロセッサ２１０、及び図２に図示され
た拡張現実提供装置２００が、拡張現実を提供する方式によっても具現される。
【００５５】
　以下では、図２及び図３を共に参照し、本発明の実施形態について説明する。
【００５６】
　一実施形態による信号獲得部２１１は、距離センサ２２１、方向センサ２２２、カメラ
２２３から信号を獲得する。
【００５７】
　一実施形態による演算部２１２は、信号獲得部２１１が獲得した信号を処理する。例え
ば、信号獲得部２１１は、複数のポイントに係わる距離（distance）を、距離センサ２２
１から獲得し、演算部２１２は、獲得された距離を利用し、複数のポイントを含む平面に
係わる平面情報を獲得する。該平面情報は、距離センサ２２１が設置された方向を基準に
する平面の方向情報であり、平面方程式、平面ベクトルなどの形態によって表現されても
よい。複数のポイントから平面情報を獲得する演算は、ＲＡＮＳＡＣ（random　sample　
consensus）技法を利用することができるが、それに限定されるものではない。
【００５８】
　一例によれば、演算部２１２は、信号獲得部２１１が獲得した複数のポイントに係わる
距離のうち、一部のポイントに係わる距離を利用し、一部のポイントを含む平面に係わる
平面情報を獲得する。例えば、第１ポイントと第２ポイントとの方向が類似しているにも
かかわらず、第１ポイントまでの距離と、第２ポイントまでの距離との差が大きい場合、
第１ポイントと第２ポイントは、他の平面に存在する可能性が高い。第２ポイントと第３
ポイントとの方向が類似しており、第２ポイントまでの距離と、第３ポイントまでの距離
との差が小さい場合、第２ポイントと第３ポイントは、同じ平面に存在する可能性が高い
。従って、演算部２１２は、複数のポイントのうち、距離センサ２２１からの距離が類似
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した一部のポイントを抽出し、抽出された一部のポイントまでの距離を利用し、平面情報
を獲得することができる。例えば、演算部２１２は、複数のポイントのうち、３個以上の
ポイントまでの距離の差が既設定の臨界値未満である場合、当該３個以上のポイントの距
離を利用し、平面情報を獲得する。例えば、演算部２１２は、第１ポイント、第２ポイン
ト及び第３ポイントそれぞれの距離差が、いずれも既設定の臨界値未満である場合、第１
ポイント、第２ポイント及び第３ポイントを含む平面に係わる平面情報を獲得する。
【００５９】
　信号獲得部２１１は、方向センサ２２２によって測定された端末の方向情報を獲得し、
演算部２１２は、先立って獲得した平面情報と、端末の方向情報とを利用し、平面のノー
マルベクトルを獲得する。詳細には、演算部２１２は、平面情報の基準方向を、端末の方
向（または、端末に設置された距離センサ２２１が向かう方向）から方向センサ２２２の
基準方向に変換する。詳細には、演算部２１２は、端末の方向を基準に獲得された平面の
方向情報を、方向センサ２２２によって測定された端末の方向情報（加速度センサによっ
て認識される重力方向を基準にする）を利用して移動させることにより、最終的に、重力
方向を基準にする平面の方向情報を獲得する。そのように獲得された重力方向基準平面の
方向情報は、平面のノーマルベクトルと見ることができる。
【００６０】
　演算部２１２は、平面のノーマルベクトルを考慮し、平面に表示するオブジェクトのパ
ラメータを決定する。該オブジェクトは、複数のパラメータを含んでもよい。該パラメー
タは、例えば、オブジェクトの色相、勾配（偏り）、カテゴリー、種類、方向、及びオブ
ジェクトに適用されるアニメーションでもある。例えば、演算部２１２は、平面のノーマ
ルベクトルの方向に対応するように、オブジェクトの偏りを設定することができる。
【００６１】
　演算部２１２は、平面のノーマルベクトルを考慮し、平面の属性を区分することができ
る。また、演算部２１２は、平面の属性を考慮し、オブジェクトのパラメータを決定する
ことができる。平面の属性は、例えば、平面の種類であり、床、壁、天井にも区分される
。演算部２１２は、平面が床であるか、壁であるか、あるいは天井であるかということに
より、オブジェクトのパラメータを異ならせて決定することができる。例えば、演算部２
１２は、平面が壁である場合、平面を突き抜ける経路でオブジェクトが移動するように、
アニメーションパラメータを設定することができる。演算部２１２は、平面が床である場
合、床上で床と平行に移動するアニメーションパラメータを設定することができる。
【００６２】
　演算部２１２は、平面のノーマルベクトルによって決定された平面の属性と、平面の方
向情報（端末方向を基準にする）とをそれぞれ考慮し、オブジェクトのパラメータを決定
することができる。例えば、演算部２１２は、平面の属性により、オブジェクトの第１パ
ラメータを決定し、平面のノーマルベクトルにより、オブジェクトの第２パラメータを決
定することができる。例えば、演算部２１２は、平面の属性により、オブジェクトの色相
を決定し、平面の方向に沿って、オブジェクトの偏りを決定することができる。該オブジ
ェクトがアイコンである場合、演算部２１２は、平面の種類により、アイコンの色相を異
ならせて決定し、平面の方向に沿って、アイコンの偏りを決定することができる。該偏り
は、三次元のアイコン表示情報を二次元にレンダリングして表示するための偏りであるか
、あるいはアイコンの横縦表示比でもある。
【００６３】
　本発明の一実施形態による拡張現実は、家具配置シミュレーションを提供することがで
きる。オブジェクトは、家具でもある。その場合、演算部２１２は、平面の属性によって
オブジェクトの種類を決定し、平面の方向に沿って、オブジェクトのレンダリング方向を
決定することができる。例えば、平面属性が「床」である場合、演算部２１２は、オブジ
ェクトの種類を、床に配置可能な家具、例えば、テーブル、椅子、ソファ、ベッドなどに
決定し、平面の方向に沿って、オブジェクトの表示方向を決定することができる。オブジ
ェクトの表示方向は、三次元の家具表示情報を二次元にレンダリングして表示するための
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ものでもあるが、それに限定されるものではなく、二次元の家具表示情報を回転及び／ま
たはスケーリングして表示するためのものでもある。
【００６４】
　本発明の一実施形態による信号獲得部２１１は、カメラ２２３から映像を獲得し、表示
制御部２１３は、獲得された映像を表示部２３０に表示する。演算部２１２は、オブジェ
クトのパラメータを決定するために、信号獲得部２１１が獲得した映像をさらに利用する
ことができる。例えば、演算部２１２は、カメラ２２３によって撮影される映像が分析し
、平面のテクスチャを決定することができる。演算部２１２は、距離センサ２２１によっ
て認識された複数のポイントの色相を、カメラ２２３から獲得された映像から抽出し、抽
出された色相情報を利用し、平面の色相を決定することができ、平面のテクスチャを決定
することができる。演算部２１２は、抽出された色相情報を利用し、オブジェクトのパラ
メータを決定することができる。演算部２１２は、平面の色相またはテクスチャにより、
オブジェクトのパラメータを決定することができる。例えば、平面のテクスチャにより、
オブジェクトのアニメーションを決定することができる。例えば、平面のテクスチャがつ
るつるした滑らかな表面を有している場合、オブジェクトに滑るアニメーションを設定す
ることができる。演算部２１２は、平面の色相により、オブジェクトの色相を決定するこ
とができる。演算部２１２は、空間に含まれた複数の平面の色相を考慮し、全体空間のコ
ンセプトが分類することができ、分類されたコンセプトに該当するオブジェクトを選択す
ることができる。
【００６５】
　一実施形態による表示制御部２１３は、ユーザ端末２０に具備されるカメラ２２３によ
って撮影される映像を、リアルタイムで表示部２３０に表示する。表示制御部２１３は、
カメラ２２３によって撮影される映像と、オブジェクトとを重畳して表示することにより
、拡張現実を提供することができる。表示制御部２１３は、カメラ２２３によって撮影さ
れる映像において、演算部２１２によって認識された平面に該当する領域に、オブジェク
トを重畳して表示する。カメラ２２３と距離センサ２２１とが同一方向に向けて設置され
る場合、距離センサ２２１は、カメラ２２３によって撮影される平面を認識する。従って
、表示制御部２１３は、カメラ２２３によって撮影された平面を表示しながら、距離セン
サ２２１の測定値を基に獲得された当該平面の情報に基づいて決定されたオブジェクトの
パラメータにより、オブジェクトを共に表示することにより、拡張現実を提供することが
できる。
【００６６】
　該オブジェクトは、二次元または三次元のイメージ、静的／動的アイコンに該当し、複
数のパラメータ値を有する。オブジェクトのパラメータは、平面情報によって設定される
ので、平面情報により、オブジェクトが異なるようにも表示される。表示制御部２１３は
、オブジェクトのパラメータを参照し、オブジェクトを表示する。表示制御部２１３は、
オブジェクトのレンダリング方向パラメータに基づいて、オブジェクトを表示するための
三次元情報を、当該レンダリング方向に沿って、二次元にレンダリングし、表示部２３０
に表示することができる。
【００６７】
　一実施形態によれば、演算部２１２は、属性が「壁」である平面に対して表示するオブ
ジェクトを「鏡」と決定することができる。その場合、表示制御部２１３は、当該平面に
対して、鏡オブジェクトを表示し、鏡オブジェクト内部には、前面カメラによって撮影さ
れる映像をリアルタイムで表示することができる。
【００６８】
　オブジェクトのパラメータがアニメーションを含む場合、表示制御部２１３は、アニメ
ーションを適用し、オブジェクトを表示する。例えば、「壁」属性の平面に対し、壁を突
き抜けるアニメーションが設定されたオブジェクトを表示する場合、表示制御部２１３は
、オブジェクトに対して不透明な仮想レイヤを平面に重ねて表示し、該オブジェクトを、
仮想レイヤの後ろから前に移動させて表示することにより、該オブジェクトが平面を突き
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抜けるようなアニメーションを表示する。該仮想レイヤは、該オブジェクト以外の他の表
示については、透明にも設定される。
【００６９】
　一実施形態によれば、演算部２１２は、「天井」属性の平面について、日、月、星のイ
メージを表示するオブジェクトを設定することができる。一実施形態によれば、演算部２
１２は、複数の平面間を移動するオブジェクトを設定することができる。例えば、「天井
」属性の平面から「床」属性の平面に向けて移動する水玉オブジェクトを設定することが
できる。該水玉オブジェクトは、「床」属性の平面に逹すれば、当該平面と同一方向に散
らばるアニメーションを含んでもよい。
【００７０】
　図４は、本発明の一実施形態による拡張現実提供方法を図示したフローチャートである
。
【００７１】
　図４に図示されたフローチャートは、図２及び図３に図示されたプロセッサにおいて、
時系列的に処理される段階によって構成される。従って、以下において省略された内容で
あるとしても、図２及び図３で図示された構成について、以上で記述された内容は、図４
に図示されたフローチャートにも適用されるということが分かる。
【００７２】
　図４を参照すれば、段階Ｓ４１において、演算部２１２は、複数のポイントに係わる距
離を利用し、複数のポイントを含む平面に係わる平面情報を獲得する。演算部２１２は、
複数のポイントに係わる方向をさらに利用することができる。
【００７３】
　段階Ｓ４２において、演算部２１２は、方向センサ２２２によって測定された端末の方
向情報、及び段階Ｓ４１で獲得された平面情報を利用し、平面のノーマルベクトルを獲得
する。
【００７４】
　段階Ｓ４３において、演算部２１２は、平面のノーマルベクトルを考慮し、オブジェク
トのパラメータを決定する。
【００７５】
　段階Ｓ４４において、表示制御部２１３は、端末の表示部２３０にオブジェクトを表示
する。
【００７６】
　図５は、図２の拡張現実提供装置２００が平面を認識する方法について説明するための
図面である。
【００７７】
　図５を参照すれば、ユーザ端末２０が、三次元空間内に具備され、ユーザ端末２０に具
備される拡張現実提供装置２００により、三次元空間を認識する方法が図示されている。
ユーザ端末２０が自由に方向を変更する間、ユーザ端末２０に具備される拡張現実提供装
置２００は、複数の平面を認識することができ、複数の平面を含む空間を認識することが
できる。図５には、第１平面Ｐ１、第２平面Ｐ２及び第３平面Ｐ３が図示されている。
【００７８】
　まず、ユーザ端末２０が床に向かう間、拡張現実提供装置２００が、第３平面Ｐ３を認
識する実施形態について説明する。ユーザ端末２０が床に向かうことになれば、ユーザ端
末２０の背面に具備される距離センサは、床に位置する複数のポイントＳ１，Ｓ２，Ｓ３
，Ｓ４までの距離及び方向を測定する。拡張現実提供装置２００は、複数のポイントＳ１
，Ｓ２，Ｓ３，Ｓ４までの距離及び方向の情報を組み合わせ、複数のポイントＳ１，Ｓ２
，Ｓ３，Ｓ４をいずれも含む第３平面Ｐ３を定義し、第３平面Ｐ３の方向情報を獲得する
。該方向情報は、平面方程式または平面ベクトルによっても表現されるが、それに限定さ
れるものではなく、空間上で平面を定義することができるいかなる情報でも可能である。
【００７９】
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　一方、ユーザ端末２０を基準に測定された複数ポイントＳ１，Ｓ２，Ｓ３，Ｓ４の距離
及び方向の情報を基に獲得された第３平面Ｐ３の方向情報は、ユーザ端末２０が向かう方
向を基準にする。従って、ユーザ端末２０に具備された方向センサによって測定された地
表面基準端末方向情報を考慮し、第３平面Ｐ３の方向情報を変換すれば、地表面を基準に
する第３平面Ｐ３に係わる第３ノーマルベクトルＮ３を獲得することができる。詳細には
、ユーザ端末２０の方向を基準にする第３平面Ｐ３の方向情報に、地表面（または、重力
方向）を基準にするユーザ端末２０の方向情報を加え、地表面（または、重力方向）を基
準にする第３平面Ｐ３の第３ノーマルベクトルＮ３値を獲得することができる。方向セン
サは、重力加速度を認識する加速度センサでもあるが、それに限定されるものではなく、
加速度センサ及びジャイロセンサのうち１以上の組み合わせによって形成された３軸，６
軸または９軸センサでもある。
【００８０】
　前述のような方法で、ユーザ端末２０の方向を変更しながら、第１平面Ｐ１に係わる第
１ノーマルベクトルＮ１、第２平面Ｐ２に係わる第２ノーマルベクトルＮ２をさらに獲得
することができる。
【００８１】
　拡張現実提供装置２００の演算部２１２は、各平面のノーマルベクトルにより、各平面
の属性を決定する。例えば、ユーザ端末２０には、床及び天井のベクトルと、壁のベクト
ルとが事前に保存されている。
【００８２】
　例えば、床及び天井のベクトル範囲は、－５～５゜及び／または１７５～１８５゜であ
り、壁のベクトル範囲は、８５～９５゜及び／または２６５～２７５゜でもある。図５に
図示された例によれば、第１ノーマルベクトルＮ１及び第３ノーマルベクトルＮ３は、床
及び天井のベクトル範囲に属し、第２ノーマルベクトルＮ２は、壁のベクトル範囲に属す
る。従って、拡張現実提供装置２００は、第１平面Ｐ１及び第３平面Ｐ３の属性を、床ま
たは天井と決定し、第２平面Ｐ２の属性を壁と決定する。
【００８３】
　または、床及び天井のベクトルが、０゜または１８０゜と定義され、壁のベクトルが９
０゜または２７０゜にも定義される。演算部２１２は、平面のノーマルベクトルが、誤差
範囲内において、既定義ベクトルのうち床及び天井のベクトルと同一である場合、平面の
属性を「床または天井」と定義し、誤差範囲内において、壁のベクトルと同一である場合
、平面の属性を「壁」と定義する。
【００８４】
　演算部２１２は、平面の属性を決定するために、平面のノーマルベクトルと、既設定特
定属性のベクトルとの類似度を算出するために、ベクトル内積演算を行うことができる。
そのように、ベクトル間の距離を算出する代わりに、ベクトル内積値を算出し、類似度測
定に使用することにより、演算時間を顕著に短縮させることができる。ベクトルが類似す
るほど、内積値は、１または－１に近くなる。例えば、第２平面Ｐ２の第２ノーマルベク
トルＮ２と、既設定「壁」属性のベクトルとの内積の値が、１または－１に対して既設定
誤差範囲内に含まれる場合、演算部２１２は、第２平面Ｐ２の属性を「壁」と決定する。
【００８５】
　拡張現実提供装置２００は、第１平面Ｐ１及び第３平面Ｐ３の属性を、床及び天井のう
ちいずれか一つに決定するために、各平面の高さ情報、またはユーザ端末２０の方向情報
を考慮することができる。例えば、各平面の方向情報、及びユーザ端末２０の方向情報に
よって区分される各平面の高さ情報を、端末の高さと比較し、天井と床とを区分すること
ができる。例えば、平面の高さが端末より高い第１平面Ｐ１の属性を天井と、平面の高さ
が端末より低い第３平面Ｐ３を床と決定する。または、平面認識時点に、ユーザ端末２０
の方向が９０゜以上である第１平面Ｐ１の属性を天井と、平面認識時点に、ユーザ端末２
０が９０゜未満である第３平面Ｐ３の属性を床と決定する。
【００８６】
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　図５を参照すれば、拡張現実提供装置２００は、平面と平面との交差線を、各平面のエ
ッジ（edge）、すなわち、端と認識することができる。例えば、拡張現実提供装置２００
は、図５に図示された第１平面Ｐ１及び第２平面Ｐ２それぞれのノーマルベクトルＮ１，
Ｎ２を参照し、第１平面Ｐ１と第２平面Ｐ２との交差線ｅ１を、第１平面Ｐ１と第２平面
Ｐ２とのエッジと認識する。また、拡張現実提供装置２００は、第２平面Ｐ２及び第３平
面Ｐ３それぞれのノーマルベクトルＮ２，Ｎ３を参照し、第２平面Ｐ２と第３平面Ｐ３と
の交差線ｅ２を、第２平面Ｐ２と第３平面Ｐ３とのエッジと認識する。拡張現実提供装置
２００は、第１ノーマルベクトルＮ１、第２ノーマルベクトルＮ２及び第３ノーマルベク
トルＮ３を利用し、三次元空間を認識することができる。
【００８７】
　認識された全ての平面がエッジによって取り囲まれれば、拡張現実提供装置２００は、
閉空間（closed　space）を認識することができる。拡張現実提供装置２００は、閉空間
を完成させるために、ゲーム要素を利用し、ユーザ端末２０の撮影方向を誘導することが
できる。例えば、拡張現実提供装置２００は、エッジで取り囲まれていない平面がある場
合、当該平面のエッジで取り囲まれていない部分を示す矢印などを、ユーザ端末２０の表
示部２３０に表示したり、ユーザ端末２０の表示部２３０に表示されたキャラクタを、エ
ッジによって取り囲まれていない部分に移動させるアニメーションを適用したりすること
ができる。
【００８８】
　拡張現実提供装置２００は、認識されていない平面を撮影している場合、ユーザが当該
方向を続けて撮影するように、当該方向に時間が必要となるゲーム要素を表示することが
できる。拡張現実提供装置２００は、ユーザが、ゲーム要素を進める間、周辺空間を認識
する。
【００８９】
　拡張現実提供装置２００は、平面上にオブジェクトを表示することができる。例えば、
床に認識された第３平面Ｐ３上で移動するキャラクタを表示することができる。拡張現実
提供装置２００は、キャラクタが第３平面Ｐ３上で移動するとき、距離センサによって認
識されたポイントＳ１，Ｓ２，Ｓ３，Ｓ４間の経路を移動するように設定することができ
る。
【００９０】
　図６は、図２の拡張現実提供装置２００が平面を認識する方法について説明するための
他の図面である。
【００９１】
　図６を参照すれば、床と認識される第３平面Ｐ３上に、物体６０が置かれており、拡張
現実提供装置２００は、物体６０の上部表面を、第６平面Ｐ６と認識することができる。
第３平面Ｐ３と第６平面Ｐ６との属性は、いずれも「床」でもある。そのように、属性が
同一である複数の平面が存在する場合、拡張現実提供装置２００は、複数の平面間を移動
するオブジェクトを提供することができ、移動するとき、アニメーションを適用すること
ができる。例えば、該オブジェクトは、キャラクタであり、該キャラクタが高さが異なる
２つの平面Ｐ３，Ｐ６間を移動するとき、「ジャンプ」アニメーションを適用することが
できる。
【００９２】
　拡張現実提供装置２００は、ユーザのタッチにより、オブジェクトを移動させることが
できる。該オブジェクトが第３平面Ｐ３上を移動しているとき、ユーザが第６平面Ｐ６を
タッチする場合、該オブジェクトは、タッチされた地点に移動する。ただし、移動経路上
において、平面移動があり、移動する平面の高さが異なるので、拡張現実提供装置２００
は、「ジャンプ」アニメーションを適用する。
【００９３】
　図７及び図８は、拡張現実が提供された画面の例である。
【００９４】
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　図７を参照すれば、画面７０には、カメラ２２３によって撮影された画面が表示され、
平面７１上にオブジェクトｉ１が重畳されて表示され、拡張現実が提供される。オブジェ
クトｉ１のパラメータは、色相及び偏りを含んでもよい。オブジェクトｉ１の色相は、平
面７１の属性である「床」に対応する色相に表示され、オブジェクトｉ１の偏りは、平面
７１の方向情報によっても設定される。図７においては、平面７１の方向に合わせ、オブ
ジェクトｉ１が偏って楕円形に表示された例が図示されている。
【００９５】
　図８を参照すれば、画面８０には、カメラ２２３によって撮影された画面が表示され、
平面８１上にオブジェクトｉ２が重畳されて表示され、拡張現実が提供される。オブジェ
クトｉ２のパラメータは、色相及び偏りを含んでもよい。オブジェクトｉ２の色相は、平
面８１の属性である「壁」に対応する色相に表示され、オブジェクトｉ２の偏りは、平面
８１の方向情報によっても設定される。図８においては、平面８１の方向に合わせ、オブ
ジェクトｉ２が偏って楕円形に表示された例が図示されている。
【００９６】
　図７及び図８を参照すれば、ユーザは、オブジェクトの色相により、オブジェクトが表
示された平面の属性を認知することができ、オブジェクトの偏りにより、平面の方向を直
観的に認知することができる。
【００９７】
　図９Ａ、図９Ｂ及び図９Ｃは、拡張現実が提供された画面の他の例である。
【００９８】
　図９Ａ、図９Ｂ及び図９Ｃを参照すれば、画面９０には、カメラ２２３によって撮影さ
れた画面が表示され、拡張現実提供装置２００によって認識された平面９１上に、オブジ
ェクトｉ３が重畳されて表示され、拡張現実が提供される。オブジェクトｉ３のパラメー
タは、キャラクタ表示情報を含んでもよい。図９Ａ、図９Ｂ及び図９Ｃを参照すれば、拡
張現実提供装置２００は、不透明な仮想レイヤ９２を平面９１に重ねて表示し、オブジェ
クトｉ３を、平面９１のノーマルベクトル方向に、例えば、仮想レイヤ９２の後ろから前
に移動するように表示することにより、オブジェクトｉ３が平面９１を突き抜けるような
アニメーションを表示する。仮想レイヤ９２は、オブジェクトｉ３以外の他の表示につい
ては、透明に表示されるようにも設定される。すなわち、仮想レイヤ９２は、オブジェク
トｉ３の位置により、オブジェクトｉ３の表示を隠すことはできるが、それ以外の平面９
１などの表示を隠さないように設定される。
【００９９】
　オブジェクトｉ３が仮想レイヤ９２の後ろから前に移動することにより、ユーザ端末２
０に表示される画面は、図９Ａから図９Ｂに、図９Ｂから図９Ｃに順次に変更される。図
９Ａにおいては、オブジェクトｉ３が仮想レイヤ９２の後ろに存在し、画面９０に表示さ
れていない例が図示されている。図９Ａにおいては、説明の便宜上、オブジェクトｉ３は
点線で描かれているが、実際には、画面９０に表示されない。図９Ｂにおいては、オブジ
ェクトｉ３が、仮想レイヤ９２の後ろから前に移動する最中の画面が図示されており、オ
ブジェクトｉ３の一部は、平面９１上に表示され、残り一部は、画面９０に表示されてい
ない例が図示されている。図９Ｂにおいては、説明のために、オブジェクトｉ３の一部を
点線で表示しているが、点線で表示された部分は、実際には、画面９０に図示されないも
のでもある。図９Ｃにおいては、オブジェクトｉ３が仮想レイヤ９２の前に移動し、オブ
ジェクトｉ３の全体像が平面９１上に重畳して表示された例が図示されている。
【０１００】
　一方、オブジェクトｉ３は、三次元客体であってもよく、図９Ａ、図９Ｂ及び図９Ｃの
例において、オブジェクトｉ３がユーザ端末２０に近くなる方向に移動するので、拡張現
実提供装置２００は、オブジェクトｉ３が移動するにつれ、オブジェクトｉ３の大きさを
だんだんと大きく変更して表示することができる。
【０１０１】
　図１０は、拡張現実が提供された画面の他の例である。
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【０１０２】
　図１０を参照すれば、画面１００には、カメラ２２３によって撮影された画面が表示さ
れ、拡張現実提供装置２００によって認識された平面１０１上に、オブジェクトｉ４が重
畳されて表示され、拡張現実が提供される。図１０を参照すれば、拡張現実提供装置２０
０は、「壁」と属性が指定された平面１０１上に「鏡」オブジェクトｉ４を表示すること
ができる。拡張現実提供装置２００は、オブジェクトｉ４の既設定内部領域に、ユーザ端
末２０に具備された前面カメラ（図示せず）によって撮影される画面を表示することによ
り、オブジェクトｉ４が鏡であるということを示すことができる。
【０１０３】
　図１１は、拡張現実が提供された画面の他の例である。
【０１０４】
　図１１を参照すれば、画面１１０には、カメラ２２３によって撮影された画面が表示さ
れ、拡張現実提供装置２００によって認識された平面１１１，１１２情報により、画面１
１０に、オブジェクトｉ５が重畳されて表示されて拡張現実が提供される。図１１を参照
すれば、拡張現実提供装置２００は、「天井」と属性が指定された平面１１１から、「床
」と属性が指定された平面１１２に向けて移動するオブジェクトｉ５を表示することがで
きる。図１１に図示された矢印は、説明の便宜のために、オブジェクトｉ５に含まれた複
数要素（雨粒）が移動する経路を示したものであり、画面１１０に表示されるものではな
い。図１１を参照すれば、オブジェクトｉ５の要素は、平面１１１から平面１１２に移動
し、平面１１２に至れば、平面１１２の同一方向で散らばった後、フェードアウト（fade
-out）されて消えるアニメーションが表示されることにより、雨粒が床に散らばるような
表示効果が具現される。
【０１０５】
　図１１を参照すれば、拡張現実提供装置２００は、「天井」と属性が指定された平面１
１１上に、オブジェクトｉ６をさらに重畳して表示することができる。図１１に図示され
ているように、拡張現実提供装置２００は、複数のオブジェクトを共に表示することがで
きる。
【０１０６】
　一方、一例によれば平面１１１には、前述の仮想レイヤが表示され、オブジェクトｉ５
の要素は、平面１１１に対応する仮想レイヤの後ろから前に移動するようにも表示される
。他の例によれば、オブジェクトｉ５の要素は、オブジェクトｉ６の後ろから前に移動す
るようにも表示される。オブジェクトｉ６は、オブジェクトｉ５に対して不透明に設定さ
れてもよく、オブジェクトｉ５だけではなく、画面１１０に表示される他の部分、例えば
、平面１１０についても不透明に設定されてもよい。
【０１０７】
　一方、図４に図示された本発明の一実施形態による拡張現実提供方法は、コンピュータ
で実行されるプログラムによって作成可能であり、コンピュータで読み取り可能な記録媒
体を利用し、前記プログラムを動作させる汎用デジタルコンピュータにおいても具現され
る。
【０１０８】
　媒体は、コンピュータで実行可能なプログラムを続けて保存したり、実行またはダウン
ロードのために臨時保存したりするものであってもよい。また、該媒体は、単一または数
個のハードウェアが結合された形態の多様な記録手段または保存手段でもあるが、あるコ
ンピュータシステムに直接接続される媒体に限定されるものではなく、ネットワーク上に
分散存在するものであってもよい。該媒体の例示としては、ハードディスク、フロッピィ
ーディスク及び磁気テープのような磁気媒体；ＣＤ－ＲＯＭ及びＤＶＤのような光記録媒
体；フロプティカルディスク（floptical　disk）のような磁気・光媒体（magneto-optic
al　medium）；及びＲＯＭ、ＲＡＭ、フラッシュメモリなどを含み、プログラム命令語が
保存されるように構成されたものがある。また、他の媒体の例示として、アプリケーショ
ンを流通するアプリストアや、その他多様なソフトウェアを供給あるいは流通するサイト
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【０１０９】
　以上、本発明に対してその望ましい実施形態を中心に述べた。本発明は、図面に図示さ
れた実施形態を参照して説明されたが、それらは、例示的なものに過ぎず、本発明が属す
る技術分野において当業者であるならば、本発明が、本発明の本質的な特性から外れない
範囲で変形された形態にも具現され、均等な他の実施例が可能であるということを理解す
ることができるであろう。従って、開示された実施形態は、限定的な観点ではなく、説明
的な観点から考慮されなければならない。本発明の範囲は、前述の説明ではなく特許請求
の範囲に示されており、それと同等な範囲内にある全ての差異は、本発明に含まれたもの
であると解釈されなければならないのである。
【産業上の利用可能性】
【０１１０】
　本発明は、拡張現実を利用することができる多様な分野に適用されることができる。例
えば、ゲーム、放送、建築設計、自動車、インテリア、製造工程管理、モバイルソリュー
ション、教育など多様な分野に適用可能である。
【０１１１】
　以上では、本発明の例示的な実施形態を参照して説明したが、当該技術分野において当
業者であるならば、特許請求の範囲に記載された本発明の思想及び領域から外れない範囲
内において、本発明を多様に修正及び変更させるということを理解することができるであ
ろう。

【図１】

【図２】

【図３】
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【図６】

【図７】

【図８】

【図９Ａ】

【図９Ｂ】
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【図１０】
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