Methods and apparatus for motion detection are described. A method may include analyzing moving and/or static objects within a sequence of spatial data frames. For example, a frame may be analyzed to identify clusters of data within a frame. These clusters may then be used to identify objects of interest within the frame. This process may be repeated for each frame in the sequence to identify moving and/or static objects across the sequence. The identified objects may then be used to generate reports about their movement and/or other characteristics.

Abstract: Image analysis techniques may be employed to identify moving and/or static objects within a sequence of spatial data frames. Attributes of interest may be identified within a sequence of spatial data frames. The attributes of interest may be clustered and examined across frames of the spatial data to detect motion vectors. A system may derive information about these attributes of interest and their motion over time and identify moving and/or static objects, and the moving and/or static objects may be used to generate natural language messages describing the motion of the attributes of interest. Examples include description of moving and/or static objects in data such as weather data, oil spills, cellular growth (e.g., tumor progression), atmospheric conditions (e.g., the size of a hole in the ozone layer), or any other implementation where it may be desirable to detect motion vectors in a sequence of spatial data frames.
METHOD AND APPARATUS FOR MOTION DETECTION

TECHNOLOGICAL FIELD
Embodiments of the present invention relate generally to natural language generation technologies and, more particularly, relate to a method, apparatus, and computer program product for motion detection.

BACKGROUND
Advances in computer processor speeds and other performance characteristics have occurred at a rapid pace in recent history, to the point that many human behaviors can now be thoroughly mimicked by machines. However, it has become apparent that current technology is insufficient for replication of certain activities. For example, the human brain tends to be quite adept at extracting data and drawing inferences and conclusions from complex sets of data. These inferences and conclusions may be used to describe the data in a way that allows another human to easily understand important events that occur in the data set. One such task that employs these reasoning faculties is the use of language to describe events in a concise, natural manner.

In an effort to enable computers and other machines to communicate data in a similar manner to human beings, example embodiments of the invention relate to Natural Language Generation (NLG) systems. These NLG systems function to parse data sets and to identify features within the dataset for communication to users, customers, other computer systems, or the like by expressing the features in a linguistic format. In some examples, a NLG system is configured to transform raw input data that is expressed in a non-linguistic format into a format that can be expressed linguistically, such as through the use of natural language. For example, raw input data may take the form of a value of a stock market index over time and, as such, the raw input data may include data that is suggestive of a time, a duration, a value and/or the like. Therefore, an NLG system may be configured to input the raw input data and output text that linguistically describes the
value of the stock market index. For example, "securities markets rose steadily through most of the morning, before sliding downhill late in the day."

Data that is input into a NLG system may be provided in, for example, a recurrent formal structure. The recurrent formal structure may comprise a plurality of individual fields and defined relationships between the plurality of individual fields. For example, the input data may be contained in a spreadsheet or database, presented in a tabulated log message or other defined structure, encoded in a 'knowledge representation' such as the resource description framework (RDF) triples that make up the Semantic Web and/or the like. In some examples, the data may include numerical content, symbolic content or the like. Symbolic content may include, but is not limited to, alphanumerics and other non-numeric character sequences in any character encoding, used to represent arbitrary elements of information. In some examples, the output of the NLG system is text in a natural language (e.g. English, Japanese or Swahili), but may also be in the form of synthesized speech.

In some examples, an NLG system may be configured to linguistically express a certain type of data. For example, the NLG system may be configured to describe sports statistics, financial data, weather data, or the like using terminology and linguistic expressions appropriate for the data set. Different terminology, phraseology, idioms, and the like may be used to describe different types of phenomena, and different data domains may require different analysis techniques for efficient generation of linguistic output. For example, an analysis operation for a set of sports data to generate a game recap may require different data analysis techniques than analysis of weather data to generate a weather forecast.

In some examples, input data may not be provided in a format that is readily usable for generation of natural language. In many cases, the NLG system may not be aware of how to extract relevant data from input sources that a human user can readily process. For example, it may be more straightforward for an NLG system to create a baseball game recap from a set of box score data than from a video replay of the game. In order to allow the NLG system to create the natural language recap, the data must be presented in a format that allows the NLG system to identify important relationships and relevant details among the data. One use case that presents such a challenge is a set of data related to object position over time. When presented with a set of raw image data describing the location of objects, current NLG systems are unable to detect relevant features of the location data that might be obvious to a human viewer.
BRIEF SUMMARY

Some example embodiments of a computer system may relate to detection of motion among a given set of data. Example embodiments may provide for identification of attributes of interest spatially located within a sequence of spatial data frames. The attributes of interest may be clustered and examined across frames of the spatial data to detect motion vectors. The system may then derive information about these clustered attributes of interest and their motion over time and identify moving and/or static objects, and the moving and/or static objects may be used to generate natural language messages describing the motion of the attributes of interest. For example, weather data may be provided as a set of precipitation data, where the data corresponds to a series of snapshots of precipitation recorded or predicted at a set of locations in a geographical region at a particular set of times. Example NLG systems may analyse the precipitation data to identify weather fronts or other features relevant to creating a weather report. Other example uses include description of oil spills, cellular growth (e.g., tumor progression), atmospheric conditions (e.g., the size of a hole in the ozone layer), or any other implementation where it may be desirable to detect motion vectors in a sequence of spatial data frames.

Methods, apparatuses, and computer program products are described herein that are configured to detect motion. Embodiments of the invention may provide a method for detecting motion. The method may include determining the location of one or more clusters in a sequence of spatial data frames at two or more of a plurality of time values. The sequence of spatial data frames may define one or more locations of the one or more clusters at the plurality of time values. The method may further include determining that a first cluster of the one or more clusters in a first of the two or more time values corresponds to a second cluster of the one or more clusters in a second of the two or more time values. The method may also include determining at least one motion vector between the first cluster and the second cluster, and determining, using a processor, a moving object based on information comprising the at least one motion vector.

Embodiments may further include an apparatus configured to detect motion. The apparatus may include a memory coupled to at least one processor. The processor may be configured to determine the location of one or more clusters in a sequence of spatial data frames at two or more of a plurality of time values. The sequence of spatial data frames may define one or more locations of the one or more clusters at the plurality of time values. The processor may be further configured to determine that a first cluster of the one or more clusters in a first of the two or more time values corresponds to a second cluster of the one or more clusters in a second of the two or more time values, determine
at least one motion vector between the first cluster and the second cluster, and determine a moving object based on information comprising the at least one motion vector.

Yet further embodiments may provide a computer readable storage medium comprising instructions that, when executed by a processor, cause the processor to perform a method for detecting motion. The instructions may configure the processor to determine the location of one or more clusters in a sequence of spatial data frames at two or more of a plurality of time values. The sequence of spatial data frames may define one or more locations of the one or more clusters at the plurality of time values. The instructions may further configure the processor to determine that a first cluster of the one or more clusters in a first of the two or more time values corresponds to a second cluster of the one or more clusters in a second of the two or more time values, determine at least one motion vector between the first cluster and the second cluster, and determine a moving object based on information comprising the at least one motion vector.

BRIEF DESCRIPTION OF THE DRAWINGS

Having thus described embodiments of the invention in general terms, reference will now be made to the accompanying drawings, which are not necessarily drawn to scale, and wherein:

Figure 1 is a schematic representation of a motion detection and analysis system in accordance with some example embodiments of the present invention;

Figure 2 illustrates a block diagram of an apparatus that embodies a motion detection and analysis system in accordance with some example embodiments of the present invention;

Figure 3 illustrates an example sequence of spatial data frames from which object motion may be detected in accordance with some example embodiments of the present invention; and

Figures 4-9 are flowchart depictions of example methods that may be performed by a motion detection and analysis system in accordance with some example embodiments of the present invention.

DETAILED DESCRIPTION

Example embodiments will now be described more fully hereinafter with reference to the accompanying drawings, in which some, but not all embodiments are shown. Indeed, the embodiments may take many different forms and should not be construed as limited to the embodiments set forth herein; rather, these embodiments are provided so that this disclosure will satisfy applicable legal requirements. Like reference numerals refer to like elements throughout. The terms "data," "content," "information," and similar
terms may be used interchangeably, according to some example embodiments, to refer to data capable of being transmitted, received, operated on, and/or stored. Moreover, the term "exemplary", as may be used herein, is not provided to convey any qualitative assessment, but instead merely to convey an illustration of an example. Thus, use of any such terms should not be taken to limit the spirit and scope of embodiments of the present invention.

One of the primary factors that users generally consider in the analysis of spatio-temporal data is the concept of motion. The relative position of attributes of interest over time can help a user determine where the attributes of interest has been, where it is going, how fast it will get there, and other relevant data. From biology to chemistry to physics to meteorology, the movement of attributes of interest within a system can provide valuable information about the system and the attributes of interest within it.

In order to assist a user with interpretation of spatial data over time, a set of text describing the motion of attributes of interest within the system may be generated by a motion detection and analysis system as described herein. For example, precipitation data for a weather system may be analyzed to identify the movement of the precipitation system, and a weather forecast may be generated based on the movement information. Although example embodiments are described with respect to meteorological applications, the systems, apparatuses, methods, and computer products described herein could be equally applicable to analysis and text generation for any sequence of spatial data frames.

A motion detection and analysis system provided according to embodiments of the invention may be operable to identify motion among a sequence of spatial data frames, to determine one or more motion vectors of attributes of interest within the spatial data, and to identify motion vector types and other information about the attributes of interest based on the determined motion vectors.

Spatial data may be mapped onto or otherwise represented in terms of a geometric grid, such that one or more attributes of interest may be identified or otherwise captured as it moves across multiple frames of the geometric grid. In the present context, the term "frame" refers to a representation of the geometric grid at a particular time reference. Each frame may include a collection of locations that are uniquely addressable via an indexing system (e.g., a coordinate grid, with the location of attributes of interest represented by values associated with particular coordinates). The term "attribute of interest" may be used to describe data that indicates the presence or lack of a data item at a particular location. Frames may depict attributes of interest as binary values (e.g., either an attribute of interest is or is not present at a particular coordinate set), or as real-number values (e.g., attributes of interest are represented by real number...
values at particular coordinates). In the case of real-number value representations, the real-number may refer to an amount or other variable associated with the attribute of interest. For example, precipitation data may be associated with real-number values describing the amount of precipitation at the particular location.

The term "cluster" may refer to a collection of locations of attributes of interest in a frame that form a larger identifiable entity. For example, attributes of interest at adjacent locations in a single frame may be combined to form a single cluster. Although clusters may be contiguous, this is not necessarily the case, as clusters may be determined based on a particular threshold proximity between attributes of interest (e.g., within 2 units), or based on common proximate movement vectors (e.g., two attributes of interest that are within a threshold number of units across two or more frames). Although the term "cluster" as used in the instant examples is described as related to a plurality of attributes of interest, the term may also be understood related to a single attribute of interest (e.g., a point location).

The term "motion vector" may refer to a set of values that describe a transition between two clusters in successive frames. The motion vector may include a direction of the transition, a speed of the transition, and a domain-dependent label describing the transition type (e.g., spreading or receding, for a precipitation system, metastasizing for a tumor, etc.). The direction of the transition may be specified by a cardinal direction (e.g., North, South, East, West), as an angle in degrees or radians, or by any other method of expressing direction. The speed may be expressed as an integer or real-number representing a magnitude of the vector.

The term "moving object" in the context of objects detected in a sequence of spatial data frames may refer to a cluster that persists across a sequence of one or more frames. Although the objects are generally described as being detected in a "sequence" of spatial data frames, alternative embodiments may exist where analyzed frames are not presented in a linear sequence or as successive frames. For example, every other frame of a sequence of frames may analyzed to reduce the amount of processing resources required to review the data, or the first and last frames may be analyzed with selected frames in between. As such, the term "sequence of spatial data frames" should be understood to also refer to these alternative embodiments where the spatial data frames is not associated with successive frames. The moving object may be related to a sequence of one or more motion vectors derived from the spatial data frames. The cluster associated with the moving object may change location, shape, and/or size from one frame to the next. If a cluster persists across multiple frames with no change, then the cluster may be identified as a "static object" instead of as a moving object.
Moving objects and static objects may be characterized as "domain events" and "domain states", respectively by attaching domain-specific cluster motion types (e.g., "spreading", "receding", or "a band of precipitation" for a weather domain, "gridlock", "stop-and-go", or "congested" for a traffic domain, or the like) to the respective object. Cluster motion types may be assigned to moving and static objects based on the cluster motion types of the motion vectors associated with the objects. Where the constituent motion vectors do not correspond to a simple domain event, the domain event may be classified as a "hybrid movement." In order to express computed domain events and states linguistically by an NLG system, the domain specific cluster motion types may be analyzed to ensure that the domain specific cluster motion types fit into a language friendly ontology of domain events and states. As such, the computed domain events and states may be identified as linguistically describable using words and phrases from the sublanguage used in a specific domain (e.g. a sublanguage for weather reports). This process is particularly relevant to the field of natural language generation, as other techniques for identifying the motion of objects are not concerned with linguistic expressions of said motion. For example, a robot may be fitted with a computer vision module to drive a vehicle in real-world traffic. Such a robot might compute motion events and states which may not be describable in language, as driving the vehicle is the objective of this robot, but describing the other moving vehicles in linguistic terms is not.

Figure 1 is an example block diagram of example components of an example motion detection and analysis environment 100. In some example embodiments, the motion detection and analysis environment 100 comprise a data analysis system 104, a natural language generation system 106 and one or more data sources, such as but not limited to, a sequence of spatial data frames 102, and/or a domain model 108. The data analysis system 104, and/or the natural language generation system 106 make take the form of, for example, a code module, a component, circuitry and/or the like. The components of the motion detection and analysis environment 100 are configured to provide various logic (e.g. code, instructions, functions, routines and/or the like) and/or services related to the motion detection and analysis system.

In some example embodiments a sequence of spatial data frames 102 includes spatial data received from an external source, such as from one or more sensors or remote computers. For example, the sequence of spatial data frames 102 may include information that describes the position of one or more attributes of interest over time (e.g., over a plurality of frames). The sequence of spatial data frames 102 includes data that may be used in the motion detection and analysis environment 100 to detect motion. Example sources of spatial data frames might include weather data (e.g., a weather radar display, numerical weather prediction data from atmospheric simulation models, etc.).
traffic data (e.g., areas of automobile congestion on a street map), scientific data (e.g., growth of cells in a petri dish), medical data (e.g., analysis of an electrocardiograph wave form), or network data (e.g., a representation of bandwidth in a network).

The sequence of spatial data frames 102 may in some example embodiments be received via data communication with one or more sensors, monitoring systems, storage devices, computing nodes, and/or the like. In examples in which the sequence of spatial data frames 102 is received from a monitoring system or a sensor, the sequence of spatial data frames 102 may be provided in a format that includes and/or is representable by one or more images.

The sequence of spatial data frames 102 may include data such as, but not limited to, data that indicates variation across location (e.g. rainfall in different regions), or spatial-temporal data that combines both time series data and spatial data (e.g. rainfall across time in different geographical output areas). The data contained or otherwise made accessible by the sequence of spatial data frames 102 may be provided in the form of numeric values (e.g., coordinate values) for specific parameters across time and space, but the raw input data may also contain alphanumeric symbols, such as the RDF notation used in the semantic web, or as the content of database fields. The data may be received from a plurality of sources and, as such, data received from each source, sub source or data that is otherwise related may be grouped into or otherwise referred to as the sequence of spatial data frames 102. An example of the sequence of spatial data frames 102 is described further below with respect to Figure 3.

The data analysis system 104 may identify motion of one or more attributes of interest in the sequence of spatial data frames 102 to detect moving and static objects. The data analysis system 104 may perform a frame-by-frame analysis of a series of attributes of interest (e.g., spatial data provided over time as one or more frames). The terms "frame" and "frames" are used to describe sets of data that share a particular temporal characteristic; it should be readily understood that the term is not intended to apply only to frames as known in video or other moving spatial data formats (e.g., GIF, PNG, etc.), but rather any set of data formatted according to a temporal characteristic such that motion characteristics may be identified over a period of time. The frames could also be sequenced based on any indexing scheme not necessarily time. The data analysis system 104 may identify a series of clusters in the sequence of spatial data frames 102, and derive motion vectors. The data analysis system 104 may further give domain-specific labels to moving and static object identified from a sequence of one or more motion vectors to assist a natural language generation system 106 with linguistically describing the moving and static objects. For example, moving objects that move according to a certain motion vector in a weather domain may be associated with different
labels than moving objects that move according to the same motion vector in a medical
domain, as terminology for describing weather moving objects may not be appropriate for
describing medical objects (e.g., cells). Example methods for identifying motion vectors
from the spatial data as may be employed by the data analysis system 104 are described
further below with respect to Figures 4-9.

The moving and static objects detected by the data analysis system 104 may be
used by a natural language generation system 106 to generate one or more messages
describing the objects and motion vectors. Messages are language independent data
structures that correspond to informational elements in a text and/or collect together
underlying data, referred to as slots, arguments or features, which can be presented
within a fragment of natural language such as a phrase or sentence. A message typically
corresponds to a fact about the underlying data (for example, the existence of some
observed event) that could be expressed via a simple sentence (although it may
ultimately be realized by some other linguistic means). One such natural language
generation system is described in Building Natural Language Generation Systems by
Ehud Reiter and Robert Dale, Cambridge University Press (2000), which is incorporated
by reference in its entirety herein.

Figure 2 is an example block diagram of an example computing device for
practicing embodiments of an example motion detection and analysis system. In
particular, Figure 2 shows a computing system 200 that may be utilized to implement a
motion detection and analysis environment 100 having a sequence of spatial data frames
102; a data analysis system 104; a natural language generation system 106; and/or an
optional user interface (not shown). One or more general purpose or special purpose
computing systems/devices may be used to implement the data analysis system 104,
and/or the natural language generation system 106. In addition, the computing system
200 may comprise one or more distinct computing systems/devices and may span
distributed locations. In some example embodiments, the data analysis system 104,
and/or the natural language generation system 106 may be configured to operate
remotely via the network 250. In some example embodiments, a pre-processing module
or other module that requires heavy computational load may be configured to perform
that computational load and thus may be on a remote device or server. For example, the
data analysis system 104 may be accessed remotely. Furthermore, each block shown
may represent one or more such blocks as appropriate to a specific example
embodiment. In some cases one or more of the blocks may be combined with other
blocks. Also, the data analysis system 104, and/or the natural language generation
system 106 may be implemented in software, hardware, firmware, or in some
combination to achieve the capabilities described herein.
In the example embodiment shown, computing system 200 comprises a computer memory ("memory") 201, a display 202, one or more processors 203, input/output devices 204 (e.g., keyboard, mouse, CRT or LCD display, touch screen, gesture sensing device and/or the like), other computer-readable media 205, and communications interface 206. The processor 203 may, for example, be embodied as various means including one or more microprocessors with accompanying digital signal processor(s), one or more processor(s) without an accompanying digital signal processor, one or more coprocessors, one or more multi-core processors, one or more controllers, processing circuitry, one or more computers, various other processing elements including integrated circuits such as, for example, an application-specific integrated circuit (ASIC) or field-programmable gate array (FPGA), or some combination thereof. Accordingly, although illustrated in Figure 2 as a single processor, in some embodiments the processor 203 comprises a plurality of processors. The plurality of processors may be in operative communication with each other and may be collectively configured to perform one or more functionalities of the motion detection and analysis system as described herein.

The data analysis system 104, and/or the natural language generation system 106 are shown residing in memory 201. The memory 201 may comprise, for example, transitory and/or non-transitory memory, such as volatile memory, non-volatile memory, or some combination thereof. Although illustrated in Figure 2 as a single memory, the memory 201 may comprise a plurality of memories. The plurality of memories may be embodied on a single computing device or may be distributed across a plurality of computing devices collectively configured to function as the motion detection and analysis system. In various example embodiments, the memory 201 may comprise, for example, a hard disk, random access memory, cache memory, flash memory, a compact disc read only memory (CD-ROM), digital versatile disc read only memory (DVD-ROM), an optical disc, circuitry configured to store information, or some combination thereof.

In other embodiments, some portion of the contents, some or all of the components of the data analysis system 104, and/or the natural language generation system 106 may be stored on and/or transmitted over the other computer-readable media 205. The components of the data analysis system 104, and/or the natural language generation system 106 preferably execute on one or more processors 203 and are configured to generate natural language describing moving and/or static objects derived from spatial data, as described herein.

Alternatively or additionally, other code or programs 230 (e.g., an administrative interface, a Web server, and the like) and potentially other data repositories, such as data repository 240, also reside in the memory 201, and preferably execute on one or more processors 203. Of note, one or more of the components in Figure 2 may not be present
in any specific implementation. For example, some embodiments may not provide other computer readable media 205 or a display 202.

The data analysis system 104, and/or the natural language generation system 106 are further configured to provide functions such as those described with reference to Figure 1. The data analysis system 104, and/or the natural language generation system 106 may interact with the network 250, via the communications interface 206, with the sequence of spatial data frames 102, (e.g. remote reference data, remote performance data, remote aggregation data, remote sensors and/or the like), third-party content providers 254 and/or client devices 258. The network 250 may be any combination of media (e.g., twisted pair, coaxial, fiber optic, radio frequency), hardware (e.g., routers, switches, repeaters, transceivers), and protocols (e.g., TCP/IP, UDP, Ethernet, Wi-Fi, WiMAX, Bluetooth) that facilitate communication between remotely situated humans and/or devices. In some instance the network 250 may take the form of the internet or may be embodied by a cellular network such as an LTE based network. In this regard, the communications interface 206 may be capable of operating with one or more air interface standards, communication protocols, modulation types, access types, and/or the like. The client devices 258 include desktop computing systems, notebook computers, mobile phones, smart phones, personal digital assistants, tablets and/or the like.

In an example embodiment, components/modules of the data analysis system 104, and/or the natural language generation system 106 are implemented using standard programming techniques. For example, the data analysis system 104 and/or the natural language generation system 106 may be implemented as a "native" executable running on the processor 203, along with one or more static or dynamic libraries. In other embodiments, the data analysis system 104, and/or the natural language generation system 106 may be implemented as instructions processed by a virtual machine that executes as one of the other programs 230. In general, a range of programming languages known in the art may be employed for implementing such example embodiments, including representative implementations of various programming language paradigms, including but not limited to, object-oriented (e.g., Java, C++, C#, Visual Basic.NET, Smalltalk, and the like), functional (e.g., ML, Lisp, Scheme, and the like), procedural (e.g., C, Pascal, Ada, Modula, and the like), scripting (e.g., Perl, Ruby, Python, JavaScript, VBScript, and the like), and declarative (e.g., SQL, Prolog, and the like).

The embodiments described above may also use synchronous or asynchronous client-server computing techniques. Also, the various components may be implemented using more monolithic programming techniques, for example, as an executable running on a single processor computer system, or alternatively decomposed using a variety of
structuring techniques, including but not limited to, multiprogramming, multithreading, client-server, or peer-to-peer, running on one or more computer systems each having one or more processors. Some embodiments may execute concurrently and asynchronously, and communicate using message passing techniques. Equivalent synchronous embodiments are also supported. Also, other functions could be implemented and/or performed by each component/module, and in different orders, and by different components/modules, yet still achieve the described functions.

In addition, programming interfaces to the data stored as part of the data analysis system 104, and/or the natural language generation system 106, such as by using one or more application programming interfaces can be made available by mechanisms such as through application programming interfaces (API) (e.g. C, C++, C#, and Java); libraries for accessing files, databases, or other data repositories; through scripting languages such as XML; or through Web servers, FTP servers, or other types of servers providing access to stored data. The sequence of spatial data frames 102 and the domain model 108 may be implemented as one or more database systems, file systems, or any other technique for storing such information, or any combination of the above, including implementations using distributed computing techniques. Alternatively or additionally, the sequence of spatial data frames 102 and the domain model 108 may be local data stores but may also be configured to access data from one or more remote sources.

Different configurations and locations of programs and data are contemplated for use with techniques described herein. A variety of distributed computing techniques are appropriate for implementing the components of the illustrated embodiments in a distributed manner including but not limited to TCP/IP sockets, RPC, RMI, HTTP, Web Services (XML-RPC, JAX-RPC, SOAP, and the like). Other variations are possible. Also, other functionality could be provided by each component/module, or existing functionality could be distributed amongst the components/modules in different ways, yet still achieve the functions described herein.

Furthermore, in some embodiments, some or all of the components of the sequence of spatial data frames 102, the data analysis system 104, and/or the natural language generation system 106 may be implemented or provided in other manners, such as at least partially in firmware and/or hardware, including, but not limited to one or more ASICs, standard integrated circuits, controllers executing appropriate instructions, and including microcontrollers and/or embedded controllers, FPGAs, complex programmable logic devices ("CPLDs"), and the like. Some or all of the system components and/or data structures may also be stored as contents (e.g., as executable or other machine-readable software instructions or structured data) on a computer-readable medium so as to enable or configure the computer-readable medium and/or one
or more associated computing systems or devices to execute or otherwise use or provide the contents to perform at least some of the described techniques. Some or all of the system components and data structures may also be stored as data signals (e.g., by being encoded as part of a carrier wave or included as part of an analog or digital propagated signal) on a variety of computer-readable transmission mediums, which are then transmitted, including across wireless-based and wired/cable-based mediums, and may take a variety of forms (e.g., as part of a single or multiplexed analog signal, or as multiple discrete digital packets or frames). Such computer program products may also take other forms in other embodiments. Accordingly, embodiments of this disclosure may be practiced with other computer system configurations.

Figure 3 illustrates an example sequence of spatial data frames from which motion and/or static objects may be detected. The sequence of spatial data frames may be received in a grid-based coordinate format as depicted in Figure 3, or the grid representation may be overlaid on the sequence of spatial data frames by a computing system, such as computing system 200, prior to motion detection. For example, the sequence of spatial data frames may be received as an image or set of images, and post-processing may be performed to divide the image into a grid representation. Additionally or alternatively, pixels of an image may be used to define the grid. In some embodiments, the sequence of spatial data frames may be received as numerical data or in a random access file format. In cases where the sequence of spatial data frames is not associated with an image, the sequence of spatial data frames may be converted into an array or grid format for analysis, such that the spatial data may be represented as an image or set of images for analysis. In some examples, color values, intensity values or the like may be used to represent the presence of an attribute of interest as well as its relative intensity. In the present example, a sequence of spatial data frames has been divided into series of frames, where each frame is represented by a 5x5 grid. Time values T1-T6 represent a particular location over a period of time.

At time T1, the depicted frame includes clusters defined by attributes of interest at locations (1,1) and (2,1). At time T2, the clusters (and thus their component associated attributes of interest) move to locations (2,2), (3,2), and (4,2). As can be readily discerned from the example, clusters may change in size and shape in addition to changing screen location. At time T3, the clusters move to locations (3,3) and (4,3), to locations (3,4) and (4,4) at time T4, and location (4,5) at time T5. The clusters have left the frame at T5. The instant set of frames depicts attributes of interest in a binary manner (e.g., a given coordinate location either has an attribute of interest or it does not) but, as described above, a frame may also have real-number values at various locations. For example, a given location might be associated with values ranging from 0 to 1, from 0 to
10, from 0 to 100, or any other range. In some embodiments, each location may be
associated with a value, and a filter may be provided to detect attributes of interest and/or
clusters (e.g., a Kalman filter). Additionally or alternatively, one or more thresholds may
be used to detect attributes of interest, such that attributes of interest are indicated at
locations where the value exceeds a particular threshold.

Although the instant example depicts a square grid covering the entire frame,
embodiments may also relate to irregular frame sizes. For example, a sequence of
spatial data frames may correspond to a geographical area, with a grid defined solely for
locations that have dry land, when preparing a weather report, or various other limitations
may be imposed upon the grid based on desired output information. By constraining the
grid in this manner, less area is analyzed, thus potentially improving the speed and
efficiency of the motion detection operations.

Figures 4-9 illustrate example flowcharts of the operations performed by an
apparatus, such as computing system 200 of Figure 2, in accordance with example
embodiments of the present invention. It will be understood that each block of the
flowcharts, and combinations of blocks in the flowcharts, may be implemented by various
means, such as hardware, firmware, one or more processors, circuitry and/or other
devices associated with execution of software including one or more computer program
instructions. For example, one or more of the procedures described above may be
embodied by computer program instructions. In this regard, the computer program
instructions which embody the procedures described above may be stored by a memory
201 of an apparatus employing an embodiment of the present invention and executed by
a processor 203 in the apparatus. As will be appreciated, any such computer program
instructions may be loaded onto a computer or other programmable apparatus (e.g.,
hardware) to produce a machine, such that the resulting computer or other programmable
apparatus provides for implementation of the functions specified in the flowcharts'
block(s). These computer program instructions may also be stored in a non-transitory
computer-readable storage memory that may direct a computer or other programmable
apparatus to function in a particular manner, such that the instructions stored in the
computer-readable storage memory produce an article of manufacture, the execution of
which implements the function specified in the flowcharts' block(s).

The computer program instructions may also be loaded onto a computer or other
programmable apparatus to cause a series of operations to be performed on the
computer or other programmable apparatus to produce a computer-implemented process
such that the instructions which execute on the computer or other programmable
apparatus provide operations for implementing the functions specified in the flowcharts'
block(s). As such, the operations of Figures 4-9, when executed, convert a computer or
processing circuitry into a particular machine configured to perform an example embodiment of the present invention. Accordingly, the operations of Figures 4-9 define an algorithm for configuring a computer or processor, to perform an example embodiment. In some cases, a general purpose computer may be provided with an instance of the processor which performs the algorithms of Figures 4-9 to transform the general purpose computer into a particular machine configured to perform an example embodiment.

Accordingly, blocks of the flowcharts support combinations of means for performing the specified functions and combinations of operations for performing the specified functions. It will also be understood that one or more blocks of the flowcharts', and combinations of blocks in the flowchart, can be implemented by special purpose hardware-based computer systems which perform the specified functions, or combinations of special purpose hardware and computer instructions.

In some example embodiments, certain ones of the operations herein may be modified or further amplified as described below. Moreover, in some embodiments additional optional operations may also be included. It should be appreciated that each of the modifications, optional additions or amplifications described herein may be included with the operations herein either alone or in combination with any others among the features described herein.

Figure 4 is a flow chart depicting a method 400 for detecting motion using a spatial data set in accordance with example embodiments of the present invention. The method 400 receives a sequence of spatial data frames depicting locations over a period of time, such as in a plurality of frames. For example, the method 400 may be performed by a data analysis system 104 as described above with respect to Figures 1 and 2. The method 400 identifies one or more attributes of interest within the frames, and determines the relative position of attributes of interest and clusters of attributes of interest across the plurality of frames. Motion vectors are derived from these relative positions. The method 400 further identifies moving and/or static objects based on the derived motion vectors. Based on the types of motion detected, the method 400 may create messages that are operable to provide a linguistic description of the identified moving and/or static objects. For example, the method 400 may associate moving and/or static objects with particular domain-specific identifiers that may be used by a natural language generation system, such as the natural language generation system 106, to generate natural language output describing the moving and/or static objects.

At action 402, the method 400 receives a sequence of spatial data frames. As described above with respect to Figure 1, the sequence of spatial data frames may be received from one or more sensors or external devices, or the sequence of spatial data frames may be locally stored on the computing device executing the method 400. The
sequence of spatial data frames may include a series of frames, each of which depict a set of locations and/or attributes of interest at certain times. The frames of the spatial data may correspond to a single set of locations, such that each frame depicts the same location or set of locations. Alternatively, in some embodiments the spatial data may include an absolute coordinate reference system so that, even though the spatial data depicts different locations, locations may be identified in relative to position to one another.

At action 404, moving and/or static objects are identified within the spatial data. The moving and/or static objects may be identified by detecting attributes of interest in each frame, clustering the attributes of interest, and observing the movement of the clusters across the frames. Example methods for performing the process of detecting moving and/or static objects is described further below with respect to Figures 5-9.

At action 406, one or more of the identified moving and/or static objects may optionally be filtered out of the data. For example, static objects (e.g., objects with no associated movement vectors) may be identified as irrelevant to the motion detection process. For example, moving and/or static objects below a certain size or clusters below a certain density may be removed from consideration in the motion detection process. Various other criteria may also be employed for removing moving and/or static objects other than the motion vectors of the objects. For example, in the case of weather data, objects that are not near populated areas in a geographical weather map may be removed from consideration.

At action 408, messages may be created for the remaining moving and/or static objects based on the detected movement vectors and cluster motion types for the clusters associated with the objects. These messages may include conceptual labels that are applied to the identified moving and/or static objects so that they may be appropriately described at a later time. The messages may be created using a domain model that maps identified movement vectors and cluster motion types to terms and messages related to the domain model. These messages may be used in the generation of natural language describing the moving and/or static objects, such as by a natural language generation system 106 as described with respect to Figures 1 and 2.

Figure 5 is a flow chart depicting an example method 500 for identifying objects in a sequence of frames in accordance with embodiments of the invention. The method 500 may be employed to identify objects within a sequence of spatial data frames, such as part of action 404 as described above with respect to Figure 4. The method 500 may be employed by a data analysis system 104 for the detection of objects as part of a motion detection process.
At action 502, clusters are identified for a given frame of the image. Clusters may be identified by detecting attribute of interest locations that are contiguous or otherwise share relevant values. An example of a method 600 for detecting clusters is described below with respect to Figure 6. When clusters are detected, the method 500 may store the location and frame of the cluster in a data structure that records the location of clusters for later analysis.

At action 504, a determination is made as to whether all frames of the sequence of spatial data frames have been analyzed for detection of clusters. If all of the frames have been analyzed, the method proceeds to action 506. Otherwise, the method proceeds to action 505 and the next frame is selected for analysis. The method then returns to action 502 to identify clusters in the next unanalyzed frame.

At action 506, chains of corresponding clusters across the sequence of frames are identified. Cluster chains may be identified by comparing the location of clusters in sequential frames. For example, the data structure storing the location of each cluster in each frame may be compared with preceding and succeeding frames to identify similar clusters based on the size, shape, and location of the clusters. An example of a method 700 for identifying cluster chains is described further below with respect to Figure 7.

At action 508, motion vectors are determined for each pair of successive frames that include cluster chains. These motion vectors may be identified by comparing the location, size, and shape of clusters across the frames in which the cluster chain is present. Where the cluster shapes vary randomly (e.g. precipitation shapes change across frames randomly) cluster comparisons may be based on location and size. Although the frames being compared are described as successive, the frames are not necessarily adjacent. For example, one or more frames may be skipped to conserve processor resources. In other examples, only a portion of the available frames may be analyzed, for example although frames at 60 second intervals may be available, the method may only extract frames at 30 minute intervals to be analyzed. An example of a method 800 for determining motion vectors for a cluster chain is described further below with respect to Figure 8.

At action 510, a cluster motion type is determined based on the motion vectors determined at action 508. The cluster motion type may refer to a domain-specific value that linguistically describes the motion of the associated object or cluster of objects. This cluster motion type may be used by other processes, such as a natural language generation system. Although the instant example is related to natural language generation, a cluster motion type associated with a moving object could also be used for any other purpose for which defining an object motion might be useful. According to embodiments of the present invention, cluster motion types may be determined to be
relevant for natural language generation. An example of a method 900 for determining a
cluster motion type is described further below with respect to Figure 9.

At action 512, a determination is made as to whether additional cluster chains
remain for analysis. If additional cluster chains remain, the method proceeds to action 514
to select the next cluster chain for analysis. If no cluster chains remain, the method 500
ends.

Figure 6 is a flow chart depicting an example of a method 600 for detecting
clusters in accordance with embodiments of the present invention. By clustering related
attributes of interest together, additional data may be derived for the motion of the cluster
above and beyond that provided by individual pixel or coordinate analysis. For example,
clusters may grow or shrink in size, or change shape. In such cases, analysis performed
on specific attributes of interest may be insufficient, as those attributes of interest may
appear and disappear over time. Identification of clusters also allows for more efficient
analysis, as sets of attributes of interest may be associated with a single motion vector at
a time, eliminating the need to track a motion vector for each attribute of interest. The
method 600 may be employed to identify clusters within a frame from individual attribute
of interest values. For example, a series of adjacent attributes of interest may be
identified as a single cluster. The method 600 may be employed by a data analysis
system, such as the data analysis system 104, as part of a motion detection operation.

At action 602, a frame of spatial data is selected. As described above, the frame
may include a set of attributes of interest at a particular point in time. As described with
respect to Figure 6, the method 600 may be applied to each frame in a sequence of
 spatial data frames to identify clusters in each frame. The example method 500
describes a process for identifying clusters in a single such frame.

At action 604, areas with attributes of interest that share particular values are
identified. These points may include contiguous locations (e.g., attributes of interest
located at adjacent coordinate locations), or attributes of interest that are within a
particular distance of each other. The particular values may be any value that is common
to the attributes of interest. For example, in a weather map, attributes of interest with
similar precipitation values may be identified.

At action 606, certain clusters may be removed or otherwise ignored from the
detection algorithm. For example, clusters that are smaller than a particular size may be
removed from consideration.

At action 608, clusters may be merged with one another. For example, clusters
may be merged within certain ranges of proximity. The method ends after clusters have
been merged, with output of the location of clusters for the analyzed frame. The method
600 may be repeated until clusters are identified for all frames of the sequence of spatial
data frames.

Figure 7 is a flow chart depicting an example of a method 700 for identifying
cluster chains in accordance with embodiments of the present invention. The method
may be employed during a motion detection operation to identify changes in cluster
positions in successive frames of the sequence of spatial data frames. These changes in
position may be used to derive motion vectors of the clusters by comparing the positions
of the clusters across the frames connected by the cluster chain. The method 700 may
be employed by a data analysis system during a motion detection operation, such as the
data analysis system 104.

At action 702, a frame sequence is selected. The frame sequence may include
two or more successive frames in a sequence of spatial data frames. For example, the
frame sequence may be two sequential frames in the sequence of spatial data frames. In
some embodiments, the method 700 is applied to pairs of frames iteratively to identify
possible chains across each pair of frames. Alternatively, frames may be analyzed in a
recursive manner, with individual frames being analyzed to detect links to object chains
identified in other frame pairs. As yet another alternative, frames may be analyzed in
groups, and groups analyzed in sequence (e.g., analyzing frame 1 and frame 2 in a
sequence together, analyzing frame 3 and frame 4 in a sequence together, and then
analyzing the results of frame 1 and 2 with the results of frame 3 and 4 in a sequence).

At action 704, possible chains of clusters are identified across the selected frame
sequence. Cluster chains may be identified by comparing the locations of clusters in
each frame, and attempting to determine which clusters in the first frame correspond to
clusters in the second frame. These similar clusters may be determined by a cluster
similarity score for cluster pairs.

At action 706, clusters may be scored for similarity by assigning values for size,
shape, and location. For example, clusters that have a similar size, shape, and location
may receive a higher score than clusters that deviate in one or more of these
characteristics. In some embodiments clusters may change in shape and size from frame
to frame. For example, precipitation clusters may change in shape and size from frame
to frame. In some embodiments, cluster similarity may be a function of certain domain
values. For example, weather system clusters may exhibit different behavior from traffic
patterns, as weather clusters (e.g., weather systems) operate according to different
movement constraints than traffic objects (e.g., cars). As such, different functions and
algorithms may be employed for computation of a similarity score as determined by a
domain model, such as the domain model 108 described with respect to Figure 1. For
example, for clusters that change in size and shape form frame to frame without a
particular pattern, similarity scores may be calculated based on the ratio of the size of the clusters at a first time frame to the size of the clusters at a second time frame being greater than a threshold value, based on a distance between any two clusters corners being less than a threshold distance across two time frames, based on the average of the distances of any of two corners being less than a threshold distance across two time frames, based on a number of points in the clusters that stay the same across two time frames, or any combination thereof. In some embodiments, different elements may be weighted to produce the similarity score between two clusters.

At action 708, chains may be established by selecting clusters to maximize the similarity score. Various methods of selecting these clusters for linking may be employed. For example, clusters may be selected such that individual pairs of clusters have the highest similarity score, or clusters may be selected for pairing such that a frame similarity score for the entire sequence of frames is maximized. Identified chains may be stored for use in other operations as part of the motion detection process. As described above, the method 700 may be repeated across the frames of data until all frames have been processed by the chain detection method. After initial processing of two or more frames, the method 700 may also be performed on output data, in order to identify chains that span across previously analyzed frames into newly selected frames (e.g. recursive processing). Chains may be stored in a data structure indicating the cluster locations and the frames in which the cluster is present.

Figure 8 is a flow chart depicting an example of a method 800 for determining motion vectors for a cluster chain in accordance with example embodiments. Once cluster chains have been identified (e.g., as described with respect to Figure 7 and the method 700), the location of the clusters may be tracked across the chain. Awareness of these locations may allow for derivation of motion vectors for the clusters. Once the motion vectors are identified, a domain model may be applied to identify domain-specific types, terms, and other knowledge related to the clusters and their motion vectors. These motion vectors and types, terms, and other knowledge may be used to identify the clusters as moving objects or static objects. The method 800 may be employed as part of a motion detection process (e.g., the method 400 described with respect to Figure 4), as performed by a data analysis system, such as the data analysis system 104.

At action 802, two or more clusters that form a chain across two or more frames are selected. The method 800 may be employed on each set of cluster chains as identified by a method such as the method 700 described above. The method 800 may analyze individual frame pairs of a chain (e.g., pairs of frames from the start frame to the finishing frame), or from the start of the chain to the end (e.g., the first frame and the last frame), or for any other selection of frames of a given cluster chain.
At action 804, the content of the cluster in the first analyzed frame corresponding with the selected cluster frame (e.g., the locations of the cluster in the coordinate system, or the values associated with the locations in the case of clusters defined by real-number values) is compared with the content of the cluster in the second analyzed frame corresponding to the selected cluster frame. The content of the cluster may also include the relative locations of points in the cluster, the density of the cluster, or any other features which may be specified by a domain model established for analysis of the cluster. For example, cluster contents may be identified by creating a list of points at which the cluster exists that were not present in a previous frame, creating a list of points at which the cluster does not exist that were present in the previous frame, and using the two lists to determine a transition type. For example, if the number of points at which the cluster has appeared is less than 20% of the number of points at which the cluster has disappeared and the number of points at which the cluster has disappeared is greater than zero, then the moving object may be identified as "Clearing." If the number of points at which the cluster has disappeared is less than 20% of the number of points at which the cluster has appeared and the number of points at which the cluster has appeared is greater than zero, the moving object may be identified as "Spreading."

At action 806, based on the comparison, a transition type is determined between the two clusters. This transition type may be a generic transition, or it may be a domain-specific transition determined using a domain model. For example, a weather system might be assigned a transition type of "spreading" or "clearing" based on the content of the cluster.

At action 808, a point location, such as a centroid, may be computed for the each cluster in the selected chain. The centroid may be used to establish a central location to all of the points in the cluster. In some embodiments, the centroid may also take into account individual data values of points in the cluster, such as to identify a center of gravity based not only by the locations of points, but also their weight. Alternatively, other values than the centroid may be employed, such as a leading edge, a circumcenter, a barycenter, or the like.

At action 810, the speed and direction of the cluster from the first frame to the second frame is computed using the point locations determined at action 808. The speed of the cluster may be determined by comparing a time value associated with the first frame to a time value associated with the second frame, and computing the distance between the two points, such that the rate equals the distance divided by the change in time. The direction may be determined by the change in coordinates of the points to determine the direction of motion. The method 800 may be repeated across each set of frames across the chain, and the determined motion vectors associated with the object.
Figure 9 is a flow diagram depicting an example of a method 900 for determining one or more cluster motion type from a sequence of motion vectors. As described above with respect to Figure 8, a cluster chain may be associated with one or more motion vectors by analysis of the position of the cluster across the chain. These motion vectors may be used to derive data about the cluster chain, and/or an object associated with the cluster chain based on the direction and magnitude of the motion vectors, along with other location based properties derived from the sequence of spatial data frames (e.g., changes in size, shape, or density of the object over time). The method 900 may be employed on each identified cluster chain that is associated with motion vectors. For example, the method 900 may be employed as part of a motion detection algorithm for associating data (e.g., transition type values) with a sequence of spatial data frames. The method 900 may be performed by a data analysis system, such as the data analysis system 104, during a motion detection operation.

At action 902, a sequence of motion vectors is selected. These motion vectors may represent the output of a method for identifying the motion of a cluster over time, such as the method 800. The method 900 may be performed repeatedly on each cluster chain to identify one or more cluster motion types for each cluster of attributes of interest identified in the spatial data. In some embodiments, the method 900 may be performed multiple times on a single cluster, if the cluster is associated with multiple sequences of motion vectors.

At action 904, motion vectors that fall within an acceptable range of variation are identified. In some embodiments, motion vectors may be combined of smoothed. For example, two identical motion vectors across three frames may be combined into a single motion vector associated with all three frames, or multiple similar but not identical motion vectors may be averaged to reduce computational complexity. A given cluster chain may be associated with multiple motion vectors if the object changes direction over time.

At action 906, the identified sequences of motion vectors are used to determine one or more cluster motion types for the associated clusters. The cluster motion types may be derived from the transition types of individual motion vectors associated with the clusters. The cluster motion types may be specified by a domain model, such that motion in a particular direction (e.g., north, south, east, west), or motion relative to a particular point (e.g., away from the centroid of the cluster) is associated with a particular type value. Other characteristics that have been determined for the particular cluster may also be considered when determining a cluster motion type. Some clusters may be associated with multiple sequences of motion vectors that indicate a change in direction over time, or multiple sequences of motion vectors may be used to indicate changes to the size, shape, and/or density of the cluster. For example, in the context of precipitation,
sequences of motion vectors that lead away from the centroid of the cluster along with a reduction in the density of the cluster may be classified as "dispersing." In some embodiments, individual transition types of the motion vectors may also be used to derive a cluster motion type. For example, if a majority motion vectors associated with the cluster chain are described as "Spreading", then the cluster motion type may be identified as "Spreading" as well. As another example, a precipitation object may move from a first region to a second region and increase in area, resulting in a classification of "spreading" over the second region. As yet another example, a precipitation object might move in a uniform direction without changing in size or shape, and be classified as a "moving band" of precipitation. The relationship between individual motion vector types and the cluster motion type as a whole may be a many to one relation or a one to one relationship. For example, many motion vectors, in aggregate, may be used to define a cluster motion type. Alternatively or additionally, a single repeating motion vector type may define the motion cluster type. Objects may also be classified as "static" (e.g., no associated motion vector), or "hybrid" (e.g., a more erratic or chaotic sequence of motion, with motion vectors in different directions), based on the analyzed motion vectors.

Many modifications and other embodiments of the inventions set forth herein will come to mind to one skilled in the art to which these inventions pertain having the benefit of the teachings presented in the foregoing descriptions and the associated drawings. Therefore, it is to be understood that the inventions are not to be limited to the specific embodiments disclosed and that modifications and other embodiments are intended to be included within the scope of the appended claims. Moreover, although the foregoing descriptions and the associated drawings describe example embodiments in the context of certain example combinations of elements and/or functions, it should be appreciated that different combinations of elements and/or functions may be provided by alternative embodiments without departing from the scope of the appended claims. In this regard, for example, different combinations of elements and/or functions than those explicitly described above are also contemplated as may be set forth in some of the appended claims. Although specific terms are employed herein, they are used in a generic and descriptive sense only and not for purposes of limitation.
THAT WHICH IS CLAIMED:

1. A method comprising:
   determining the location of one or more clusters in a sequence of spatial data frames at two or more of a plurality of time values, the sequence of spatial data frames defining one or more locations of the one or more clusters at the plurality of time values;
   determining that a first cluster of the one or more clusters in a first of the two or more time values corresponds to a second cluster of the one or more clusters in a second of the two or more time values;
   determining at least one motion vector between the first cluster and the second cluster; and
   determining, using a processor, a moving object based on information comprising the at least one motion vector.

2. The method of claim 1, wherein the spatial data is represented as a sequence of frames, each frame corresponding to one of the plurality of time values.

3. The method of claim 2, wherein each frame comprises a coordinate representation of a location.

4. The method of claim 1, wherein the first cluster is a first set of one or more attributes of interest and the second cluster is a second set of attributes of interest at another time point.

5. The method of claim 4, wherein the first cluster is one or more points of contiguous attributes of interest.

6. The method of claim 4, wherein the first cluster represents two or more merged clusters.

7. The method of claim 4, further comprising:
   computing a first point location of the first cluster and a second point location of the second cluster; and
   determining the at least one motion vector using the first point location and the second point location.

8. The method of claim 4, wherein the first point location is a centroid of the first cluster and the second point location is a centroid of the second cluster.
9. The method of claim 1, further comprising comparing a first content of the first cluster with a second content of the second cluster, and wherein the information further comprises the results of the comparison.

10. The method of claim 1, wherein the at least one motion vector comprises a speed and a direction of motion.

11. The method of claim 1, further comprising determining a transition type between the first cluster and the second cluster.

12. The method of claim 1, wherein the moving object is determined using a domain model specific to a spatial data type.

13. The method of claim 12, wherein the spatial data type is at least one of weather data, traffic data, medical data, or computer network data.

14. The method of claim 1, further comprising generating an output text using a natural language generation system, the output text describing a moving object of one or more moving objects associated with the one or more clusters using a cluster motion type of the one or more clusters.

15. The method of claim 1, further comprising removing at least one of the one or more clusters from consideration based on at least one of a size of the cluster or the cluster motion type of the at least one of the one or more clusters.

16. The method of claim 1, wherein determining that the first cluster corresponds to the second cluster comprises:
   determining the location of each cluster at the first of the two or more time values;
   determining the location of each cluster at the second of the two or more time values;
   computing a cluster similarity score for one or more of the clusters at the first time value with one or more of the clusters at the second time value; and
   associating the first cluster with the second cluster based on the similarity score.

17. The method of claim 16, wherein the similarity score is based on at least one of a similarity of the size, the shape, or the location of the first cluster and the second cluster.
18. The method of claim 16, wherein the first cluster is associated with the second cluster based on the association maximizing a frame similarity score, the frame similarity score derived from the similarity score of each cluster at the first time value to at least one object at the second time value.

19. The method of claim 16, wherein the first cluster is associated with the second cluster based on the association maximizing the cluster similarity score for the first cluster.

20. The method of claim 1, further comprising receiving the sequence of spatial data frames from a spatial data source.

21. The method of claim 20, wherein the spatial data source comprises at least one of one or more sensors, a database, or a remote computer.

22. An apparatus comprising:
   a memory coupled to at least one processor; and
   the at least one processor, configured to:
   determine the location of one or more clusters in a sequence of spatial data frames at two or more of a plurality of time values, the sequence of spatial data frames defining one or more locations of the one or more clusters at the plurality of time values;
   determine that a first cluster of the one or more clusters in a first of the two or more time values corresponds to a second cluster of the one or more clusters in a second of the two or more time values;
   determine at least one motion vector between the first cluster and the second cluster; and
   determine a moving object based on information comprising the at least one motion vector.

23. The apparatus of claim 22, wherein the sequence of spatial data frames is represented as a set of frames, each frame corresponding to one of the plurality of time values.

24. The apparatus of claim 23, wherein each frame comprises a coordinate representation of a location.
25. The apparatus of claim 22, wherein the first cluster is a first set of one or more attributes of interest and the second cluster is a second set of attributes of interest.

26. The apparatus of claim 25, wherein the first cluster is one or more points contiguous attributes of interest.

27. The apparatus of claim 25, wherein the first cluster represents two or more merged clusters.

28. The apparatus of claim 25, wherein the processor is further configured to:
   compute a first point location of the first cluster and a second point location of the second cluster; and
   determine the at least one motion vector using the first point location and the second point location.

29. The apparatus of claim 25, wherein the first point location is a centroid of the first cluster and the second point location is a centroid of the second cluster.

30. The apparatus of claim 22, wherein the processor is further configured to compare a first content of the first cluster with a second content of the second cluster, and wherein the information further comprises the results of the comparison.

31. The apparatus of claim 22, wherein the at least one motion vector comprises a speed and a direction of motion.

32. The apparatus of claim 22, wherein the processor is further configured to determine a transition type between the first cluster and the second cluster.

33. The apparatus of claim 22, wherein the moving object is determined using a domain model specific to a spatial data type.

34. The apparatus of claim 33, wherein the spatial data type is at least one of weather data, traffic data, medical data, or computer network data.

35. The apparatus of claim 22, wherein the processor is further configured to generate an output text using a natural language generation system, the output text describing a
moving object of one or more moving objects associated with the one or more clusters using a cluster motion type of the one or more clusters.

36. The apparatus of claim 22, wherein the processor is further configured to remove at least one of the one or more clusters from consideration based on at least one of a size of the cluster or the cluster motion type of the at least one of the one or more clusters.

37. The apparatus of claim 22, wherein the processor is further configured to determine that the first cluster corresponds to the second cluster by instructions configuring the processor to:
   determine the location of each cluster at the first of the two or more time values;
   determine the location of each cluster at the second of the two or more time values;
   compute a cluster similarity score for one or more of the clusters at the first time value with one or more of the clusters at the second time value; and
   associate the first cluster with the second cluster based on the similarity score.

38. The apparatus of claim 37, wherein the similarity score is based on at least one of a similarity of the size, the shape, or the location of the first cluster and the second cluster.

39. The apparatus of claim 37, wherein the first cluster is associated with the second cluster based on the association maximizing a frame similarity score, the frame similarity score derived from the similarity score of each cluster at the first time value to at least one object at the second time value.

40. The apparatus of claim 37, wherein the first cluster is associated with the second cluster based on the association maximizing the cluster similarity score for the first cluster.

41. The apparatus of claim 22, wherein the processor is further configured to receive the sequence of spatial data frames from a spatial data source.

42. The apparatus of claim 41, wherein the spatial data source comprises at least one of one or more sensors, a database, or a remote computer.
43. A non-transitory computer readable storage medium comprising instructions, that, when executed by a processor, configure the processor to:

   determine the location of one or more clusters in a sequence of spatial data frames at two or more of a plurality of time values, the sequence of spatial data frames defining one or more locations of the one or more clusters at the plurality of time values;

   determine that a first cluster of the one or more clusters in a first of the two or more time values corresponds to a second cluster of the one or more clusters in a second of the two or more time values;

   determine at least one motion vector between the first cluster and the second cluster; and

   determine a moving object based on information comprising the at least one motion vector.

44. The computer readable storage medium of claim 43, wherein the sequence of spatial data frames is represented as a set of frames, each frame corresponding to one of the plurality of time values.

45. The computer readable storage medium of claim 44, wherein each frame comprises a coordinate representation of a location.

46. The computer readable storage medium of claim 43, wherein the first cluster is a first set of one or more attributes of interest and the second cluster is a second set of attributes of interest.

47. The computer readable storage medium of claim 46, wherein the first cluster is one or more points contiguous attributes of interest.

48. The computer readable storage medium of claim 46, wherein the first cluster represents two or more merged clusters.

49. The computer readable storage medium of claim 46, further comprising instructions that configure the processor to:

   compute a first point location of the first cluster and a second point location of the second cluster; and

   determine the at least one motion vector using the first point location and the second point location.
50. The computer readable storage medium of claim 46, wherein the first point location is a centroid of the first cluster and the second point location is a centroid of the second cluster.

51. The computer readable storage medium of claim 43, further comprising instructions that configure the processor to compare a first content of the first cluster with a second content of the second cluster, and wherein the information further comprises the results of the comparison.

52. The computer readable storage medium of claim 43, wherein the at least one motion vector comprises a speed and a direction of motion.

53. The computer readable storage medium of claim 43, further comprising instructions that configure the processor to determine a transition type between the first cluster and the second cluster.

54. The computer readable storage medium of claim 43, wherein the moving object is determined using a domain model specific to a spatial data type.

55. The computer readable storage medium of claim 54, wherein the spatial data type is at least one of weather data, traffic data, medical data, or computer network data.

56. The computer readable storage medium of claim 43, further comprising instructions that configure the processor to generate an output text using a natural language generation system, the output text describing a moving object of one or more moving objects associated with the one or more clusters using a cluster motion type of the one or more clusters.

57. The computer readable storage medium of claim 43, further comprising instructions that configure the processor to remove at least one of the one or more clusters from consideration based on at least one of a size of the cluster or the cluster motion type of the at least one of the one or more clusters.

58. The computer readable storage medium of claim 43, further comprising instructions that configure the processor to determine that the first cluster corresponds to the second cluster by:
   determining the location of each cluster at the first of the two or more time values;
determining the location of each cluster at the second of the two or more time values;

computing a cluster similarity score for one or more of the clusters at the first time value with one or more of the clusters at the second time value; and

associating the first cluster with the second cluster based on the similarity score.

59. The computer readable storage medium of claim 58, wherein the similarity score is based on at least one of a similarity of the size, the shape, or the location of the first cluster and the second cluster.

60. The computer readable storage medium of claim 58, wherein the first cluster is associated with the second cluster based on the association maximizing a frame similarity score, the frame similarity score derived from the similarity score of each cluster at the first time value to at least one object at the second time value.

61. The computer readable storage medium of claim 58, wherein the first cluster is associated with the second cluster based on the association maximizing the cluster similarity score for the first cluster.

62. The computer readable storage medium of claim 43, further comprising instructions that configure the processor to receive the sequence of spatial data frames from a spatial data source.

63. The computer readable storage medium of claim 62, wherein the spatial data source comprises at least one of one or more sensors, a database, or a remote computer.
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