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( Processing on monitored user's side )
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(Processing by cloud server)
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( Processing on monitored user's side )
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( Processing on monitoring user's side)
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( Processing on monitoring user's side )
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( Processing on monitored user's side )
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C Processing by cloud server )
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ELECTRONIC APPARATUS AND METHOD

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is based upon and claims the ben-
efit of priority from Japanese Patent Application No. 2013-
203421, filed Sep. 30, 2013, the entire contents of which are
incorporated herein by reference.

FIELD

[0002] Embodiments described herein relate generally to
an electronic apparatus for supporting monitoring at a remote
place and a method applied to the apparatus.

BACKGROUND

[0003] If an elderly person and their family live apart from
each other, the family will be anxious to ensure that the
elderly person is staying in good health by making sure that
the elderly person’s daily routine is normal. The family can do
this by monitoring the elderly person’s daily activities by
means of a system in which, for example, the activities are
captured by a video camera and the captured video is trans-
mitted to an electronic apparatus such as a personal computer
used by the family.

[0004] However, being able to be seen by others disturbs
the peace of mind of the elderly person (monitored user). In
addition, regularly monitoring the elderly person causes the
family (monitoring user) to feel guilty. In other words, inva-
sion of privacy problem is an issue with such a system.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] A general architecture that implements the various
features of the embodiments will now be described with
reference to the drawings. The drawings and the associated
descriptions are provided to illustrate the embodiments and
not to limit the scope of the invention.

[0006] FIG.11isan exemplary schematic view illustrating a
monitoring system including an electronic apparatus (cloud
server) according to an embodiment.

[0007] FIG.2is aschematic view illustrating an example of
indicating a living pattern of a monitored user to a monitoring
user by the electronic apparatus according to the embodi-
ment.

[0008] FIG. 3 illustrates an example of a screen displayed
on an electronic apparatus (TV) used by the monitoring user
using the living pattern indicated by the electronic apparatus
according to the embodiment.

[0009] FIG. 4 is a block diagram illustrating an example of
a system configuration of the electronic apparatus according
to the embodiment.

[0010] FIG. 5is a block diagram illustrating an example of
the system configuration of the electronic apparatus used by
the monitoring user of FIG. 2.

[0011] FIG. 6isablock diagram illustrating a first example
of a functional configuration of the electronic apparatus
according to the embodiment.

[0012] FIG. 7 illustrates a configuration example of opera-
tion data of a home electrical appliance used by the electronic
apparatus according to the embodiment.

[0013] FIG. 8 illustrates a configuration example of view-
ing history data used by the electronic apparatus according to
the embodiment.

Apr. 2,2015

[0014] FIG. 9 is a flowchart illustrating an example of the
procedure of a process executed by the electronic apparatuses
(home electrical appliances) used by the monitored user of
FIG. 2.

[0015] FIG. 10 is a flowchart illustrating a first example of
the procedure of a process executed by the electronic appa-
ratus according to the embodiment.

[0016] FIG. 11 is a flowchart illustrating an example of the
procedure of a process executed by the electronic apparatus
(TV) used by the monitoring user of FIG. 2.

[0017] FIG. 12 is a schematic view illustrating an example
of indicating a biorhythm of the monitored user to the moni-
toring user by the electronic apparatus according to the
embodiment.

[0018] FIG. 13 illustrates an example of the screen dis-
played on the electronic apparatus (TV) used by the monitor-
ing user using the biorhythm indicated by the electronic appa-
ratus according to the embodiment.

[0019] FIG. 14 is a block diagram illustrating a second
example of the functional configuration of the electronic
apparatus according to the embodiment.

[0020] FIG. 15 is a flowchart illustrating an example of the
procedure of a process executed by the electronic apparatuses
(home electrical appliances) used by the monitored user of
FIG. 12.

[0021] FIG. 16 is a flowchart illustrating the second
example of the procedure of a process executed by the elec-
tronic apparatus according to the embodiment.

[0022] FIG. 17 is a flowchart illustrating an example of the
procedure of a process executed by the electronic apparatus
(TV) used by the monitoring user of FIG. 12.

[0023] FIG. 18 is a schematic view illustrating an example
of providing the monitoring user with conversation support
data of the monitored user by the electronic apparatus accord-
ing to the embodiment.

[0024] FIG. 19 is a block diagram illustrating a third
example of the functional configuration of the electronic
apparatus according to the embodiment.

[0025] FIG. 20 is a flowchart illustrating an example of the
procedure of a process executed by the electronic apparatus
(TV) used by the monitored user of FIG. 18.

[0026] FIG. 21 is a flowchart illustrating the third example
of the procedure of a process executed by the electronic
apparatus according to the embodiment.

[0027] FIG. 22 is a flowchart illustrating an example of the
procedure of a process executed by the electronic apparatus
used by the monitoring user of FIG. 18.

[0028] FIG. 23 is a schematic view illustrating an example
of providing the monitoring user with state-of-health data of
the monitored user by the electronic apparatus according to
the embodiment.

[0029] FIG. 24 is a block diagram illustrating a fourth
example of the functional configuration of the electronic
apparatus according to the embodiment.

[0030] FIG. 25 is a flowchart illustrating an example of the
procedure of a process executed by the electronic apparatus
(TV) used by the monitored user of FIG. 23.

[0031] FIG. 26 is aflowchart illustrating the fourth example
of the procedure of a process executed by the electronic
apparatus according to the embodiment.

[0032] FIG. 27 is a flowchart illustrating an example of the
procedure of a process executed by the electronic apparatus
used by the monitoring user of FIG. 23.



US 2015/0095926 Al

DETAILED DESCRIPTION

[0033] Various embodiments will be described hereinafter
with reference to the accompanying drawings.

[0034] In general, according to one embodiment, an elec-
tronic apparatus includes a receiver, a generator and a trans-
mitter. The receiver is configured to receive operation data
indicative of an operating period from each of one or more
electronic apparatuses used by a first user, and to receive
viewing data from a first electronic apparatus of the one or
more electronic apparatuses, the viewing data indicative of a
program viewed by the first user. The generator is configured
to generate living pattern data indicative of a living pattern of
the first user using the operation data and the viewing data.
The transmitter is configured to transmit the living pattern
data to an electronic apparatus used by a second user.
[0035] First, an overview of a monitoring system including
an electronic apparatus according to an embodiment will be
described with reference to FIG. 1. The electronic apparatus
is a cloud server 1A which provides a monitoring user in a
remote location (for example, the family of a monitored per-
son, a specialist such as a doctor and a careworker, a local
community organization, etc.) with information (monitoring
data) for monitoring the monitored person using data con-
cerning the monitored user (for example, elderly person). The
cloud server 1A isrealized as, for example, a server computer.
[0036] The cloud server 1A receives operation data and
biological data from various electronic apparatuses used by
the monitored user, and receives viewing data of a TV pro-
gram viewed by the monitored user through a TV viewing
history database 1B. It should be noted that the TV viewing
history database 1B may be provided in the cloud server 1A.
By analyzing the received data, the cloud server 1A, for
example, provides a family with information showing the
daily routine of an elderly person and an alarm, provides a
specialist with information for safety confirmation and health
support of the elderly person, and provides alocal community
organization with information for supporting conversation
with the elderly person. It should be noted that the cloud
server 1A can provide such information in conjunction with a
social networking service (SNS) 10 having information such
as friends, hobbies and tastes of the monitored user.

[0037] Inthe monitoring system according to this embodi-
ment, data is collected using a home electrical appliance such
as a TV, and information concerning the monitored user is
provided based on the data. Thus, casual monitoring can be
realized and stress placed on the monitored and monitoring
users can be reduced.

[0038] FIG. 2 illustrates an example of indicating a living
pattern of the monitored user (elderly person) to the monitor-
ing user (family) by the cloud server 1A. Electronic appara-
tuses (home electrical appliances) 2A, 2B and 2C used by the
monitored user transmit operation data, etc., to the cloud
server 1A through a network 4.

[0039] More specifically, a lighting fixture 2B transmits
lighting operation data indicating an operating period based
on the on/off state of the lighting fixture 2B to the cloud server
1A. An air conditioner 2C transmits air conditioner operation
data indicating the operating period based on the on/off state
of'the air conditioner 2C, and temperature and humidity data
indicating indoor temperature and humidity detected by the
air conditioner 2C to the cloud server 1A.

[0040] A television receiver (TV) 2A transmits TV opera-
tion data indicating the operating period based on the on/off
state of the TV to the cloud server 1A. The TV 2A also stores
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viewing data indicating a program viewed by the monitored
user in the TV viewing history database 1B through the net-
work 4. The TV viewing history database 1B accumulates, for
example, electronic program guide (EPG) data and the view-
ing data of the monitored user during a given period. The
cloud server 1A receives viewing data indicating a program
viewed by the monitored user from the TV viewing history
database 1B by accessing the TV viewing history database 1B
through the network 4.

[0041] The cloud server 1A estimates a living pattern of the
monitored user using received data of various home electrical
appliances. This living pattern includes, for example, a sleep
period based on determination as to whether the monitored
user is asleep or awake, a viewing pattern of a TV program by
the monitored user, etc. The cloud server 1A transmits data
indicating the estimated living pattern of the monitored user
to a client 3A used by the monitoring user through the net-
work 4.

[0042] The client 3A may be realized as, for example, a
television receiver. It should be noted that the client 3A may
berealized as a portable information device such as a cellular
phone and a smartphone, a personal computer, or a system
embedded in various electronic apparatuses. The client 3A
receives data indicating the living pattern of the monitored
user, and displays information indicating the living pattern of
the monitored user on a screen using the data.

[0043] FIG. 3 illustrates a case where the client 3A displays
information indicating the living pattern of the monitored
user (remote user) on an EPG. Suppose the client 3A displays
on the screen an EPG 60A including a program 61 currently
being viewed by the monitoring user in a display form which
can be distinguished from other programs. The area of the
program 61 is displayed by, for example, a color, a pattern, a
closing line, etc., which are different from the areas of the
other programs. The client 3A detects that a shift to a moni-
toring mode in which information of the monitored user is
displayed has been instructed, when the EPG 60A is dis-
played. The client 3A detects, for example, that the shift to the
monitoring mode has been instructed by a user operation
using a remote controller.

[0044] The client 3A displays an EPG 60B using data indi-
cating the living pattern of the monitored user in response to
the detected instruction of the shift to the monitoring mode
(that is, the EPG 60A is changed to the EPG 60B). In addition
to the program 61 currently being viewed by the monitoring
user, a program 62 frequently viewed by the monitored user
during a current period and a program 63 currently being
viewed by the monitored user are included in the EPG 60B in
the display form which can be distinguished from the other
programs. In FIG. 3, the program 62 frequently viewed by the
monitored user is the same program as the program 61 cur-
rently being viewed by the monitoring user. Each of the areas
of the programs 61, 62 and 63 are displayed to be distin-
guished by the monitoring user using a color, a pattern, a
closing line, a mark, etc.

[0045] It should be noted that the sleep period of the moni-
tored user can also be shown in the EPG 60B of the monitor-
ing mode using the data indicating the living pattern of the
monitored user. For example, in the EPG 60B, a period 65
during which the monitored user is awake and a period 66
during which the monitored user is asleep are distinguishably
displayed. Further, information indicating whether the moni-
tored user is currently awake or not (mark, etc.) may be
displayed in the EPG 60B.
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[0046] Thus, the monitoring user can be aware of daily
activities without directly monitoring the monitored user
using video, etc. The monitoring user can check whether
something happens to the monitored user or not by, for
example, confirming whether the monitored user behaves
based on the living pattern in the past or not, with reference to
the EPG 60B. In addition, since the EPG 60B is displayed in
response to the instruction of the shift to the monitoring mode
by the monitoring user, the monitoring user can confirm infor-
mation only when worried about the condition of the moni-
tored user.

[0047] Next, FIG. 4 illustrates an example of the system
configuration of the cloud server 1A.

[0048] The cloud server 1A includes a CPU 101, a system
controller 102, a main memory 103, a graphics processing
unit (GPU) 104, a video memory (VRAM) 104A, a BIOS-
ROM 105, an HDD 106, a LAN controller 107, an embedded
controller/keyboard controller IC (EC/KBC) 108, a sound
controller 109, an EEPROM 113, a keyboard 114, a pointing
device 115, a speaker 116, a display (LCD) 117, etc. These
components in the cloud server 1A are connected with each
other through an internal bus.

[0049] The CPU 101 is a processor for controlling an
operation of various components in the cloud server 1A. The
CPU 101 executes various types of software loaded from the
HDD 106 which is a storage device into the main memory
103. The software includes an operating system (OS) 111 and
various application programs. The application programs
include, for example, a monitoring server program 112. The
monitoring server program 112 is a program for managing
operation data, etc., of various home electrical appliances 2A,
2B and 2C used by the monitored user, and providing the
client 3A used by the monitoring user with monitoring data
based on the operation data, etc.

[0050] The CPU 101 includes a memory controller which
access-controls the main memory 103. In addition, the CPU
101 executes a basic input/output system (BIOS) stored in the
BIOS-ROM 105. The BIOS is a program for hardware con-
trol.

[0051] A GPU104isadisplay controller for controlling the
LCD 117 used as a display of a computer. A display signal
generated by the GPU 104 is transmitted to the LCD 117.
[0052] The system controller 102 is a device for connecting
between a local bus of the CPU 101 and various components.
In addition, the system controller 102 has a function of com-
municating with various components via a serial bus of, e.g.
PCI EXPRESS or USB.

[0053] The sound controller 109 is a sound source device,
and outputs audio data to be played to the speaker 116. The
LAN controller 107 is a device configured to execute, for
example, wired communication of the Ethernet™ or wireless
communication of the IEEE 802.11.

[0054] The EC/KBC 108 is a one-chip microcomputer in
which an embedded controller for power control and a key-
board controller for controlling the keyboard (KB) 114, the
pointing device 115, etc., are integrated. The EC/KBC 108
has a function of powering on or off the cloud server 1A in
accordance with the user’s operation of a power button.
[0055] FIG. 5 illustrates an example of the system configu-
ration of the client 3A used by the monitoring user. Suppose
the client 3A is realized as a digital television receiver.
[0056] The client (digital television receiver) 3A includes a
controller 201, a tuner 203, a demodulator 204, a signal
processor 205, a graphics processor 206, an OSD signal gen-
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erator 207, a video processor 208, a display (LCD) 209, an
audio processor 210, a speaker 211, a remote control signal
receiver 216,a LAN controller 218, etc. The digital television
receiver 3A may further include a camera module 219 and a
microphone 220.

[0057] The controller 201 controls an operation of each
component in the digital television receiver 3A. The control-
ler 201 includes a CPU 215, a ROM 212, a RAM 213, and a
nonvolatile memory 214. The ROM 212 stores a control
program executed by the CPU 215. The nonvolatile memory
214 stores various types of setting information and control
information. The CPU 215 loads instructions and data
required for processing into the RAM 213, and performs the
processing. The CPU 215 executes, for example, a monitor-
ing client program 213A loaded into the RAM 213. For
example, the monitoring client program 213 A has a function
of receiving monitoring data from the cloud server 1A, and
indicating information based on the monitoring data to a user.

[0058] A broadcast signal receiving antenna 202 receives a
digital television broadcast signal (for example, a terrestrial
digital television broadcast signal, a satellite digital television
broadcast signal, etc.). The broadcast signal receiving
antenna 202 outputs the received digital television broadcast
signal to the tuner 203 through an input terminal. The tuner
203 tunes a broadcast signal of a channel selected by a user
from this broadcast signal. The tuner 203 outputs the tuned
broadcast signal to the demodulator 204 (for example, an
orthogonal frequency division multiplexing (OFDM)
demodulator, a phase shift keying (PSK) modulator, etc.).
The demodulator 204 demodulates the broadcast signal tuned
by the tuner 203 to a digital video signal and a digital audio
signal. The demodulator 204 outputs the demodulated digital
video signal and audio signal to the signal processor 205.

[0059] The signal processor 205 performs predetermined
digital signal processing on the digital video signal and audio
signal output from the demodulator 204. The signal processor
205 outputs the video signal and audio signal on which the
predetermined digital signal processing is performed to the
graphics processor 206 and the audio processor 210.

[0060] The audio processor 210 converts the input digital
audio signal into an analog audio signal which can be played
by the speaker 211. The audio processor 210 outputs the
analog audio signal to the speaker 211. The speaker 211 plays
audio based on the input analog audio signal.

[0061] The graphics processor 206 superimposes an on-
screen display (OSD) signal such as a menu generated by an
OSD signal generator 207 on the digital video signal output
from the signal processor 205. The OSD signal generator 207
generates the OSD signal for displaying information based on
the monitoring data. The graphics processor 206 outputs the
video signal on which the OSD signal is superimposed to the
video processor 208. The graphics processor 206 may output
either the video signal which is an output of the signal pro-
cessor 205 or the OSD signal which is an output of the OSD
signal generator 207 to the video processor 208.

[0062] The video processor 208 performs predetermined
processing on the input digital video signal. The predeter-
mined processing includes, for example, processing for
sharpening the input digital video signal. The video processor
208 converts the digital video signal on which the predeter-
mined processing is performed into an analog video signal
which can be displayed on the display 209. The video pro-
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cessor 208 outputs the analog video signal to the display 209.
The display 209 displays video based on the input analog
video signal.

[0063] The LAN controller 218 is a device configured to
execute, for example, wired communications conforming to
the Ethernet standard, wireless communications conforming
to the IEEE 802.11 standard, etc.

[0064] The remote control signal receiver 216 receives a
remote control signal (for example, a signal of infrared rays)
transmitted from a remote controller 217. The remote control
signal receiver 216 outputs the received remote control signal
to the controller 201. The remote control signal receiver 216
receives, for example, a remote control signal indicating a
shift from a normal mode to a monitoring mode, or that
indicating a shift from the monitoring mode to the normal
mode. The monitoring client program 213 A executed on the
CPU 215 in the controller 201 performs processing for
switching, for example, the EPG 60A displayed in the normal
mode and the EPG 60B displayed in the monitoring mode in
accordance with the remote control signal.

[0065] It should be noted that the client 3A may be an
electronic apparatus (for example, a personal computer) lack-
ing a structure of receiving a television broadcast signal (i.e.,
the tuner 203, etc.). For example, the client 3A can also
display a program using program data (content data) received
from a server on the Internet.

[0066] In addition, the television receiver 2A used by the
monitored user may have a system configuration similar to
that of the client 3A used by the monitoring user. The televi-
sion receiver 2A may further include the camera module 219
and the microphone 220. Since the camera module 219 is, for
example, a subminiature camera (pinhole camera), an image
of'the monitored user can be obtained without letting the user
be conscious. The microphone 220 is used, for example, for a
conversation between the monitored and monitoring users, or
between the monitored user and an avatar.

[0067] Next, a first example of the functional configuration
of the monitoring server program 112 executed on the cloud
server 1A will be described with reference to FIG. 6. As
described above, the monitoring server program 112 manages
operation data, etc., of various home electrical appliances 2A,
2B and 2C used by the monitored user (first user), and provide
the client 3A used by the monitoring user (second user) with
the monitoring data based on the operation data, etc. The
monitoring server program 112 includes, for example, a
receiver 151, a sleeping time estimator 152, a pattern estima-
tor 153, and a transmitter 154.

[0068] The receiver 151 collects data from the various
home electrical appliances used by the monitored user. More
specifically, the receiver 151 receives operation data and
viewing data transmitted from a transmitter 252 inthe TV 2A.
The operation data of the TV 2A includes an operating period
during which a program is viewed on the TV 2 A (for example,
from 06:00to 08:00). The viewing data ofthe TV 2A includes
a date and time of broadcast, a title, a channel, a category
(genre), etc., of the program viewed by the monitored user.
The viewing data is generated by a viewing data generator
251 inthe TV 2A, for example, when the program is viewed
by the monitored user.

[0069] In addition, the receiver 151 receives operation data
transmitted from a transmitter 261 in the lighting fixture 2B.
The operation data of the lighting fixture 2B includes the
operating period during which the lighting fixture 2B is
turned on (for example, from 06:00 to 22:00). Further, the
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receiver 151 receives operation data and temperature and
humidity data transmitted from a transmitter 273 in the air
conditioner 2C. The operation data of the air conditioner 2C
includes an operating period during which the air conditioner
2C is used (for example, from 10:00 to 20:00). The tempera-
ture and humidity data of the air conditioner 2C includes a
temperature and a humidity detected, for example, for each
predetermined time by a temperature sensor 271 and a humid-
ity sensor 272 in the air conditioner 2C.

[0070] Then, the receiver 151 stores the received operation
data of'the TV 2A, the received operation data of the lighting
fixture 2B, and the received operation data and temperature
and humidity data of the air conditioner 2C in a storage
medium, etc. The receiver 151 also stores the received view-
ing data in the TV viewing history database 1B.

[0071] FIG. 7 illustrates a configuration example of opera-
tion data of home electrical appliances used by the cloud
server 1A. The cloud server 1A can handle operation data
transmitted from home electrical appliances used by each of
a plurality of monitored users. The operation data includes a
plurality of entries generated using the operation data trans-
mitted from the home electrical appliances used by the moni-
tored user. Each entry includes, for example, a user ID, a date,
a lighting operating period, an air conditioner operating
period, a temperature, a humidity, and a TV operating period.
Suppose the entry is generated for each monitored user every-
day for ease of description.

[0072] In a monitored user’s entry corresponding to a cer-
tain date, “user ID” indicates identification information of'the
user. “Date” indicates the date. “Lighting operating period”
indicates an operating period of the lighting fixture 2B used
by the user on that date. “Air conditioner operating period”
indicates an operating period of the air conditioner 2C used by
theuser on that date. “Temperature” indicates the temperature
detected by the air conditioner 2C used by the user on that
date (i.e., a temperature of a room of the monitored user).
“Humidity” indicates the humidity detected by the air condi-
tioner 2C used by the user on that date (i.e., the humidity of
the room of the monitored user). “TV operating period” indi-
cates the operating period of the TV 2A used by the user on
that date.

[0073] In addition, FIG. 8 illustrates a configuration
example of the viewing data used by the cloud server 1A. The
viewing data includes a plurality of entries corresponding to
a plurality of programs viewed by the monitored user. Each
entry includes, for example, user ID, date, time, channel,
program title, viewing status, category, degree of smile, and
biorhythm.

[0074] In an entry corresponding to a certain program,
“user ID” indicates identification information of the user who
watched the program (monitored user). “Date” indicates the
date on which the program is broadcast. “Time” indicates the
time at which the program is broadcast. “Channel” indicates
the channel on which the program is broadcast. “Program
title” indicates the title of the program. “Viewing status”
indicates the viewing status of the program, and, for example,
“viewed,” “recorded (unviewed),” “reserved to be recorded,”
etc., may be set. “Category” indicates the category (genre) of
the program, and, for example, “news,” “comedy,” “educa-
tion,” “documentary,” “animation,” etc., may be set. “Degree
of smile” indicates how much the user smiled when viewing
the program. The degree of smile may indicate how often the
user smiled when viewing the program. “Biorhythm™ indi-
cates the biorhythm of the user when viewing the program. It
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should be noted that a value calculated by, for example, the
monitoring server program 112 and corresponding to the
program is set for the degree of smile and the biorhythm.
[0075] Next, the sleeping time estimator 152 and the pat-
tern estimator 153 generates monitoring data concerning the
monitored user at predetermined intervals (for example,
everyday) or in response to a request from the client 3A used
by the monitoring user. More specifically, the sleeping time
estimator 152 estimates a sleep period of the monitored user
using the operation data of the home electrical appliance 2A,
2B, 2C used by the monitored user. The sleeping time esti-
mator 152 estimates the sleep period (i.e., asleep or awake) of
the monitored user based on the fact, for example, that a user
is likely to be awake when the home electrical appliance 2A,
2B, 2C are operated (i.e., turned on), and the user is likely to
be asleep when the home electrical appliance 2A, 2B, 2C is
not operated (i.e., turned off).

[0076] Then, the pattern estimator 153 estimates a living
pattern of the monitored user using the estimated sleep period
of the monitored user and the viewing data stored in the TV
viewing history database 1B. The used viewing data is data
indicating, for example, a program viewed or recorded by the
monitored user in the past, a program currently being viewed
by the monitored user, etc. The pattern estimator 153 detects
a first program frequently viewed by the monitored user dur-
ing the current period as a living pattern of the monitored user
using the viewing data. More specifically, if the current period
is, for example, at 8 p.m. on Sunday, the pattern estimator 153
detects a program named “XXX” frequently viewed by the
monitored user at 8 p.m. on Sunday as a living pattern of the
monitored user, using past viewing data corresponding to 8
p-m. of Sunday.

[0077] The pattern estimator 153 generates monitoring data
(living pattern data) indicating the estimated living pattern
and the current status of the monitored user (for example, a
currently-viewed program, asleep or awake, etc.). The living
pattern data includes data indicating, for example, the sleep
period of the monitored user, the first program frequently
viewed by the monitored user during the current period, and
the program currently being viewed by the monitored user.
[0078] The transmitter 154 transmits the generated moni-
toring data (living pattern data) to the client 3A used by the
monitoring user.

[0079] In the client 3A used by the monitoring user, the
monitoring client program 213A configured to receive the
monitoring data from the cloud server 1A and to indicate
information based on the monitoring data to the user is
executed. The monitoring client program 213 A includes, for
example, an EPG data receiver 311, an EPG generator 312, a
monitoring data receiver 313, a monitoring information gen-
erator 314, and a display processor 315. Suppose the client 3A
is set to either the monitoring mode in which information
concerning the monitored user is displayed, or the normal
mode in which the information concerning the monitored
user is not displayed.

[0080] First, the EPG data receiver 311 receives EPG data.
The EPG data receiver 311 may receive EPG data included in
atelevision broadcast signal through the antenna 202, etc., or
receive EPG data from the TV viewing history database 1B
through the network 4. The EPG generator 312 generates an
EPG using the received EPG data, that is, generates data for
displaying the EPG on a screen of the display 209.

[0081] Next, the monitoring data receiver 313 receives
monitoring data from the cloud server 1A (transmitter 154).
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The monitoring data receiver 313 receives the monitoring
data, for example, when the client 3A is set to the monitoring
mode.

[0082] Themonitoring information generator 314 superim-
poses information of the monitored user on the EPG gener-
ated by the EPG generator 312 using the received monitoring
data. The information of the monitored user includes, for
example, a program currently being viewed by the monitored
user, a program frequently viewed by the monitored user
(program frequently viewed in the past), whether the moni-
tored user is asleep or awake, etc. The monitoring information
generator 314 displays the program being viewed and fre-
quently viewed by the monitored user to be identified, for
example, by changing a color or a design of an area, a closing
line surrounding the area on an EPG corresponding to the
program, etc., or by drawing a predetermined mark (image) in
the area. Also, the monitoring information generator 314
displays an area indicating a time on the EPG using the color,
design, closing line, etc., such that a period during which the
monitored user is awake and a period during which the moni-
tored user is asleep can be distinguished.

[0083] As shown in FIG. 3, the display processor 315 dis-
plays the EPG 60B on which the information of the monitored
user is superimposed on a screen, when the client 3A is in the
monitoring mode. In the meantime, when the client 3A is in
the normal mode, the display processor 315 displays the EPG
60A on the screen.

[0084] Processing when data indicating a living pattern of
the monitored user is transmitted from the cloud server 1A to
the client 3A used by the monitoring user will be described
with reference to FIGS. 9 to 11.

[0085] First, the processing procedure on the side of the
monitored user will be described with reference to the flow-
chart of FIG. 9.

[0086] First, the home electrical appliance 2A, 2B, 2C used
by the monitored user determines whether data should be
transmitted at this time or not (block B101). If the data should
not be transmitted at this time (No in block B101), the pro-
cedure returns to block B101, and whether the data should be
transmitted at this time or not is determined again.

[0087] Ifthe data should be transmitted at this time (Yes in
block B101), the transmitter 261 of the lighting fixture 2B
transmits operation data to the cloud server 1A (block B102).
The transmitter 273 of the air conditioner 2C transmits the
operation data to the cloud server 1A (block B103). The
transmitter 252 of the TV 2A transmits the operation data to
the cloud server 1A (block B104). Also, the transmitter 252 of
the TV 2A transmits viewing data to the cloud server 1A
(block B105).

[0088] The flowchart of FIG. 10 illustrates the procedure of
monitoring processing by the cloud server 1A.

[0089] Thereceiver 151 of the cloud server 1A receives the
viewing data of the TV 2A used by the monitored user (block
B111). The receiver 151 stores the received viewing data of
the TV 2A in the TV viewing history database 1B (block
B112). In addition, the receiver 151 receives the operation
data of the home electrical appliance used by the monitored
user, that is, the operation data of the TV 2A, the lighting
fixture 2B and the air conditioner 2C (block B113), and stores
the operation data in a storage medium, etc. (block B114).
[0090] Next, the sleeping time estimator 152 determines
whether transmission of monitoring data is requested by the
client 3A used by the monitoring user or not (block B115). If
the transmission of the monitoring data is not requested (No



US 2015/0095926 Al

in block B115), the procedure returns to block B111, and the
processing, etc., of receiving data from the home electrical
appliances 2A, 2B and 2C used by the monitored user con-
tinues.

[0091] If the transmission of the monitoring data is
requested (Yes in block B115), the sleeping time estimator
152 estimates a sleep period of the monitored user using the
stored operation data of the home electrical appliance 2A, 2B,
2C (block B116). The pattern estimator 153 estimates a living
pattern of the monitored user using the estimated sleep period
of the monitored user and the viewing data stored in the TV
viewing history database 1B (block B117). Then, the trans-
mitter 154 transmits the monitoring data indicating the esti-
mated living pattern and the current status of the monitored
user (for example, whether the monitored user is asleep or
awake, a program being viewed, etc.) to the client 3A used by
the monitoring user (block B118).

[0092] Next, the procedure of display control processing by
the client 3A on the side of the monitoring user will be
described with reference to the flowchart of FIG. 11.

[0093] First, the EPG data receiver 311 determines whether
to display an EPG or not (block B121). If the EPG is not
displayed (No in block B121), the procedure returns to block
B121, and whether to display the EPG or not is determined
again.

[0094] If the EPG is displayed (Yes in block B121), the
EPG data receiver 311 receives EPG data (block B122). Then,
the EPG generator 312 generates data for displaying the EPG
on a screen using the received EPG data (block B123).
[0095] Next, the monitoring data receiver 313 determines
whether the client 3 A is in the monitoring mode or not (block
B124). If the client 3A is not in the monitoring mode (No in
block B124), the display processor 315 displays the EPG on
the screen using the data generated by the EPG generator 312
(block B125).

[0096] If the client 3A is in the monitoring mode (Yes in
block B124), the monitoring data receiver 313 receives the
monitoring data from the cloud server 1A (block B126). The
monitoring information generator 314 superimposes infor-
mation of the monitored user (a program being viewed, a
program frequently viewed in the past, whether the monitored
user is asleep or awake, etc.) on the EPG using the received
monitoring data (block B127). Then, the display processor
315 displays the EPG on which the information of the moni-
tored user is superimposed on the screen (block B128).
[0097] When information for monitoring a user is provided,
the above structures allow a burden imposed on the monitored
and monitoring users to be reduced.

[0098] Next, FIG. 12 illustrates a case where the cloud
server 1A indicates the biorhythm of the monitored user
(elderly person) to the monitoring user (family). The home
electrical appliance 2A, 2B used by the monitored user trans-
mits operation data, etc., to the cloud server 1A through the
network 4.

[0099] More specifically, the lighting fixture 2B transmits
lighting operation data indicating the operating period based
on the on/off state of the lighting fixture 2B to the cloud server
1A. The television receiver (TV) 2A transmits TV operation
data indicating the operating period based on the on/off state
of the TV 2A to the cloud server 1A. Also, the TV 2A stores
the viewing data indicating a program viewed by the moni-
tored user to the TV viewing history database 1B through the
network 4. The TV viewing history database 1B accumulates,
for example, the electronic program guide (EPG) data and the
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viewing data of the monitored user in a given period. The
cloud server 1A can receive the viewing data indicating the
program viewed by the monitored user from the TV viewing
history database 1B by accessing the TV viewing history
database 1B through the network 4.

[0100] Further, the TV 2A generates images including face
images of the monitored user using a camera 219 connected to
or embedded in the TV 2A. The TV 2A generates the face
images of a user viewing a program displayed on a screen.
The TV 2A detects the face images from the generated
images, and then calculates a degree of smile indicating to
what extent the face images show smiling. Also, the TV 2A
calculates the degree of smile corresponding to each of the
images, and calculates a frequency of smile using the result
by continuously analyzing the images including the face
images of the monitored user. Then, the TV 2A transmit smile
data including the calculated degree of smile and frequency of
smile to the cloud server 1A.

[0101] Since the TV 2A used by the monitored user trans-
mits not image data but metadata such as the smile data
obtained from the images to the cloud server 1A, privacy of
the monitored user can be protected.

[0102] The cloud server 1A estimates the biorhythm of the
monitored user using the received data. The biorhythm is
indicated by, for example, a value representing whether the
monitored user is in good health or not. The cloud server 1A
transmits the data indicating the estimated biorhythm of the
monitored user to the client 3A used by the monitoring user
through the network 4.

[0103] FIG. 13 illustrates a case where the client 3A dis-
plays the biorhythm of the monitored user.

[0104] The client 3A displays an area (window) 65 includ-
ing a graph 67 indicating a change in biorhythm, for example,
in an area of at least part of a screen of the client 3A using the
data of the biorhythm transmitted from the cloud server 1A.
The client 3A may display only the area 65 on the screen, or
superimpose the area 65 on video being viewed or an EPG to
display it on the screen. The normal range 68 of a value of the
biorhythm may be indicated on the graph 67. Lines indicating
the normal range 68 are drawn on the graph 67 shown in FI1G.
13. The normal range 68 is set by analyzing, for example, past
data on the biorhythm of the monitored user or data on the
biorhythm of a number of users.

[0105] The user using the client 3A (monitoring user) can
confirm whether the monitored user is in good health or not
(how well the user is) by viewing the graph 67. Since the
monitoring user can recognize that the monitored user is
unwell, for example, when a value 66 indicated by the graph
67 is outside the normal range 68, the monitoring user is urged
to visit the monitored user’s house, to telephone the moni-
tored user, etc.

[0106] A second example of the functional configuration of
the monitoring server program 112 executed on the cloud
server 1A will be described with reference to FIG. 14. The
monitoring server program 112 includes, for example, the
receiver 151, the transmitter 154 and a biorhythm estimator
155.

[0107] The receiver 151 receives data from various home
electrical appliances used by the monitored user. More spe-
cifically, the receiver 151 receives the smile data and viewing
data transmitted from the transmitter 252 in the TV 2A. The
smile data of the TV 2A includes, for example, the degree of
smile and the frequency of smile when the monitored user
views a program on the TV 2A. An image analyzer 253 in the
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TV 2A calculates the degree and frequency of smile in the
face images of the monitored user by analyzing images that
are captured by the camera module 219. Also, the viewing
data of the TV 2A includes a date and time of broadcast, a
title, a channel, a category (genre), etc., of the program
viewed by the monitored user. The viewing data is generated
by the viewing data generator 251 in the TV 2A, for example,
in accordance with a program viewed by the monitored user.

[0108] In addition, the receiver 151 receives operation data
transmitted from the transmitter 261 in the lighting fixture 2B.
The operation data of the lighting fixture 2B includes an
operating period (for example, from 06:00 to 22:00) of the
lighting fixture 2B. Then, the receiver 151 stores the received
operation data of the lighting fixture 2B in a storage medium,
etc. The receiver 151 also stores the received smile data and
viewing data ofthe TV 2A in the TV viewing history database
1B. The structure of viewing data stored in the TV viewing
history database 1B is similar to that shown in FIG. 8.

[0109] Next, the biorhythm estimator 155 generates moni-
toring data concerning the monitored user at predetermined
intervals (for example, everyday) or in response to a request
of the client 3A used by the monitoring user. More specifi-
cally, the biorhythm estimator 155 estimates the biorhythm of
the monitored user using the operation data of the lighting
fixture 2B used by the monitored user and the viewing data
and smile data stored in the TV viewing history database 1B.
The biorhythm estimator 155 calculates a degree indicating
whether the user is well or not as the biorhythm of the moni-
tored user, for example, based on whether or not a lighting
fixture is appropriately used (for example, whether or not
there is a time in which the lighting fixture is not used even
when it is dark), whether or not a degree of smile or a fre-
quency of smile is high when the category of the viewed
program is a comedy, etc.

[0110] The transmitter 154 transmits the estimated moni-
toring data indicating the biorhythm to the client 3A used by
the monitoring user.

[0111] In the client 3A used by the monitoring user, the
monitoring client program 213A configured to receive the
monitoring data from the cloud server 1A and to indicate
information based on the monitoring data to a user is
executed. The monitoring client program 213 A includes, for
example, the monitoring data receiver 313 and the display
processor 315.

[0112] The monitoring datareceiver 313 receives the moni-
toring data from the cloud server 1A (transmitter 154).

[0113] Then, the display processor 315 displays the bio-
rhythm 67 of the monitored user on a screen using the moni-
toring data, as shown in FIG. 13. When the client 3Aisa TV,
the display processor 315 displays the biorhythm 67 on the
screen, for example, in response to the selection of a dedi-
cated channel for displaying the biorhythm, or in accordance
with the press of a dedicated button provided in the remote
controller 217 or in a main body of the client 3A.

[0114] The display processor 315 may draw lines, etc.,
indicating the normal range 68 of the biorhythm on this
screen. In addition, the display processor 315 can indicate
that the current value 66 of the biorhythm is abnormal, when
the current value 66 of the biorhythm is outside the normal
range 68. The display processor 315 indicates the abnormal
value of the biorhythm by, for example, a color, a mark, etc. It
should be noted that the abnormal value of the biorhythm can
be indicated by audio or an alarm.
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[0115] Processing when data indicating the biorhythm of
the monitored user is transmitted from the cloud server 1A to
the client 3A used by the monitoring user will be described
with reference to FIGS. 15 to 17.

[0116] First, the procedure of processing on the side of the
monitored user will be described with reference to the flow-
chart of FIG. 15.

[0117] First, home electrical appliance 2A, 2B used by the
monitored user determines whether data should be transmit-
ted at this time or not (block B201). If the data should not be
transmitted at this time (No in block B201), the procedure
returns to block B201, and whether the data should be trans-
mitted at this time or not is determined again.

[0118] Ifthe data should be transmitted at this time (Yes in
block B201), the image analyzer 253 of the TV 2A calculates
a degree of smile and a frequency of smile of the face images
of the monitored user by analyzing images captured by the
camera module 219 (block B202). Then, the transmitter 252
of the TV 2A transmits smile data including the calculated
degree and frequency of smile and the viewing data of the TV
2A to the cloud server 1A (block B203). In addition, the
transmitter 261 of the lighting fixture 2B transmits the opera-
tion data to the cloud server 1A (block B204).

[0119] The flowchart of FIG. 16 illustrates the procedure of
monitoring processing by the cloud server 1A.

[0120] Thereceiver 151 of the cloud server 1A receives the
viewing data of the TV 2A used by the monitored user and the
smile data of the monitored user (block B211). The receiver
151 stores the received viewing data of the TV 2A and the
received smile data in the TV viewing history database 1B
(block B212). In addition, the receiver 151 receives the opera-
tion data of the lighting fixture 2B used by the monitored user
(block B213). Then, the receiver 151 stores the received
operation data in a storage medium, etc. (block B214).
[0121] Next, the biorhythm estimator 155 determines
whether transmission of the monitoring data is requested by
the client 3A used by the monitoring user or not (block B215).
If'the transmission of the monitoring data is not requested (No
in block B215), the procedure returns to block B211, and the
processing, etc., of receiving data from the home electrical
appliance 2A, 2B used by the monitored user continues.
[0122] If the transmission of the monitoring data is
requested (Yes in block B215), the biorhythm estimator 155
estimates the biorhythm of the monitored user using the
stored operation data of the lighting fixture 2B and the view-
ing data and smile data stored in the TV viewing history
database 1B (block B216). Then, the transmitter 154 trans-
mits the monitoring data indicating the estimated biorhythm
to the client 3A used by the monitoring user (block B217).
[0123] The procedure of display control processing on the
side of the monitoring user by the client 3A will be described
with reference to FIG. 17.

[0124] First, the monitoring data receiver 313 determines
whether to display the biorhythm of the monitored user or not
(block B221). If the biorhythm is not to be displayed (No in
block B221), the procedure returns to block B221, and
whether to display the biorhythm or not is determined again.
[0125] If the biorhythm is to be displayed (Yes in block
B221), the monitoring data receiver 313 receives the moni-
toring data from the cloud server 1A (block B222). Then, the
display processor 315 displays the biorhythm of the moni-
tored user on a screen using the monitoring data (block
B223).
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[0126] Next, the display processor 315 determines whether
the current value of the biorhythm is within the normal range
or not (block B224). If the current value of the biorhythm is
outside the normal range (No in block B224), the display
processor 315 indicates that the current value of the bio-
rhythm is the abnormal value (block B225). The display
processor 315 indicates the abnormal value of the biorhythm,
for example, by a color, a mark, etc. It should be noted that the
abnormal value of the biorhythm may be indicated by audio.
[0127] If the current value of the biorhythm is within the
normal range (Yes in block B224), the processing is termi-
nated.

[0128] Next, FIG. 18 illustrates a case where information
for supporting a conversation with the monitored user (eld-
erly person) is indicated to the monitoring user (a specialist, a
local community organization, etc.) by the cloud server 1A.
The television receiver (TV) 2A used by the monitored user
transmits the operation data, etc., to the cloud server 1A
through the network 4.

[0129] More specifically, the TV 2A stores the viewing
data, which indicates a program viewed by the monitored
user, in the TV viewing history database 1B through the
network 4. The TV viewing history database 1B accumulates,
for example, the electronic program guide (EPG) data and the
viewing data of the monitored user in a given period. The
cloud server 1A can receive the viewing data indicating the
program viewed by the monitored user from the TV viewing
history database 1B by accessing the TV viewing history
database 1B through the network 4.

[0130] The cloud server 1A provides a function for causing
the monitored user to have a conversation with an avatar (for
example, a virtual careworker, a virtual pet, etc.). The cloud
server 1A selects an avatar appropriate for the monitored user
from a plurality of avatars corresponding to various hobbies,
tastes, interests, etc.

[0131] Ifconversation with the avatar is enabled, the cloud
server 1A receives audio data based on utterances of the
monitored user from the TV 2A, determines the utterances of
the avatar in response to the utterances of the user by analyz-
ing the received audio data, and transmits the audio data
corresponding to the determined utterancestothe TV 2A. The
TV 2A receives the audio data representing the utterances of
the avatar from the cloud server 1A, and outputs it from the
speaker 211. The conversation between the monitored user
and the avatar is performed in this manner.

[0132] The cloud server 1A detects a hobby, a taste, an
interest, etc., of the monitored user by analyzing the contents
of the conversation using the audio data of the conversation
with the avatar. Thus, the cloud server 1A can select an
appropriate avatar for the monitored user from a plurality of
avatars using, for example, data of a past conversation
between the monitored user and the avatars.

[0133] In addition, the cloud server 1A can provide a client
such as a tablet computer 3B or a smartphone 3C used by the
monitoring user with conversation support data for support-
ing a conversation with the monitored user, when the moni-
tored and monitoring users have the conversation. It should be
noted that the client used by the monitoring user may bea TV
3A, acellular phone, a landline phone, etc.

[0134] TheTV 2Aused by the monitored user and the client
3B, 3C used by the monitoring user have a function of per-
forming a conversation between users through the network 4
(hereinafter referred to also as a videophone function). The
TV 2A and the client 3B, 3C transmit and receive the audio
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data or video data for the conversation through the network 4
in real time. The monitored user can have a conversation with
a user belonging to a local community organization or a
monitoring user such as a specialist using the videophone
function.

[0135] For example, a camera and a microphone are pro-
vided in the tablet computer 3B or the smartphone 3C, and an
application program (for example, Skype®) for transmitting
and receiving the audio data or the video data in real time is
installed on the tablet computer 3B or the smartphone 3C. The
monitored user also uses a tablet computer, a smartphone,
etc., instead of the TV 2A.

[0136] As described above, the cloud server 1A provides
the client 3B, 3C used by the monitoring user with conversa-
tion support data for supporting the conversation with the
monitored user when the monitored and monitoring users
have a conversation. The client 3B, 3C displays, for example,
information based on the conversation support data on a
screen. The displayed information allows a user (monitoring
user) belonging to, for example, a local community organi-
zation to talk with a topic which is likely to attract the moni-
tored user’s interest, allows a user sharing a hobby with the
monitored user of a plurality of users belonging to the local
community organization to be a conversation partner, etc.
Also, the displayed information allows a specialist (monitor-
ing user) to perform health support appropriate for the moni-
tored user, to simply diagnose a disorder of the monitored
user (for example, dementia) based on a conversation pattern
included in the conversation support data, etc.

[0137] A third example of the functional configuration of
the monitoring server program 112 executed on the cloud
server 1A will be described with reference to FIG. 19. The
monitoring server program 112 includes, for example, the
receiver 151, the transmitter 154 and an interactive processor
156.

[0138] Thereceiver 151 receives data from the TV 2A used
by the monitored user. More specifically, the receiver 151
receives viewing data transmitted from the transmitter 252 in
the TV 2A. The viewing data includes a date and time of
broadcast, a title, a channel, a category (genre), etc., of the
program viewed by the monitored user. The viewing data is
generated by the viewing data generator 251 inthe TV 2A, for
example, in accordance with the program viewed by the
monitored user. The receiver 151 stores the received viewing
data ofthe TV 2A inthe TV viewing history database 1B. The
configuration of the viewing data stored in the TV viewing
history database 1B is similar to that shown in FIG. 8.

[0139] The interactive processor 156 performs processing
for a conversation between the monitored user and the avatar,
or between the monitored and monitoring users. The interac-
tive processor 156 includes, for example, an avatar controller
(conversation processor) 157, a voice recognition and pattern
analyzer 158 and a conversation support data generator 160.

[0140] The avatar controller 157 and the voice recognition
and pattern analyzer 158 perform the processing for the con-
versation between the monitored user and the avatar. The
voice recognition and pattern analyzer 158 analyzes the audio
data of the past conversation between the monitored user and
the avatar (history of the conversation) to detect the conver-
sation pattern. The voice recognition and pattern analyzer 158
performs, for example, voice recognition processing on the
audio data of the conversation to generate text corresponding
to the conversation and to detect the conversation pattern
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based on words, a pattern thereof appearing in the text (for
example, co-occurrence probability of a word), etc.

[0141] The avatar controller (conversation processor) 157
selects an avatar for supporting the conversation with the
monitored user, based on the conversation pattern and view-
ing data of the monitored user. The avatar controller 157
selects an avatar for providing a topic which, for example, is
likely to attract the monitored user’s interest (i.e., a topic by
which a conversation may be continued) using the conversa-
tion pattern and viewing data of the monitored user from a
plurality of avatars each providing different topics. The avatar
controller 157 may select an avatar for providing a topic
relevant to a program currently being viewed by the moni-
tored user. Furthermore, the avatar controller 157 may trans-
mit an image corresponding to the selected avatar to the client
(TV) 2A of the monitored user and display the image on the
screen of the client 2A.

[0142] The avatar controller 157 performs conversation
processing with the monitored user using the selected avatar.
The avatar controller 157 executes, for example, a program
module corresponding to the selected avatar to perform the
conversation processing. The avatar controller 157 receives
the audio data based on utterances of the monitored user from
a conversation processor 255 in the TV 2A used by the moni-
tored user. The voice recognition and pattern analyzer 158
performs the voice recognition processing on the received
audio data to generate corresponding text. Then, the avatar
controller 157 generates reply audio data (audio data of the
avatar) appropriate for the monitored user based on the gen-
erated text, a past conversation pattern, etc., and transmits the
audio data to the conversation processor 255 of the TV 2A.
[0143] The conversation processor 255 of the TV 2A
receives the audio data of the avatar from the cloud server 1A,
and outputs the audio based on the received audio data using,
for example, the speaker 211. This allows the monitored user
and the avatar to have a conversation.

[0144] In addition, the voice recognition and pattern ana-
lyzer 158 and the conversation support data generator 160
perform processing for the conversation between the moni-
tored and monitoring users. The voice recognition and pattern
analyzer 158 and the conversation support data generator 160
generates conversation support data concerning the moni-
tored user at predetermined intervals (for example, everyday)
or in response to a request of the client 3B, 3C used by the
monitoring user. More specifically, the voice recognition and
pattern analyzer 158 analyzes the audio data of a past conver-
sation between the monitored user and the avatar to detect the
conversation pattern. The conversation support data genera-
tor 160 generates the conversation support data based on the
conversation pattern and the viewing data. The conversation
support data includes, for example, information indicating a
hobby, a taste, an interest, etc. of the monitored user and
information indicating a program viewed by the monitored
user.

[0145] The transmitter 154 transmits the generated conver-
sation support data to the client 3B, 3C used by the monitor-
ing user.

[0146] Inthe client 3B, 3C used by the monitoring user, the
monitoring client program 213A configured to receive the
conversation support data from the cloud server 1A and to
indicate the information based on the conversation support
data to a user is executed. The monitoring client program
213A includes, for example, the monitoring data receiver 313
and the display processor 315.
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[0147] The monitoring data receiver 313 receives the con-
versation support data from the cloud server 1A (transmitter
154).

[0148] Then, the display processor 315 displays informa-

tion for supporting the conversation with the monitored user
on a screen using the conversation support data. The infor-
mation indicates, for example, information concerning a
hobby, a taste, an interest, etc. of the monitored user and a
program being viewed by the monitored user (for example, a
title and contents of a program). It should be noted that the
information may indicate text data concerning descriptions of
a specific conversation, i.e., as to how the user responded to a
certain talk, or the conversation pattern.

[0149] A conversation processor 316 of the client 3B, 3C
and the conversation processor 255 of the TV 2A perform
conversation processing for the monitoring user and the
monitored user. That is, the conversation processor 316 of the
client 3B, 3C transmit the audio data based on utterances of
the monitoring user to the TV 2A through the network 4, and
the conversation processor 255 of the TV 2A receives the
audio data. Also, the conversation processor 255 of the TV 2A
transmits the audio data based on utterances of the monitored
user to the client 3B, 3C through the network 4, and the
conversation processor 316 of the client 3B, 3C receives the
audio data. In each of the client 3B, 3C and the TV 2A, audio
based on the received audio data is output using, for example,
the speaker 211.

[0150] Processing when data for supporting a conversation
with the monitored user is transmitted from the cloud server
1A to the client 3B, 3C used by the monitoring user will be
described with reference to FIGS. 20 to 22.

[0151] First, the procedure of processing on the side of the
monitored user will be described with reference to the flow-
chart of FIG. 20.

[0152] First, the TV 2A used by the monitored user deter-
mines whether data should be transmitted at this time or not
(block B301). If the data should be transmitted at this time
(Yes in block B301), the transmitter 252 of the TV 2A trans-
mits viewing data to the cloud server 1A (block B302).
[0153] Ifthe datashould not be transmitted at this time (No
in block B301), the conversation processor 255 determines
whether an avatar has been requested or not (block B303).
The avatar is a program which has a function of holding a
conversation with the monitored user and is executed, for
example, on the cloud server 1A. Ifan avatar is requested (Yes
in block B303), the conversation processor 255 performs
conversation processing with the cloud server 1A. That is, the
conversation processor 255 transmits the audio data based on
utterances by the monitored user to the cloud server 1A and
receives the audio data for utterances by the avatar from the
cloud server 1A (block B304). The audio data based on the
utterances of the monitored user is generated using, for
example, the microphone 220. In addition, the received audio
data for the utterances by the avatar is played (output) using,
for example, the speaker 211.

[0154] If an avatar has not been requested (No in block
B303), the conversation processor 255 determines whether
conversation with the monitoring user has been requested or
not (block B305). If conversation with the monitoring user
has been requested (Yes in block B305), the conversation
processor 255 performs conversation processing between the
TV 2A and the client 3B, 3C used by the monitoring user. That
is, the conversation processor 255 transmits the audio data
based on the utterances by the monitored user to the client 3B,
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3C, and receives the audio data based on the utterances by the
monitoring user from the client 3B, 3C (block B306). If
conversation with the monitoring user is not requested (No in
block B305), the processing is terminated.

[0155] The flowchart of FIG. 21 illustrates the procedure of
monitoring processing by the cloud server 1A.

[0156] The receiver 151 of the cloud server 1A determines
whether the viewing data of the TV 2A used by the monitored
user is received or not (block B311). If the viewing data is
received (Yes in block B311), the receiver 151 stores the
received viewing data of the TV 2A in the TV viewing history
database 1B (block B312).

[0157] If the viewing data has not been received (No in
block B311), the voice recognition and pattern analyzer 158
determines whether an avatar has been requested or not
(block B313). If an avatar has not been requested (Yes in
block B313), the voice recognition and pattern analyzer 158
analyzes a past conversation with the monitored user (audio
data) to detect a conversation pattern (block B314).

[0158] Then, the avatar controller (conversation processor)
157 selects an avatar for supporting the conversation with the
monitored user based on the conversation pattern and viewing
data ofthe monitored user (block B315). The avatar controller
157 performs the conversation processing with the monitored
user using the selected avatar (block B316). It should be noted
that the voice recognition and pattern analyzer 158 may
update the conversation pattern using the audio data of the
conversation with the monitored user newly obtained by the
conversation processing in block B316.

[0159] If an avatar has not been requested (No in block
B313), the voice recognition and pattern analyzer 158 deter-
mines whether the conversation support data has been
requested or not (block B317). The voice recognition and
pattern analyzer 158 determines whether the conversation
support data has been requested, for example, from the client
3B, 3C used by the monitoring user.

[0160] Ifthe conversation support data has been requested
(Yes in block B317), the voice recognition and pattern ana-
lyzer 158 analyzes a past conversation with the monitored
user (audio data) to detect the conversation pattern (block
B318). The conversation support data generator 160 gener-
ates the conversation support data based on the conversation
pattern and the viewing data (block B319). The transmitter
154 transmits the generated conversation support data to the
client 3B, 3C used by the monitoring user (block B320).
[0161] The procedure of display control processing by the
client 3A on the side of the monitoring user will be described
with reference to the flowchart of FIG. 22.

[0162] First, the monitoring data receiver 313 determines
whether a conversation is requested or not (block B321). The
monitoring data receiver 313 determines that the conversation
is requested when an operation for starting the conversation
by the monitoring user is detected, or when a request for a
start of the conversation is received from the TV 2A used by
the monitored user. If the conversation is not requested (No in
block B321), the procedure returns to block B321, and
whether the conversation is requested or not is determined
again.

[0163] Ifthe conversation is requested (Yesin block B321),
the monitoring data receiver 313 receives conversation sup-
port data from the cloud server 1A (block B322). The display
processor 315 displays information for supporting the con-
versation with the monitored user on a screen using the con-
versation support data (block B323). Then, the conversation
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processor 316 performs the conversation processing with the
client (TV) 2A used by the monitored user. That is, the con-
versation processor 31 transmits the audio data based on the
utterances by the monitoring user to the client (TV) 2A, and
receives the audio data based on the utterances by the moni-
tored user from the client (TV) 2A (block B324).

[0164] Next, FIG. 23 illustrates a case where the state of
health of the monitored user (elderly person) is indicated to
the monitoring user (family) by the cloud server 1A.

[0165] The TV 2A used by the monitored user stores view-
ing data indicating a program viewed by the monitored user in
the TV viewing history database 1B through the network 4.
The TV viewing history database 1B accumulates, for
example, electronic program guide (EPG) data and the moni-
tored user’s viewing data during a given period. The cloud
server 1A receives the viewing data indicating the program
viewed by the monitored user from the TV viewing history
database 1B by accessing the TV viewing history database 1B
through the network 4.

[0166] Also, the TV 2A generates an image of the moni-
tored user using the camera 219 connected to or embedded in
the TV 2A. The image is stored, for example, in a storage
medium in the TV 2A. The TV 2A can make an album or a
personal history of the monitored user using the stored image.
The TV 2A can also display a contact list made by the moni-
tored user in advance, a memo for a family, a will, etc. on a
screen.

[0167] Further, the TV 2A detects motion of the monitored
user using a plurality of images (a moving image) continu-
ously captured by the camera 219. The TV 2A transmits
motion data indicating the detected motion to the cloud server
1A.

[0168] The cloud server 1A estimates the state of health of
the monitored user using the received viewing data and
motion data. The state of health indicates, for example,
soundness of health of the monitored user. The cloud server
1A transmits the estimated state-of-health data of the moni-
tored user to the client 3B, 3C used by the monitoring user
through the network 4.

[0169] The client 3B, 3C indicate the state of health of the
monitored user to the monitoring user using the received
state-of-health data. A user (monitoring user) using the client
3B, 3C can confirm the state of health of the monitored user
by the indication.

[0170] A fourth example of the functional configuration of
the monitoring server program 112 executed on the cloud
server 1A will be described with reference to FIG. 24. The
monitoring server program 112 includes, for example, the
receiver 151, the transmitter 154 and a state-of-health estima-
tor 161.

[0171] Thereceiver 151 receives data from the TV 2A used
by the monitored user. More specifically, the receiver 151
receives the motion data and viewing data transmitted from
the transmitter 252 in the TV 2A. The motion data of the TV
2A indicates the motion of the monitored user. The motion of
the monitored user is calculated by an analysis of a plurality
of images by a motion detector 256 in the TV 2A which are
continuously captured by the camera module 219. The
motion detector 256 detects the motion of the monitored user,
for example, based on a difference between the images, and
then estimates an amount of activity of the monitored user
based on the amount of motion (difference between the
images).
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[0172] Also, the viewing data of the TV 2A includes a date
and time of broadcast, a title, a channel, a category (genre),
etc., of the program viewed by the monitored user. The view-
ing data is generated by the viewing data generator 251 in the
TV 2A, for example, when the program is viewed by the
monitored user.

[0173] The receiver 151 stores the received motion data in
a storage medium, etc. The receiver 151 also stores the
received viewing data of the TV 2A in the TV viewing history
database 1B. The configuration of the viewing data stored in
the TV viewing history database 1B is similar to that shown in
FIG. 8.

[0174] Next, the state-of-health estimator 161 generates the
state-of-health data concerning the monitored user at prede-
termined intervals (for example, everyday) or in response to a
request of the client 3B, 3C used by the monitoring user. More
specifically, the state-of-health estimator 161 estimates the
state of health of the monitored user using the motion data of
the monitored user and the viewing data stored in the TV
viewing history database 1B. The state-of-health estimator
161 estimates the state of health of the monitored user, for
example, based on whether the program is viewed on the TV
2A or not, whether the amount of activity of the monitored
user is greater than or equal to a threshold value or not, etc.
[0175] The transmitter 154 transmits the state-of-health
data indicating the estimated state of health to the client 3B,
3C used by the monitoring user.

[0176] Inthe client 3B, 3C used by the monitoring user, the
monitoring client program 213A configured to receive the
state-of-health data from the cloud server 1A and to indicate
information based on the state-of-health data to a user is
executed. The monitoring client program 213 A includes, for
example, the monitoring data receiver 313 and the display
processor 315.

[0177] The monitoring data receiver 313 receives the state-
of-health data from the cloud server 1A (transmitter 154).
[0178] Then, the display processor 315 displays the infor-
mation indicating the state of health of the monitored user on
a screen using the state-of-health data. In addition, the display
processor 315 can indicate that the current state of health is
unusual when the current state of health is different from
usual state (i.e., when it is estimated that the state of health is
poor). The display processor 315 indicates the poor state of
health by, for example, an eye-catching color, mark, etc. It
should be noted that the poor state of health may be indicated
by audio or an alarm.

[0179] Processing when data indicating the state of health
of the monitored user is transmitted from the cloud server 1A
to the client 3B, 3C used by the monitoring user will be
described with reference to FIGS. 25 to 27.

[0180] First, the procedure of processing on the side of the
monitored user will be described with reference to the flow-
chart of FIG. 25.

[0181] First, the TV 2A used by the monitored user deter-
mines whether data should be transmitted at this time or not
(block B401). If the data should not be transmitted at this time
(No in block B401), the procedure returns to block B401, and
whether the data should be transmitted at this time or not is
determined again.

[0182] Ifthe data should be transmitted at this time (Yes in
block B401), the motion detector 256 of the TV 2A detects
motion of the monitored user by analyzing images captured
by the camera module 219 (block B402). Then, the transmit-
ter 252 of'the TV 2A transmits the motion data indicating the
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detected motion to the cloud server 1A (block B403). The
transmitter 252 of the TV 2A also transmits the viewing data
to the cloud server 1A (block B404).

[0183] The flowchart of FIG. 26 illustrates the procedure of
monitoring processing by the cloud server 1A.

[0184] The receiver 151 of the cloud server 1A receives
viewing data of the TV 2A used by the monitored user (block
B411). The receiver 151 stores the received viewing data of
the TV 2A in the TV viewing history database 1B (block
B412). The receiver 151 also receives the motion data of the
monitored user (block B413). Then, the receiver 151 stores
the received motion data in a storage medium, etc. (block
B414).

[0185] Next, the state-of-health estimator 161 determines
whether the client 3B, 3C used by the monitoring user
requests transmission of monitoring data or not by (block
B415). If the transmission of the monitoring data is not
requested (No in block B415), the procedure returns to block
B411, and the processing of receiving data from the TV 2A
used by the monitored user continues.

[0186] If the transmission of the monitoring data is
requested (Yes in block B415), the state-of-health estimator
161 estimates the state of health of the monitored user using
the stored motion data of the monitored user and the viewing
data stored in the TV viewing history database 1B (block
B416). Then, the transmitter 154 transmits the state-of-health
data (monitoring data) indicating the estimated state of health
to the client 3B, 3C used by the monitoring user (block B417).

[0187] The procedure of display control processing by the
client 3B, 3C on the side of the monitoring user will be
described with reference to the flowchart of FIG. 27.

[0188] The monitoring data receiver 313 receives the state-
of-health data from the cloud server 1A (block B421). Then,
the display processor 315 indicates the state of health of the
monitored user using the state-of-health data (block B422).
The display processor 315 displays, for example, a text, an
image, etc., representing the state of health on a screen. It
should be noted that the state of health of the monitored user
may be indicated by audio.

[0189] The monitoring data, the conversation support data
and the state-of-health data supplied from the cloud server 1A
to the clients 3A, 3B, 3C may be described, for example, in
HTML which can be displayed on a web browser. In this case,
the information (web page) corresponding to the received
data is displayed on a screen by the web browser executed on
the clients 3A, 3B, 3C.

[0190] As described above, according to this embodiment,
when the information for monitoring a user is provided, the
stress placed on the monitored user or the monitoring user can
be reduced. It should be noted that an example of offering
various items of information for monitoring the user is indi-
cated in the above description. One of the items of informa-
tion can be provided to the monitoring user. Alternatively,
some of the pieces of information can be combined to be
provided to the monitoring user.

[0191] Also, all the processing procedures according to this
embodiment which are described in the flowcharts of FIGS. 9
to 11, 15 to 17, 20 to 22, and 25 to 27 can be executed by
software. Thus, an advantage similar to that of this embodi-
ment can be easily obtained merely by installing a program
for executing the processing procedures on a normal com-
puter through a computer-readable storage medium having
the program stored thereon, and executing the program.
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[0192] The various modules of the systems described
herein can be implemented as software applications, hard-
ware and/or software modules, or components on one or more
computers, such as servers. While the various modules are
illustrated separately, they may share some or all of the same
underlying logic or code.

[0193] While certain embodiments have been described,
these embodiments have been presented by way of example
only, and are not intended to limit the scope of the inventions.
Indeed, the novel embodiments described herein may be
embodied in a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiments described herein may be made without depart-
ing from the spirit of the inventions. The accompanying
claims and their equivalents are intended to cover such forms
or modifications as would fall within the scope and spirit of
the inventions.

1. An electronic apparatus comprising:

areceiver configured to receive operation data indicative of
an operating period from each of one or more electronic
apparatuses used by a first user, and to receive viewing
data from a first electronic apparatus of the one or more
electronic apparatuses, the viewing data indicative of a
program viewed by the first user;

a generator configured to (i) estimate a sleep period of the
first user using the operation data, (ii) detect a first pro-
gram frequently viewed by the first user during a current
period using the viewing data, and (iii) generate living
pattern data indicative of a living pattern of the first user
using the operation data and the viewing data, the living
pattern data comprising data indicative of the sleep
period, the first program and a program currently being
viewed by the first user; and

a transmitter configured to transmit the living pattern data
to an electronic apparatus used by a second user.

2. (canceled)

3. The electronic apparatus of claim 1, wherein the receiver
is further configured to receive smile degree data from the first
electronic apparatus, the smile degree data comprising a
degree indicative of how much the first user smiled when
viewing a broadcast program,

the generator is configured to estimate a biorhythm of the
first user using the viewing data and the smile degree
data, and

the living pattern data comprising data indicative of the
biorhythm.

5. The electronic apparatus of claim 1, wherein the receiver
is further configured to receive motion data indicative of
motion of the first user from the first electronic apparatus,

the generator is further configured to estimate a state of
health of the first user using the viewing data and the
motion data, and

the living pattern data comprising data indicative of the
state of health.

6. An electronic apparatus comprising:

a receiver configured to receive electronic program guide
data of a broadcast program and living pattern data
indicative of a living pattern of a remote user; and

a display processor configured to display an electronic
program guide that comprises (i) information indicative
of' the living pattern of the remote user on a screen using
the electronic program guide data and the living pattern
data, wherein the living pattern data is generated using
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operation data and viewing data, the operation data
indicative of a period during which each of one or more
electronic apparatuses used by the remote user operates,
the viewing data indicative of a program viewed by the
remote user on a first electronic apparatus of the one or
more electronic apparatuses, (ii) information indicative
of a sleep period of the remote user, (iii) information
indicative of a first program frequently viewed by the
remote user during a current period, and (iv) information
indicative of a program currently being viewed by the
remote user.

7. (canceled)

8. The electronic apparatus of claim 6, wherein the living
pattern data comprising data indicative of a biorhythm of the
remote user, and

the display processor is further configured to display the

biorhythm on the screen.

10. The electronic apparatus of claim 6, wherein the living
pattern data comprising data indicative of a state of health of
the remote user, and

the display processor is further configured to display the

state of health on the screen.
11. A method comprising:
receiving operation data indicative of an operating period
from each of one or more electronic apparatuses used by
a first user, and receiving viewing data indicative of a
program viewed by the first user from a first electronic
apparatus of the one or more electronic apparatuses;

estimating a sleep period of the first user using the opera-
tion data;
detecting a first program frequently viewed by the first user
during a current period using the viewing data;

generating living pattern data indicative of a living pattern
of the first user using the operation data and the viewing
data, the living pattern data comprising data indicative of
the sleep period, the first program and a program cur-
rently being viewed by the first user; and

transmitting the living pattern data to an electronic appa-

ratus used by a second user.

12. (canceled)

13. A method comprising:

receiving electronic program guide data of a broadcast

program and living pattern data indicative of a living
pattern of a remote user; and

displaying an electronic program guide on a screen using

the electronic program guide data and the living pattern
data, the electronic program guide comprising informa-
tion indicative of a sleep period of the remote user,
information indicative of a first program frequently
viewed by the remote user during a current period, infor-
mation indicative of a program currently being viewed
by the remote user and information indicative of the
living pattern of the remote user,

wherein the living pattern data is generated using operation

data and viewing data, the operation data indicative of a
period during which each of one or more electronic
apparatuses used by the remote user operates, the view-
ing data indicative of a program viewed by the remote
user on a first electronic apparatus of the one or more
electronic apparatuses.

14. (canceled)



