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CLOCK-EMBEDDED VECTOR SIGNALING
CODES

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. application Ser.
No. 15/390,293, filed Dec. 23, 2016, entitled “Vector Sig-
naling Codes with High Pin-Efficiency for Chip-to-Chip
Communication and Storage”, which is a continuation of
U.S. application Ser. No. 15/176,085, filed Jun. 7, 2016,
entitled “Clock-Embedded Vector Signaling Codes”, which
is a continuation of U.S. application Ser. No. 14/636,098,
filed Mar. 2, 2015, entitled “Clock-Embedded Vector Sig-
naling Codes”, which claims the benefit of U.S. Provisional
Application No. 61/946,574 filed on Feb. 28, 2014, all of
which are hereby incorporated herein by reference in their
entirety for all purposes.

The field of the invention generally relates to communi-
cations systems for conveying information with vector sig-
naling codes.
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FIELD OF THE INVENTION

The present invention relates generally to the field of
communications, and more particularly to the transmission
of signals capable of conveying information within and
between integrated circuit devices.

BACKGROUND

In communication systems, a goal is to transport infor-
mation from one physical location to another. It is typically
desirable that the transport of this information is reliable, is
fast and consumes a minimal amount of resources. One
common information transfer medium is the serial commu-
nications link, which may be based on a single wire circuit
relative to ground or other common reference, or multiple
such circuits relative to ground or other common reference.
A common example uses singled-ended signaling (“SES”).
SES operates by sending a signal on one wire, and measur-
ing the signal relative to a fixed reference at the receiver. A
serial communication link may also be based on multiple
circuits used in relation to each other. A common example of
the latter uses differential signaling (“DS”). Differential
signaling operates by sending a signal on one wire and the
opposite of that signal on a matching wire. The signal
information is represented by the difference between the
wires, rather than their absolute values relative to ground or
other fixed reference.

There are a number of signaling methods that maintain the
desirable properties of DS while increasing pin efficiency
over DS. Vector signaling is a method of signaling. With
vector signaling, a plurality of signals on a plurality of wires
is considered collectively although each of the plurality of
signals might be independent. Each of the collective signals
is referred to as a component and the number of plurality of
wires is referred to as the “dimension” of the vector. In some
embodiments, the signal on one wire is entirely dependent
on the signal on another wire, as is the case with DS pairs,
so in some cases the dimension of the vector might refer to
the number of degrees of freedom of signals on the plurality
of wires instead of exactly the number of wires in the
plurality of wires.

With binary vector signaling, each component or “sym-
bol” of the vector takes on one of two possible values. With
non-binary vector signaling, each symbol has a value that is
a selection from a set of more than two possible values. Any
suitable subset of a vector signaling code denotes a “sub
code” of that code. Such a subcode may itself be a vector
signaling code.

A vector signaling code, as described herein, is a collec-
tion C of vectors of the same length N, called codewords.
The ratio between the binary logarithm of the size of C and
the length N is called the pin-efficiency of the vector
signaling code.

FIG. 1 illustrates a prior art communication system
employing vector signaling codes. Bits x0, x1, . . . enter
block-wise 100 into an encoder 105. The size of the block
may vary and depends on the parameters of the vector
signaling code. The encoder generates a codeword of the
vector signaling code for which the system is designed. In
operation, the encoder may generate information used to
control PMOS and NMOS transistors within driver 110,
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generating voltages or currents on the N communication
wires 115. Receiver 120 reads the signals on the wires,
possibly including amplification, frequency compensation,
and common mode signal cancellation. Receiver 120 pro-
vides its results to decoder 125, which recreates the input
bits 130.

Depending on which vector signaling code is used, there
may be no decoder, or no encoder, or neither a decoder nor
an encoder. For example, for the 8b8w code disclosed in
[Cronie II], both encoder 105 and decoder 125 exist. On the
other hand, for the Hadamard code disclosed in [Cronie 1],
an explicit decoder may be unnecessary, as the system may
be configured such receiver 120 generates output bits 130
directly.

The operation of the transmitter, consisting of elements
100, 105, and 110, and that of the receiver, consisting of
elements 120, 125, 130 have to be completely synchronized
in order to guarantee correct functioning of the communi-
cation system. In some embodiments, this synchronization is
performed by an external clock shared between the trans-
mitter and the receiver. Other embodiments may combine
the clock function with one or more of the data channels, as
in the well-known Biphase encoding used for serial com-
munications.

One important example is provided by memory interfaces
in which a clock is generated on the controller and shared
with the memory device. The memory device may use the
clock information for its internal memory operations, as well
as for I/O. Because of the burstiness and the asynchronicity
of memory operations, the I/O may not be active all the time.
Moreover, the main clock and the data lines may not be
aligned due to skew. In such cases, additional strobe signals
are used to indicate when to read and write the data.

BRIEF DESCRIPTION

Vector signaling codes providing guaranteed numbers of
transitions per unit transmission interval are described,
along with a generalized system architecture. Elements of
the architecture may include multiple communications sub-
systems, each having its own communications wire group or
sub-channel, clock-embedded signaling code, pre- and post-
processing stages to guarantee the desired code transition
density, and global encoding and decoding stages to first
distribute data elements among the sub-systems, and then to
reconstitute the received data from its received sub-system
elements. Example embodiments of each architectural ele-
ments are described, as well as example code embodiments
suitable for sub-channel communication.

BRIEF DESCRIPTION OF FIGURES

FIG. 1 illustrates a prior art communication system
employing vector signaling codes.

FIG. 2 shows an embodiment of a vector signaling
communications system with embedded clock information.

FIG. 3 is a block diagram of one embodiment of the
history pre-coder.

FIG. 4 is a block diagram of one embodiment of the
history post-decoder.

FIG. 5 is a flow chart for one embodiment of the Global
Encoder.

FIG. 6 is a flow chart for one embodiment of the pre-code
unit.

FIG. 7 is a flow chart for one embodiment of the post-
decoder unit.
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FIG. 8 is a flow chart for one embodiment of the Global
Decoder.

FIG. 9 is a block diagram of one embodiment of the
transmitter encoding portions of an ENRZ3 communications
system.

FIG. 10 is a block diagram of one embodiment of the
receiver decoding portions of an ENRZ3 communications
system.

FIG. 11 is a block diagram of one embodiment of the
transmission encoding portions encoder of a S34 commu-
nications system.

FIGS. 12A and 12B show schematic diagrams of two
circuits providing an embodiment of an encoder for S34.

FIG. 13 is a block diagram of one embodiment of the
receiver decoding portions of a S34 communications sys-
tem.

FIG. 14 shows one embodiment of an encoder for S4
vector signaling code.

FIG. 15 shows one embodiment of an encoder for P3
vector signaling code.

FIG. 16 shows an embodiment of clock extraction using
Analog Hysterisis plus Decision Feedback High Pass Filter
clocking.

FIG. 17 shows an embodiment of clock extraction using
Digital hysteresis plus Decision Feedback High Pass Filter
clocking.

FIG. 18 illustrates an embodiment of clock extraction
using Analog XOR clocking.

FIG. 19 illustrates an embodiment of clock extraction
using per-codeword detectors and digital hysteresis.

FIG. 20 is a block diagram of an encoder embodiment,
highlighting its open- and closed-loop processing circuit
portions.

FIG. 21 is a block diagram of an encoder embodiment as
in FIG. 20, where multiple instantiations of the open-loop
portion of the circuit are implemented in parallel.

FIG. 22 is a block diagram of a decoder embodiment,
highlighting the open- and closed-loop processing circuit
portions.

FIG. 23 is a block diagram of an encoder embodiment as
in FIG. 22, where multiple instantiations of the open-loop
portion of the circuit are implemented in parallel.

FIG. 24 is a flowchart of a transmission method.

FIG. 25 is a flowchart of a reception method.

DETAILED DESCRIPTION

An embodiment of a vector signaling communication
system with embedded clock information is shown in FIG.
2. Elements of this system will be referenced and further
described in descriptions of subsequent figures.

The communication system of FIG. 2 consists of k distinct
communication sub-systems, each comprising a history pre-
coder 220, encoder 105, driver 110, n[i] communication
wires, receiver 120, a clock-recovery unit 235, decoder 125,
history post-decoder unit 245. There are a total of n[1]+n
[2]+ . . . +n[k] communication wires, subdivided into k
groups having n[1], n[2], . . ., n[k] wires, respectively. Each
communication sub-system i utilizes a vector signaling code
in which the codewords have n[i] coordinates.

As exemplified in this figure, bits x(0), . . . , x(N-1) enter
as a block into “Global Encoder” unit 205. In some embodi-
ments, this unit may only forward the bits in subgroups,
while in other embodiments this unit may perform further
computations on the incoming bits 200. Global Encoder 205
outputs k groups of bits 210, one for each of the commu-
nication sub-systems.
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The i-th group of bits 210 enters the i-th history pre-coder
unit 220, which in turn outputs another group of bits 230
which is forwarded to encoder 105 of the communication
sub-system. Encoder 105 generates a codeword of its cor-
responding vector signaling code, and driver 110 drives the
coordinates of this codeword on the n[i] communication
wires as voltages or currents.

The communication wire voltages or currents are received
as signals by receiver 120, which may perform further
equalization and processing of the received signals, and may
generate information for the clock-recovery unit 235 which
recovers the clock information from the received signals.
The received signals are further forwarded to decoder 125,
which generates a group of bits 240 forwarded to the
corresponding history post-decoder unit 245. This unit cal-
culates a possibly new set of bits 250 and forwards these to
the Global Decoder unit 260. As with the corresponding
Global Encoder, in some embodiments Global Decoder 260
simply concatenates or combines inputs 250 to obtain output
bits 270, while in other embodiments Global Decoder 260
performs additional calculations on the bits received 250
from the various history post-decoder units to re-generate
the bits x(0), . . . , x(N-1) output as 270. The number of
codewords of the vector signaling codes used in the i-th
communication sub-system of FIG. 2 is denoted by M(i) in
the following.

In accordance with at least one embodiment, reception of
distinct codewords in each unit interval provides a self-
clocking capability. Thus, decoder 125 may consider a
previous unit interval ended and a new unit interval (and
thus, a new need to decode a codeword) begun each time a
new (i.e., different from the preceding codeword) appears at
its input. In such an embodiment, for every unit interval a
codeword is transmitted on each communication sub-system
that is different from the codeword sent in the previous unit
interval. Thus, the number of possible codewords across all
the communication sub-systems is

MD-1Y5(MQ)-1)* . . . *(M(R)-1) (Eqn. 1)

An embodiment of the history pre-coder unit 220 is
shown in FIG. 3. One task of this unit is to make sure that
the same codeword of the vector signaling code is not sent
on the corresponding communication wires (also referred to
herein as a sub-channel) in two consecutive unit intervals.
Where the vector signaling code receiver uses comparators
for the detection of the codeword, that condition guarantees
that the output of at least one of the comparators changes
value from one unit interval to the next. This value change
can then be used to recover the clock information, to be
subsequently described in more detail.

As shown in FIG. 3, the history pre-coder unit comprises
a pre-coder 305 and a history memory unit 320. Upon
receiving the block of bits b(0), . . . b(L-1) from the Global
Encoder 205, the pre-coder 305 computes its output using
these bits, and the history bits in 320. It forwards the
resulting bits 230 to the encoder 105, and simultaneously
replaces the value of the history memory 320 with these bits.
In some embodiments described below, the history memory
320 may keep the vector signaling codeword that was
transmitted in the previous clock cycle and use a pre-coder
which makes sure that the next transmitted codeword differs
from the previous one. Such examples are given below for
various types of vector signaling codes.

Similarly, an embodiment of the history post-decoder unit
245 is shown in FIG. 4. It comprises a post-decoder unit 405
and a history memory unit 420. Upon receiving the block
240 of bits from encoder 125, the post-decoder calculates a
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possibly new block of bits from the bits in 240 and the bits
in its history unit 420, forwards the new bits 250 to the
Global Decoder 260, and replaces the bits in its history unit
with these bits.

A flow-chart of an exemplary embodiment of the Global
Encoder 205 is given in FIG. 5. The main task of the Global
Encoder is to compute from the given block of bits x(0), . .
., X(N=-1) a number k of blocks of bits, one for every
communication sub-system in FIG. 2, such that these blocks
are uniquely determined by the incoming bits 200, and
vice-versa. In the procedure described in FIG. 5, the incom-
ing bits x(0), . . ., x(N-1) in 510 are used in Step 520 to
compute bit-representations of reduced-modulus integers
y(1), y(2), . . ., y(k), wherein each y(i) is an integer from 0O
to M(i)-2 inclusive (note that y(i) is strictly less than
M(i)-1, and hence referred to herein as having a reduced-
modulus), and wherein M(i) is the number of codewords of
the vector signaling code used in the i-th communication
sub-system in FIG. 2.

It might be expected that when converting a number to a
mixed-based representation (i.e., a mixed modulus), the
digits in each position would range from 0 to M-1, where
the modulus M is determined by the number of possible
signals, M. That is, if there are M possible signals or codes
available to represent the digits (e.g., base 10 uses ten digits:
0 through 9, and base 5 uses five digits: 0 through 4), a
typical conversion might use M values: 0 to M-1. Note,
however, that the conversions described herein uses digits O
through M-2, and thus uses a reduced modulus of M-1
compared to what would normally be available with a set of
M signals, or vector code codewords. The advantages of
using the reduced modulus values are described below.

The particular way this calculation is done in Step 520 is
by representing the integer X whose binary representation is
x(0), . . ., x(N=1), with x(0) being the least significant and
x(N-1) being the most significant bit, as

X=2, YOI (M()-1). (Eqn. 2)

Many different algorithms may be used to perform this
computation, as is known to those of skill in the art. For
example, where 0=X<257, so N=9, M(1)=M(2)=12, M(3)
=6, then we have y(1)=X mod 11, y(2)=(X-y(1))/11 mod 11,
and y(3)=(X-y(1)-11*y(2))/121.

One embodiment of a general procedure for pre-code unit
220 is outlined in FIG. 6. It is assumed that the bits in the
history memory unit 320 of FIG. 3 represent an integer,
called h, in this figure. Upon receiving the block of L bits
y(0,1), . .., y(L-1,i) as the i-th output 210 of Global Encoder
205, the pre-coder calculates in Step 620 the integer b=(y+
1+h) mod M(i), wherein y is the integer with bit-represen-
tation y(0,), . . ., y(L-1,1), and M(i) is the number of
codewords of the i-th vector signaling code. It is assumed
that the integer h is between 0 and M(i)-1, so it corresponds
uniquely to a codeword of the i-th vector signaling code.
Moreover, since the value of y is, by construction, smaller
than M(i)-1 (i.e., =M(i)-2), we always have that b is not
equal to h mod M(i). Since h corresponds to the index of the
codeword in the i-th vector signaling code transmitted in the
last unit interval, and b corresponds to the index of the
codeword transmitted in the current unit interval, this type of
calculation makes sure that no two consecutive codewords
are the same. The use of the reduced modulus in calculating
the integers y causes the encoder to generate an output
codeword that is different from the immediately prior code-
word based on the reduced modulus digit (y) and the prior
codeword (h). In summary, after an initial codeword h,
selected from M codewords (0 to M-1), has been sent in a
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first signaling interval, a subsequent codeword is selected
based on h+l+y, where y is a data-dependent reduced-
modulus (M-1) integer and is in the range 0 to M-2, such
that no valid data-dependent reduced modulus integer will
result in the subsequent codeword equaling the initial code-
word h.

Other types of operations or the pre-code unit are also
possible. For example, where M(i) is a power of 2, it is
possible to ensure the distinctness of b and h using simple
XOR arithmetic, as will be shown in the subsequent example
of an ENRZ encoder.

An embodiment of the operation of the post-decoder unit
245 is shown in FIG. 7. The input to this procedure is a block
of bits b(0), . . ., b(R-1) in Step 710. This block may have
been produced by the decoder 125 of the i-th communication
sub-system illustrated in FIG. 2. In Step 720, the post-
decoder unit may use the bits in its memory history unit,
interpreted as an integer h, to calculate an integer y=(b-1-h)
mod M(i), wherein b is the integer with bit-representation
b(0), . .., b(R-1). In Step 730 the history value h is replaced
by b, and simultaneously, b is forwarded to the Global
Decoder 260.

The operation of an embodiment of the Global Decoder
260 is given in FIG. 8. The input to this procedure are y(1),

., y(k), wherein each y(i) is a block of bits generated by
the post-decoder unit of the i-th communication sub-system.
In Step 820 an integer X is calculated from y(1), . . ., y(k)
according to the formulation in (Eqn. 2). The bit represen-
tation of this integer is the desired sequence of bits 270 in
FIG. 2.

As mentioned above, in some applications the Global
Encoder 205 may only forward the incoming bits in sub-
groups to the corresponding communication sub-systems,
and the Global Decoder 260 may just collect the incoming
bit blocks and concatenate them to obtain the bits 270. Some
such examples are discussed further below.

Clock Extraction

[Holden I] describes comparator-based detectors for vec-
tor signaling codes designed such that no comparator is
presented with ambiguous decision conditions; that is, at all
times each comparator output is either explicitly true, or
explicitly false. An embodiment based on such codes and
detectors may be combined with a simple transition detector
to extract sub-system transition information (herein called
the “edge signal”) to drive a clock extraction circuit, as in
235 of FIG. 2. Three circuits for these codes are detailed
below. These are referred to in said descriptions as AH-DF-
HPF, UDH-DF-HPF, and A-XOR.

The fourth type of clock extractor, referred to in said
descriptions as PCD-DH, uses a per-codeword detector. This
type of detector works with vector signaling codes in which
the comparator outputs have ambiguous outputs.

In general, clock extraction embodiments detect changes
in sub-system detector outputs. In some embodiments, only
changes from one valid codeword to another valid codeword
are detected, and in other embodiments decision feedback
and/or hysteresis is provided to the input signal comparators
to avoid extraneous transitions caused by signal reflections
and noise. Any of a number of methods may then be used to
analyze the edge signal to eliminate artifacts caused by
near-simultaneous detector output transitions, including
methods known to the art, producing a reliable sampling
clock derived from the detector edges. One such embodi-
ment incorporates fixed or variable delay stages and a simple
state machine configured such that a clock output is pro-
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duced a fixed delay time after the last edge signal transition,
suppressing the effect of multiple edge signal transitions
within the delay interval.

As will be apparent to one of skill in the art, propagation
delay differences (also know as skew) within a communi-
cations channel group will result in different arrival times for
receive data. If the amount of this skew is significant (i.e.
more than a transmit unit interval), the teachings of [Holden
I] may be applied to permit the coherent reconstruction of
aggregated receive data.

Similarly, a communications system utilizing multiple
sub-systems may generate a global receive clock by apply-
ing the same edge signal generation and sampling clock
derivation methods using the individual sub-system receive
clocks as inputs, and producing a global sampling clock
suitable for sampling the aggregated receive data as obtained
at 270 of FIG. 2. As in sub-system clock extraction, embodi-
ments presenting significant skew between sub-system
results must carefully control generation of an aggregate or
global decoder output clock, such that all of the global
decoder’s component inputs are valid and the result meets
all necessary set-up and hold times for subsequent circuits.
Some embodiments may require intermediary holding
latches on the sub-system results and/or other skew mitiga-
tion measures as taught by [Holden I or as generally applied
in practice.

Code/Receiver Categories for Clock Extraction

The codes and the receivers that accompany them that are
used with these clocking solutions can be divided into two
categories. The first group of codes can be described as
Unambiguous Comparator Output code/receiver (UCO). For
these code/receiver combinations, the binary or multiwire
comparator circuits used in the defined receiver have unam-
biguous outputs for every codeword in the code. An example
of'a code that is always UCO is the ENRZ code, also known
as H4 code or Hadamard code of size 4, as described in
[Cronie I].

The second group of codes can be called Ambiguous
Comparator Output codes/receiver (ACO). In these code/
receiver combinations, a given comparator is sometimes
presented with inputs at the same level and thus has an
ambiguous output for some codewords. These ambiguous
outputs are later resolved in a decoder stage. An example of
a code that is always ACO is the 8b8w code described in
Cronie II.

In practical implementations, most codes are either UCO
or ACO. There are a few codes that are ACO with one
receiver implementation and UCO with another receiver
implementation, typically with more complex multi-input
analog detectors.

AH-DF-HPF—Analog Hysteresis Plus Decision Feed-
back High Pass Filter Clocking Solution

The following clocking solution is only applicable to
UCO code/receiver solutions.

The simplest clock extraction embodiment adds an analog
hysteresis function to each of the comparators in order to
filter out the multiple zero crossing on the wires that are
caused by noise and reflections, as illustrated in FIG. 16.
However, there are known disadvantages to such solutions.
The maximum amplitude of any reflections on the commu-
nications channel must be known, so that the hysteresis
offset value may be chosen correctly. Such embodiments are
known to add jitter to the recovered clock, as noise or
reflections on the leading edge can cause the transition to
occur early, causing the effective eye opening in the timing
dimension to close, and reducing the ability of the receiver
to handle difficult channels. Similarly, the added hysteresis



US 10,374,846 B2

9

lowers the receive sensitivity of the comparators, reducing
the eye opening in the amplitude dimension as well. Finally,
such analog hysteresis embodiments contain a closed loop
circuit that must be implemented carefully.

The function of the hysteresis comparator can be
described as follows:

HysOut = Hysteresis(HysIn, HysOffset)

If HysOut ==
If HysIn > HysOffset, HysOut = 1;
Else HysOut = 0;

else
If HysIn > - HysOffset, HysOut = 1;
Else HysOut = 0;

Endif;

For each detector, the hysteresis functions are applied to
the comparators:

HysOffset=voltage value determined either statically or
adaptively that exceeds the expected amplitude of reflections
and other noise sources in the receive signal.

C(x)=Hysteresis(detector inputs(x), HysOffset)

In the following example, the value “x” is shown to range
from 0 to 2 for clarity. This is the case for the ENRZ code.
For other UCO codes, the value that “x” would range over
is equal to the number of comparators.

The clock signal is created by using an exclusive- or
function to look for changes on any of the wires. The code
delivers a transition on one wire each clock:

Clock=(C(0) XOR Q(0)) OR (C(1) XOR Q(1)) OR (C(2)
XOR Q(2)

For each comparator, the data is delayed by a delay line
that has a nominal delay of one half of the unit interval (UI).
The actual delay would depend on the implementation and
may be somewhat less or more than one half the Ul:
D(0)=HalfUIDelayLine(C(0))
D(1)=HalfUIDelayLine(C(1))
D(2)=HalfUIDelayLine(C(2))

For each comparator, recover each bit with a D Flip-Flop
(DFF) or cascade of latches in some implementations:
Q(0)=DFF(Clock, D(0))

Q(1)=DFF(Clock, D(1))
Q(2)=DFF(Clock, D(2))

/*Decode and retime the data™/

DecodedData=Decode(Q(0), Q(1), Q(2))

RetimedDecodedData=DFFs(Clock, DecodedData)

UDH-DF-HPF—Unrolled Digital Hysteresis Plus Deci-
sion Feedback High Pass Filter Clocking Solution

The following clocking solution is only applicable to
UCO code/receiver solutions.

An embodiment of clocking solution AH-DF-HPF shown
in FIG. 17 performs six additional binary comparisons, such
that two values of a hysteresis comparison is provided along
with each data comparison. This embodiment has the advan-
tage that the closed loop portion of the hysteresis function is
digital, and the data path portion of the circuit has better
sensitivity than AH-DF-HPF. The disadvantages include
greater implementation size and higher power consumption,
because of the additional comparators needed to produce the
required hysteresis comparisons.

One embodiment uses two extra separate comparators that
add and subtract a fixed value from the analog inputs, rather
than using analog hysteresis feedback. The hysteresis func-
tion may then be implemented digitally.
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Another embodiment uses a combined comparator that
delivers three outputs, the regular comparator output, an
output with the comparison done with the offset added, and
a third with the comparison done with the offset subtracted.

This example uses the embodiment with separate com-
parators. In this example, the function of the regular com-
parators is described as follows:

Comparator(Inputs)

The operation of the offset comparators adds the offset
value to the comparator inputs before the comparison is
done. It is be described as follows:

OffComparator(Inputs, HysOffset)

For a three-comparator code/receiver solution such as for
the ENRZ code, the comparators are:
OffCompOutHigh(0)=OffComparator(Inputs(0), HysOffset)
CompOut(0)=Comparator(Inputs(0))

OffCompOutLow(0)=OffComparator(Inputs(0), -HysOft-
set)
HysCompOutHigh(1)=OffComparator(Inputs(1), HysOft-

set)

CompOut(1 )=Comparator(Inputs(1))

HysCompOutLow(1)=OffComparator(Inputs(1), -HysOft-
set)

HysCompOutHigh(2)=OffComparator(Inputs(2),
set)

CompOut(2)=Comparator(Inputs(2)) HysCompOutLow(2)
=OffComparator(Inputs(2), —HysOffset)

This circuit recovers the clock by comparing the flip-flop
outputs with the comparator outputs from the opposite side
of center:

Clock=
((NOT Q(0)) AND CompOutHigh(0)) OR (Q(0) AND (NOT

CompOutLow(0))) OR
((NOT Q(1)) AND CompOutHigh(1)) OR (Q(1) AND (NOT

CompOutLow(1))) OR
((NOT Q(2)) AND CompOutHigh(2)) OR (Q(2) AND (NOT

CompOutLow(2)))

The rest is the same as in the AH-DF-HPF embodiment.

A-XOR—Analog XOR Clocking Solution

An embodiment of clock extraction using Analog XOR
clocking is shown in FIG. 18. This embodiment is compat-
ible with both UCO and ACO code/receiver solutions.

Each comparator function is divided into two halves. The
first half of each comparator is a linear low gain comparator
that performs the function of the comparator with a linear
output. Each of these linear values is then passed through an
analog low-pass filter. Each linear value is compared against
the analog low-pass filtered version of itself by an analog
XOR circuit, which serves as the second half of the com-
parison function. Analog XOR circuits are well known in the
art. The analog XOR circuit will produce a voltage output
that has a higher value if the inputs have different values
than if they have the same value.

The outputs of the three analog XOR circuits are summed.
The output of the summer is passed through a limiting gain
stage to give the signal sharp edges. This signal then forms
the clock.

In parallel to the clock path, in the data path, the output
of'the low gain comparator is passed through a gain stage to
form a regular binary comparator. The clock is used to
sample this data.

A challenge with this circuit is that the detected change is
less for some code transitions than for others. This circuit is
also sensitive to reflections and noise.

PCD-DH—Per Codeword Detectors, Digital Hysteresis
Clocking Solution

HysOff-
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This embodiment is compatible with both UCO and ACO
code/receiver solutions.

As illustrated in FIG. 19, this embodiment of a clock
extraction circuit does not use an analog hysteresis circuit.
Instead it uses normal comparators 1910. A special unrolled
and equal-delay digital detector is implemented that has one
output for each of the allowed codewords.

These per-codeword outputs put out a high value if that
codeword is present on the output of comparators 1910, and
a low value if that codeword is not present. The circuit is
implemented to have a roughly equal delay from the output
of each of the comparators to the output of each of the
per-codeword detector. An example of such an equal-delay
circuit is a circuit that has a AND gate 1920 per codeword.
That AND gate has the same number of legs as the number
of comparators. The inputs of the legs of the AND gates are
wired to the appropriate true or complement outputs of the
comparators, here shown distinct true and complimentary
inputs to each AND gate 1920. The particular decoded
values shown are exemplary, and non-limiting.

When ACO codes are employed with this detector, the
per-codeword detectors are only connected to those com-
parator outputs that are needed to detect that codeword and
not to those that have an ambiguous value for that codeword.

The outputs of each of the per-codeword detectors is
wired to the Set input of a per-codeword Resettable D
Flip-Flop with the D input set to a high value (or equivalent
circuit.) For purposes of illustration, the flip-flops 1930 are
shown in FIG. 19 as edge triggered set/reset devices, with
the output Q going true on a rising edge of input S, and going
false on a rising edge of input R. Thus, any detected
codeword by AND gates 1920 will cause the corresponding
flip-flop 1930 to set. The outputs of all of these Flip-Flops
1930 are ORed together 1940 and delayed by a delay line
1950 that is statically or dynamically calibrated to create a
rising edge in the middle of the data eye. Said rising edge
signal is used as the clock in a data re-timer circuit. Said
rising edge signal is also connected to the Reset input of
each flip-flop 1930 to clear the detectors for the next clock
cycle.

The described embodiment will catch the first instance
within a clock cycle of a codeword being detected and will
ignore subsequent reflections that cause zero-crossings.
Memory Links

As one specific example applying the previously
described systems and methods, an embodiment is described
of links connecting one or more Dynamic Random Access
Memory (DRAM) units to a memory controller.

Traditionally, such links are byte-oriented, with each data
byte communicated over 8 wires in a single-ended manner,
and a 9th wire communicating a write mask signal identi-
fying whether the data byte is to be applied or ignored in the
associated memory operation. Two more wires provide a
strobe signal using differential signaling. As has been noted
in prior art such as [Wiley] and [Cornelius], the ability to
embed the clock information into the data and hence elimi-
nate the need for separate strobe signals can be advanta-
geous. The following examples show several examples of
vector signaling codes and how they can be used in con-
junction with the general principles described above.

In order to have a system according to FIG. 2 for such a
memory link, the number of vector signaling codewords in
these applications has to satisfy the inequality

257=(M(1)-1y* . . . *(M(k)-1) (Eqn. 3)

as 256 distinct codewords are required to communicate 8
bits of data, and at least a 257th codeword is required to

20

35

40

45

50

55

60

65

12

communicate the notification provided by the write mask
signal that this data byte is to be ignored for this memory
operation.

Example 1: ENRZ3

ENRZ is a vector signaling code obtained from a 4x4
Hadamard transform, as described in [Cronie I]. It has eight
codewords and transmits them on 4 wires. The eight code-
words are the four permutations of the vector (1, -4, -4,
-14) and the four permutations of (-1, %4, V3, ¥5). In this
case, k=3, and M(1)=M(2)=M(3)=8. The inequality of (Eqn.
3) is satisfied. The resulting embodiment is hereinafter
called ENRZ3, referring to its three sub-systems, each
utilizing ENRZ vector signaling code.

An exemplary operation of the encoder is detailed in FIG.
9. The input to the Global Encoder consists of 9 bits x0, x1,

., X8 corresponding to an integer between 0 and 256
inclusive (that is, 257 distinct values.) The Global Encoder
may have an implementation as previously described in FI1G.
5. It produces 3 groups of 3 bits, called (a0, al, a2), (b0, b1,
b2), and (c0, cl, c2), one group of bits for each ENRZ
sub-system. Each of these vectors corresponds to the bit-
representation of an integer modulo 7. This means that none
of these vectors consists of three 1’s. The history units 320
each contain 3 bits corresponding to the bit sequences
transmitted in the previous unit interval, and called respec-
tively h0, h1, and h2.

The pre-coding units 305 used in this example operate
differently than the general pre-coding units described in
FIG. 6, as the particular input characteristics permit simpli-
fication. Here, each pre-coding unit computes the XOR of
the complement of the inputs 210 from the Global Encoder
205, with its corresponding history bits. Since none of the
vectors 210 consists entirely of 1’s, the complement of none
of these vectors consists entirely of 0’s, and hence the
operation of the pre-coding unit ensures that the result of the
operation is always different from the bits in the correspond-
ing history units 320. Each of the pre-coding units forwards
the computed bits to the corresponding ENRZ encoders 105,
and simultaneously replaces the history bits with these bits.

Each communication sub-system in this embodiment
transmits 3 bits on its corresponding 4-wire interface. The
number of wires is therefore 12. Each sub-system uses 3
multi-input comparators (also known as generalized com-
parators, as described in [Holden I]) to recover its bits. The
output of these comparators can be used to do a clock
recovery on every one of the sub-systems, according to the
teachings above. There are therefore a total of 9 compara-
tors.

FIG. 10 is an exemplary embodiment of the receiver
portion of the decoder for this communication system. In
operation, the ENRZ decoders 125 forward a group 240 of
three bits each to the post-decoder units 405. These units
XOR the incoming bits with the 3 bits in their history units
420, complement the result, and forward it to the Global
Decoder 260. Simultaneously, they replace their three his-
tory bits with the forwarded bits.

The operation of the Global Decoder 260 in this embodi-
ment may be as described in FIG. 8.

The ISI ratio of this coding system, as defined in [Hor-
mati] is 1, which is the lowest ISI ratio possible. This means
that this coding system has a low susceptibility to ISI noise.
This communication system uses 12 signal wires, and 9
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comparators. To enable operation at high data rates, the
wires have to be routed in 3 low-skew groups of 4 wires
each.

Example 2: S34

S3 is a vector signaling code on three wires consisting of
the 6 permutations of the vector (+1, 0, —1). In this case, we
may choose k=4, corresponding to four communication
sub-systems in FIG. 2, and M(1)=M(2)=M(3)=M(4)=6, sat-
isfying the inequality of (Eqn. 3). The resulting embodiment
is hereinafter called S34, referring to its four sub-systems,
each utilizing S3 vector signaling code. This coding scheme
is similar to the one reported in [Wiley], though the details
of the encoding and decoding are different.

An embodiment of the encoder is detailed in FIG. 11. The
input to the Global Encoder are the 9 bits x0, x1, . . ., x8
corresponding to an integer between 0 and 256 inclusive.
This means that x0=x1= . . . =x7=0 if x8=1. In this
communication system there is no Global Encoder unit.
Instead, the incoming bits are subdivided into three groups
(x0, x1), (x2, x3), (x4, x5) of two bits, and (x6, x7, x8) of
three bits. Because of the restriction of the input bits, the
fourth group corresponds to an integer between O and 4,
inclusive.

The history units 320 each contain 3 bits corresponding to
the bit sequences transmitted in the previous unit interval,
and can be viewed as integers modulo 6, and called h0, h1,
h2, and h3, respectively.

The pre-coding units 305 operate as described in FIG. 6.
Each of the pre-coding units forwards the computed bits to
the corresponding S3 encoders 105, and simultaneously
replaces the history bits with these bits.

Each communication sub-system in this example trans-
mits two or more bits on its corresponding 3-wire interface
using ternary signaling. In preferred embodiments, the
encoders 105 may conveniently represent their ternary out-
put by generating two bit vectors of length 3 such that each
bit vector has exactly one “1”, and the positions of the 1’s
in these vectors are disjoint. In operation, the first bit vector
may encode the position of the +1 in the vector signaling
codes S3, and the second bit vector may encode the position
of the -1, in the sense that a +1 is transmitted on the wire
where the first bit vector is 1, a -1 is transmitted on the wire
where the second bit vector is 1, and a 0 is transmitted on the
wire if neither bit vector is 1. It will be apparent to one
familiar with the art that the described bit vectors may be
used to drive transistors in an output line driver generating
the desired +1 and -1 output signal values.

An example of the operation of such an encoder is
described in FIGS. 12A and 12B, showing two logical
circuits. The inputs to these circuits are three incoming bits
a, b, ¢ corresponding to an integer between 0 and 5,
inclusive, where a is the least and c is the most significant
bit of the integer. The circuit of FIG. 12A does not, in fact,
use the input a, and computes its three outputs as NOR(b,c),
b, and c. In operation, the output of this circuit may be
interpreted as a mask for the position of +1 in the codeword
of S3 chosen to be transmitted. The circuit in FIG. 12B uses
all its three inputs and outputs, from top to bottom, the
logical functions (=(a"c))&(a’b), (=b)&(a"c), and NOR(c,
a” b), where -x is the complement of x, x" y is the XOR of
x and y, x&y is the logical AND of x and y, and NOR(x,y)
is the NOR of x and y. The circuit described is only an
example, and one moderate skill in the art will be aware of
many other solutions.
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An exemplary embodiment of decoder 125 of FIG. 1 for
the case of S3 coding is given in FIG. 13. The three
communication wires S3D01, S3D02, S3D03 enter a net-
work of comparators S3D20, S3D25, and S3D30. In opera-
tion, S3D20 produces an output of “0” if the value on wire
S3D01 is larger than the value on wire S3D02, and otherwise
the output is 1. Similarly, the output of S3D25 is “0” if and
only if the value on the wire S3D01 is larger than the value
on wire S3D02, and the output of S3D30 is “0” if and only
if the value on wire S3D02 is larger than the value on wires
S3D03. Decoder 125 is a circuit that computes as its first
output the value B&C, as its second output the value A"B"C,
and on its third output the value A&(-C), wherein A, B, and
C are the outputs of units S3D20, S3D25, and S3D30,
respectively.

The post-decoder units in this embodiment operate as
described in FIG. 7. No explicit Global Decoder is required,
as the bits output by the post-decoder units may simply be
concatenated together to re-create the output bits 270 of FIG.
2.

The ISI ratio of this coding system is 2. This means that
this coding system has a higher susceptibility to ISI noise
than the ENRZ3 scheme. This communication system uses
12 signal wires, and 12 comparators. The wires have to be
routed in 4 low-skew groups of 3 wires each.

Example 3: Code S42xP3

The S4 code is a vector signaling code on four wires
consisting of the 12 distinct permutations of the vector (+1,
0, 0, —=1). This code can be detected using six pairwise
comparators. The ISI ratio of this code is 2.

The P3 code is a vector signaling code on three wires
consisting of the four codewords (1, 0, -1), (-1, 0, 1), (0, 1,
-1), and (0, -1, 1). The codewords can be detected using the
comparators x-y and (x+y)/2-z on the received signals
(x,y,z) on the three wires. The ISI ratio of this code is 1.

For the communication system in FIG. 2, we choose 3
communication sub-systems, i.e., k=3, wherein the first two
communication sub-systems use the vector signaling code
S4, and the third one uses the vector signaling code S3. We
have M(1)=M(2)=12, and M(3)=4, so that the inequality of
(Eqn. 3) is satisfied. The resulting code is called S43xP3.

The Global Encoder 205 of FIG. 2, and the Global
Decoder 260 of FIG. 2 can operate according to the proce-
dures in FIG. 5 and FIG. 8, respectively. The history
pre-coding and post-decoding units 220 and 245 may also
operate according to the procedures in FIG. 3 and FIG. 4,
respectively.

One embodiment of an encoder for the S4 code is given
in FIG. 14. The encoder produces two bit-vector (p0, p1, p2,
p3) through the upper circuit and (m0, m1, m2, m3) through
the lower circuit from inputs a, b, ¢, d representing an integer
between 0 and 11 inclusive, wherein a is the least and d is
the most significant bit of this integer. The bit sequence (p0,
pl, p2, p3) is a mask for the position of the +1 in the
corresponding codewords of S3, and (m0, m1, m2, m3)isa
mask for the position of -1 in that codeword.

One embodiment of an encoder for the code P3 is given
in FIG. 15. Similar to the encoder for S4, this encoder
produces two bit-vectors (p0, p1) and (m0, m1) from its
inputs a and b. These vectors are masks for the positions of
+1 and -1, respectively, in the corresponding codeword of
P3.

These example embodiments are for illustrative purposes
only. They can be further optimized using methods well-
known to those of skill in the art.
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The ISI ratio of this coding system is 2. This means that
this coding system has a higher susceptibility to ISI noise
than the ENRZ3 scheme, but a similar susceptibility to ISI
noise as S34. This is confirmed by statistical simulation
results reported below.

This communication system uses 11 signal wires, and 14
comparators. The wires have to be routed in 2 low-skew
groups of 4 wires and one low-skew group of 3 wires each.

Example: OCT3

OCT is a vector signaling code on three wires consisting
of the 8 codewords ((0.6, -1, 0.4), ((-0.2, -0.8, 1), ((-0.8,
-0.2, 1), ((1, -0.6, -0.4). This code can be detected using
four comparators x-y, (x+2%*z)/3-y, (y+2*z)/3-x, (x+y)/2-1
on input (x,y,z) which represent the received values on the
three wires of the interface. This code was first described in
[Shokrollahi 1.

For the communication system in FIG. 2, we choose 3
communication sub-systems, i.e., k=3, each using the vector
signaling code OCT. We have M(1)=M(2)=M(3)=8, so that
the inequality of (Eqn. 3) is satisfied. The resulting code is
called OCT3.

In a first embodiment, Global Encoder 205 of FIG. 2 and
the Global Decoder 260 of FIG. 2 operate according to the
procedures in FIG. 5 and FIG. 8, respectively, and the
history pre-coding and post-decoding units 220 and 245
operate according to the procedures in FIG. 3 and FIG. 4,
respectively. In an alternative embodiment, pre-coding 220
and post-decoding 245 units operate according to the pro-
cedure outlined for ENRZ3 in FIG. 9 and FIG. 10, respec-
tively.

The ISI ratio of this coding system is 8/3. This means that
this coding system has a higher susceptibility to ISI noise all
the previous systems. This is confirmed by statistical simu-
lation results reported below. This communication system
uses 9 signal wires, and 12 comparators. The wires have to
be routed in 3 low-skew groups of 3 wires each.

Example: C182

The code C18 is a vector signaling code on four wires
consisting of the 18 codewords (-1, Y3, =14, 1), (-1, V5, 1,
=15), (-1, 1, =5, 14), (-1, 1, V4, =14), (-4, 1, -1, V5), (=14,
1,14, -1), (Y5, -1, =14, 1), (W5, -1, 1, =14), (1, -1, =14, V5),
1, -1, V5, =14), (1, =Y4, -1, 15), (1, =14, V4, -1), (-1, =14,
15, 1), (-1, =14, 1, 14), (=Y4, ¥4, =1, 1), (Y4, ¥4, 1, =1), (Y45,
1, -1, =¥5), (V5, 1, =V5, -1).

This code can be detected using five comparators x-z, X-u,
y-Z, y-U, Z-u on input (X, y, z, u) which represent the received
values on the four wires of the interface. This code was first
disclosed in [Shokrollahi II].

For the communication system in FIG. 2, we choose 2
communication sub-systems, i.e., k=2, each using the vector
signaling code C18. We have M(1)=M(2)=18, so that the
inequality of (Eqn. 3) is satisfied. The resulting code is
called C18.

This communication system can be made to work without
a global encoder or a global decoder unit. The history
pre-coding 220 and post-decoding 245 units may operate
according to the procedures in FIG. 3 and FIG. 4, respec-
tively.

The ISI ratio of this coding system is 3. This means that
this coding system has a higher susceptibility to ISI noise all
the previous systems. This is confirmed by statistical simu-
lation results reported below. This communication system
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uses 8 signal wires, and 10 comparators. The wires have to
be routed in 2 low-skew groups of 4 wires each.
Statistical Simulations

For the simulations below, the peak-to-peak voltage
between the top and low levels was chosen to be 200 mV,
and a channel model was used that is based on conventional
communications channel characteristics for microstrips
routed between integrated circuit devices. The only equal-
ization used is a Tx FIR with one pre- and one post-cursor.
The channel represents a realistic mobile DRAM channel,
operating at a signaling rate of 7 GBaud/second, with the
interfaces transmitting one full byte (plus mask) in every
unit interval. The total throughput is therefore 56 Gbps.

Simulations were done with statistical eye program soft-
ware proprietary to Kandou Bus, called “KEYS”. For all the
resulting eye diagrams the minimum horizontal and the
minimum vertical eye openings as shown in Table I were
recorded. Most of the time, these two minima don’t occur
within the same eye.

TABLE I
Max # wires __Minimal opening
#wires #comp. ISIratio in group  Horizontal Vertical
ENRZ3 12 9 1 4 92 psec 83 mV
S34 12 12 2 3 50 psec 35 mV
S42 x P3 11 14 2 4 49 psec 34 mV
oct? 9 12 2.667 3 16 psec 2 mV
C18? 8 10 3 4 Tpsec  1lmV

As can be seen, and is to be expected, the minimal
horizontal eye opening is a decreasing function of the ISI
ratio. Higher crosstalk and lower margin further reduces the
vertical opening for all codes other than ENRZ3.
Multi-Phase Embodiments

For each of the examples shown, an alternate embodiment
exists that can be made to run faster through parallel
implementation, often called a multi-phase implementation.
In some embodiments, the positions of the encoder and
pre-coder as shown in FIG. 3 may be more conveniently
reversed to facilitate loop unrolling.

In one embodiment, in which an example transmit encod-
ing function is shown in FIG. 20 and an example receive
decoding function is shown in FIG. 22, the coding functions
are divided into open-loop and closed-loop portions. The
goal of such a division is to make the closed-loop portion as
small as possible in order to allow it to run at the highest
speed possible. The closed loop portion works with histori-
cal information of what was sent on the line. In one
embodiment, said closed-loop circuit works with the sample
from the previous clock time. The open-loop portion of the
circuit does not work on historical information from the line.

Because the open-loop portion of said circuit does not use
historical information, an embodiment incorporating mul-
tiple instantiations of the circuit can be implemented in
parallel, as illustrated in the example transmit encoding
function shown in FIG. 21 and the example receive decoding
function shown in FIG. 23. This is often referred to as a
multi-phase circuit because the said parallel circuits are fed
their inputs and produce their outputs offset in time from the
other parallel circuits, e.g. in different circuit phases.

This parallel operation allows said open-loop encode
circuit to have a markedly higher effective throughput. The
outputs of said parallel circuits are then multiplexed back
together into one output that said closed-loop encode circuit
can operate on.
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In the transmitter, the operation that said parallel open-
loop encode circuit must perform is to break down the data
input b(0) through b(L.-1) into chunks that have M(K)-1
states.

The operation that said closed-loop encode circuit must
perform is to compare the vector with the last vector that was
sent. If said vectors are the same, the vector is replaced by
the pre-defined repeat code.

In the receiver, the operation that said closed-loop decode
circuit must perform is to compare the vector received with
the repeat code. If said vectors are the same, said vector is
then replaced by the vector that had been received imme-
diately prior to the repeat code.

The operation that said parallel open-loop decode circuit
must perform is to reassemble the vectors that have M(K)-1
states back into the data output of b(0) through b(L-1).
Generalized Open-Loop, Closed-Loop Operation

Said division of labor between the open-loop and closed-
loop portions of the encoder and decoder circuits allows
high speed implementations of vector signaling codes that
modify the high frequency aspects of the interface. For
example, embodiments utilizing the TL-3 and TL-4 codes of
[Fox I] can be subdivided into their open-loop and closed-
loop components and implemented at higher speed that
would otherwise be possible. These two codes do not
implement clock encoding, but rather lower the high-fre-
quency spectral content of the vector signaling, thus reduc-
ing its power consumption.

Embodiments

In one transmitter embodiment, a transmitter comprises a
global transmission encoder used for accepting input data to
be partitioned across two or more sub-channels of a com-
munications channel and generating a set of reduced-modu-
lus sub-channel transmit data; a communications sub-sys-
tems for each of the two or more sub-channels, each
comprising a data history pre-coder for accepting a respec-
tive one of the set of reduced-modulus sub-channel transmit
data from the global transmission encoder and producing
sub-channel transmit data based on the reduced modulus
sub-channel transmit data and a prior codeword such that a
signaling transition is provided by not retransmitting a given
codeword in adjacent signaling intervals; a data encoder to
encode the sub-channel transmit data into codewords of a
vector signaling code; and a driver to produce physical
signals representing the vector signaling code on the com-
munications sub-channel.

In one such transmitter embodiment, the global transmis-
sion encoder performs a computation on the input data
producing multiple results to be distributed among the two
or more sub-channels.

In one such transmitter embodiment, each of the data
coders maintains a history of at least one previous transmis-
sion interval to insure its sub-channel transmit data changes
in each transmission interval.

In one such transmitter embodiment, the vector signaling
code for each sub-channel is selected from a group consist-
ing of: ENRZ, S3, OCT, C18, S4, and P3;

In one such transmitter embodiment, the vector signaling
code for at least one sub-system is S4, and for at least one
other sub-system is P3.

In one such transmitter embodiment, each of the data
encoders maintains a history of at least one previous trans-
mission interval to insure its transmit vector changes in each
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transmission interval. In a further such embodiment, the
transmitter is implemented with parallel instantiations of the
data history pre-coder.

In one receiver embodiment, a receiver comprises a
circuit for receiving physical signals on a communications
sub-channel; a data decoder for decoding the received
signals representing a vector signaling code; a data post-
decoder for accepting the decoded received signals and
producing received sub-system data; a global decoder for
accepting received sub-system data from each of the two or
more communications sub-systems to be reconstituted into a
received version of a set of input data.

In one such receiver embodiment, the timing of at least
each communications sub-channel receiver is derived from
signal transitions within its communications sub-channel.

In one such receiver embodiment, the global decoder
performs a complementary computation on the received
sub-system data to obtain the received version of the input
data.

In one such receiver embodiment, each of the data post-
decoders maintains a history of at least one previous recep-
tion interval to accurately produce its received sub-system
data from the decoded received signals.

In one such receiver embodiment, the timing of at least
one communications sub-channel receiver is derived from
received signal transitions produced by the pre-coding of the
corresponding sub-channel transmit data.

In one such receiver embodiment, the timing of the global
decoder is obtained from the timing of at least one sub-
channel receiver.

In once such receiver embodiment, each of the data
decoders maintains a history of at least one previous recep-
tion interval to accurately deliver data to the post-decoder.

In one such receiver embodiment, the receiver is imple-
mented with parallel instantiations of the post-decoder.

In once such receiver embodiment, the receiver further
comprises a clock extraction circuit, wherein the clock
extraction circuit further comprises one or more implemen-
tations from the group consisting of: analog hysteresis,
decision feedback, digital decision feedback, offset com-
parators, analog XOR logic, per-codeword detector logic,
and per-codeword flip-flops. In a further such embodiment,
the outputs of the per-codeword flip-flops are combined
together and passed through a delay line circuit. In a further
such embodiment, the output of the delay line is used to clear
the per-codeword flip-flops.

In one embodiment, a method 2400 as depicted by FIG.
24 comprises: at block 2402, input data is processed and
partitioned to be distributed across two or more sub-chan-
nels, each sub-channel comprising a plurality of signal lines;
performing substantially in parallel for each of the two or
more sub-channels: at block 2406 a portion of input data is
pre-encoded and distributed to the respective sub-channel to
produce sub-channel transmit data; at block 2410 the sub-
channel transmit data is encoded into a codeword of a vector
signaling code; and, at block 2414 physical signals are
driven representing the codeword on the communications
sub-channel.

In one embodiment a method 2500 as depicted by FIG. 25
comprises: at block 2505 physical signals are detected on
two or more communications sub-channels to produce
received signals, each sub-channel comprising a plurality of
signal lines; at block 2510, timing information is derived for
each of the two or more communication sub-channels from
the respective sub-channel encoded vector signaling code;
for each of the two or more communications sub-channels,
at block 2515 the received signals are decoded as a repre-
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sentation of a vector signaling code having M elements; at
block 2520, received sub-system data is produced represent-
ing a reduce modulus (M-1) data for each of the two or more
communications sub-channels; and, at block 2525 received
sub-system data from each of the two or more sub-channels
is processed to produce a received version of the input data
output.

We claim:

1. An apparatus comprising:

a global transmission encoder configured to accept input
data and responsively generate a set of reduced-modu-
lus data;

a data history pre-coder configured to accept the set of
reduced-modulus data from the global transmission
encoder and to produce a set of transmit data based on
a modulo addition of the set of reduced-modulus data
with a codeword index associated with a codeword
transmitted in a preceding unit interval such that the set
of transmit data is different than the codeword index;

a data encoder configured to encode the transmit data into
symbols of a codeword of an orthogonal differential
vector signaling (ODVS) code; and,

a driver configured to transmit the symbols of the code-
word via respective wires of a multi-wire bus.

2. The apparatus of claim 1, wherein the data history
pre-coder comprises a storage element configured to store
the codeword index associated with the codeword transmit-
ted in the preceding unit interval.

3. The apparatus of claim 2, wherein the storage element
comprises a flip-flop.

4. The apparatus of claim 1, wherein the ODVS code is
selected from the group consisting of: Ensemble Non-Return
to Zero (ENRZ), S3, OCT, C18, S4, and P3.

5. The apparatus of claim 4, wherein the multi-wire bus
comprises a plurality of channels carrying symbols of
respective codewords of respective ODVS codes.

6. The apparatus of claim 5, wherein at least two channels
of the multi-wire bus carry different ODVS codes.

7. The apparatus of claim 1, wherein the ODVS code
comprises a set of M codewords, and wherein the set of
reduced-modulus data has a modulus of M-1.

8. The apparatus of claim 7, wherein the modulo addition
has a modulus of M.

9. The apparatus of claim 1, further comprising a receiver
comprising:

a receive circuit configured to receive a set of signals via
the multi-wire bus, the received set of signals corre-
sponding to symbols of a received codeword of the
ODVS code;

a data decoder configured to generate a set of decoded
signals by decoding the received set of signals;

a data post-decoder configured to accept the set of
decoded signals and to produce received data based on
the set of decoded signals and a set of decoded signals
decoded in a preceding unit interval; and,
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a global decoder configured to accept the received data to
be reconstituted into a received version of a second set
of input data.

10. The apparatus of claim 9, wherein the receiver further
comprises a clock extraction circuit configured to derive a
clock signal from a transition in the received set of signals
with respect to a previously received set of signals received
in the preceding unit interval.

11. A method comprising:

receiving a set of input data and responsively generating
a set of reduced-modulus data;

generating a set of transmit data based on a modulo
addition of the set of reduced-modulus data with a
codeword index associated with a codeword transmit-
ted in a preceding unit interval such that the set of
transmit data is different than the codeword index;

encoding the transmit data into symbols of a codeword of
an orthogonal differential vector signaling (ODVS)
code; and,

transmitting the symbols of the codeword via respective
wires of a multi-wire bus.

12. The method of claim 11, wherein the codeword index

is stored in a storage element.

13. The method of claim 12, further comprising storing
the transmit data in the storage element as a codeword index
for generating transmit data in a subsequent unit interval.

14. The method of claim 11, wherein the ODVS code is
selected from the group consisting of: Ensemble Non-Return
to Zero (ENRZ), S3, OCT, C18, S4, and P3.

15. The method of claim 14, wherein the multi-wire bus
comprises a plurality of channels carrying symbols of
respective codewords of respective ODVS codes.

16. The method of claim 15, wherein at least two channels
of the multi-wire bus carry different ODVS codes.

17. The method of claim 11, wherein the ODVS code
comprises a set of M codewords, and wherein the set of
reduced-modulus data has a modulus of M-1.

18. The method of claim 17, wherein the modulo addition
has a modulus of M.

19. The method of claim 11, further comprising a receiver
subsystem comprising:

receive a set of signals via the multi-wire bus, the received
set of signals corresponding to symbols of a received
codeword of the ODVS code;

generating a set of decoded signals by decoding the
received set of signals;

generating received data based on the set of decoded
signals and a set of decoded signals decoded in a
preceding unit interval; and,

reconstituting the received data into a received version of
a second set of input data.

20. The method of claim 19, further comprising deriving

a clock signal from a transition in the received set of signals.
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