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ABSTRACT
A channel switching method, a channel switching device, and a channel switching system are provided. The method includes that a network buffer apparatus determines whether a buffered video stream burst in unicast is synchronous with a channel video stream pushed by a network node to a client in multicast; notifies the client of sending a request for joining a multicast group, so as to implement fast channel switching; and dynamically adjusts the speed of pushing the video stream in unicast, so that the number of concurrent connections of the client and the channel switching efficiency are increased, and the deployment and operation cost of an Internet Protocol Television (IPTV) system is decreased. In this case, the channel switching scheme achieves universality and expandability, and the level of user experience is improved.
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CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application is a continuation of International Application No. PCT/CN2009/073132, filed on Aug. 6, 2009, which claims priority to Chinese Patent Application No. 200810218385.3, filed on Dec. 12, 2008 and Chinese Patent Application No. 200910004013.5, filed on Jan. 21, 2009, all of which are hereby incorporated by reference in their entireties.

TECHNICAL FIELD

[0002] The present invention relates to a field of communication technologies, and in particular, to a channel switching method, a channel switching device, and a channel switching system.

BACKGROUND

[0003] The Internet Protocol Television (IPTV) is a new technology of providing home users with multiple interactive services including digital services by using a broadband wired network integrated with various technologies such as Internet, multimedia, and communication technologies. With the increasing of popularity, the IPTV is recognized worldwide. However, a great delay during the channel switching of the IPTV is always a problem with which users and operators of the IPTV are obsessed.

[0004] The channel switching delay may be caused by the following factors: a time taken by leaving an original channel multicast group, a time taken by joining a new channel multicast group, a time taken by a Set Top Box (STB) to buffer filled data, and a time taken by waiting for an I frame. The time taken by waiting for the I frame is the main factor.

[0005] The IPTV generally encodes a picture as an image sequence composed of the I frame, a P frame, and a B frame by using a video and audio compression encoding algorithm. The I frame is a frame thoroughly encoded for the whole picture, can be independently decoded and displayed, and provides reference for decoding of the relevant P frame and B frame. The P frame cannot be independently decoded or displayed, and can be decoded and displayed only after the I frame or a previous P frame referred to is received. The B frame cannot be independently decoded or displayed either, and can be decoded and displayed only after a previous frame (I frame or P frame) and a next frame (P frame) referred to are received. The P frame and the B frame mainly describe the difference between frames, so the P frame and the B frame have higher encoding efficiency than the I frame.

[0006] In the prior art, before channel switching, a buffer apparatus is required to buffer a multimedia data stream corresponding to an IPTV channel. During channel switching, a terminal initiates a session to request an I frame or a Group of Picture (GOP) from the buffer apparatus and join a multicast group corresponding to a destination channel at the same time, in which the GOP includes the I frame; the buffer apparatus pushes the I frame or the GOP to the terminal in unicast, and the terminal buffers the obtained I frame or GOP and starts to decode and display a received image sequence; and when the terminal finds that the I frame or GOP obtained from the buffer apparatus is repetitive with a multicast stream of the channel, the terminal stops obtaining the I frame or GOP from the buffer apparatus.

[0007] During the research and practice of the prior art, the inventors find that the prior art has the following problems.

[0008] (1) In the prior art, the terminal initiates a request for joining the multicast group. If the terminal joins the multicast group too early, two streams may be sent in one period of time, that is, one is a unicast stream and the other is a multicast stream, so that a packet easily gets lost and the processing time of the buffer apparatus is long, thereby affecting the efficiency; while if the terminal joins the multicast group too late, the time for the network buffer apparatus to process the channel switching of a single user is too long, which affects the concurrent number of processes performed by the network buffer apparatus on fast channel switching at the same moment, and reduces the efficiency.

[0009] (2) According to the scheme in the prior art, when the unicast stream is received, a transfer speed is negotiated between the terminal and the buffer apparatus, so that the time for the buffer apparatus to process the single channel switching is increased, and the transmission efficiency of the unicast stream is decreased.

SUMMARY

[0010] Embodiments of the present invention provide a channel switching method, a channel switching device, and a channel switching system, which reduce the time of channel switching.

[0011] An embodiment of the present invention provides a channel switching method, where the method includes:

[0012] sending a channel switching request to a network buffer apparatus to request switching to a second channel;

[0013] receiving and detecting a buffered video stream of the second channel sent by the network buffer apparatus, and feeding back a detection result to the network buffer apparatus, so that the network buffer apparatus dynamically adjusts the sending speed of the buffered video stream to a client according to the detection result;

[0014] sending a request for joining a multicast group of the second channel to a network node; and

[0015] receiving a video stream of the second channel sent by the network node.

[0016] An embodiment of the present invention provides another channel switching method, where the method includes:

[0017] buffering a video stream of a channel;

[0018] receiving a channel switching request for switching to a second channel sent by a client;

[0019] pushing a buffered video stream of the second channel to the client according to the channel switching request; and

[0020] determining whether the pushed buffered video stream is synchronous with a video stream of the second channel, and if the pushed buffered video stream is synchronized with the video stream of the second channel, sending a notification message to the client to notify the client of sending a request for joining a multicast group of the second channel.

[0021] An embodiment of the present invention provides a channel switching device, where the device includes:

[0022] a sending module, configured to send a channel switching request to a network buffer apparatus to request switching to a second channel, or send a request for joining a multicast group of the second channel to a network node;
a receiving module, configured to receive a video stream of the second channel buffered by the network buffer apparatus according to the channel switching request sent by the sending module, or receive a video stream of the second channel sent by the network node according to the request for joining the multicast group sent by the sending module; and

a detection module, configured to detect the buffered video stream after the receiving module receives the video stream buffered by the network buffer apparatus, and feed back a detection result to the network buffer apparatus, so that the network buffer apparatus dynamically adjusts a sending speed of sending the buffered video stream to a client according to the detection result.

An embodiment of the present invention provides another channel switching device, where the device includes:

a buffering module, configured to buffer a video stream of a channel;

a receiving module, configured to receive a channel switching request for switching to a second channel sent by a client;

a pushing module, configured to push the buffered video stream to the client according to the channel switching request sent by the receiving module;

a first determination module, configured to determine whether the buffered video stream pushed by the pushing module is synchronous with the video stream of the channel; and

a first notification module, configured to send a notification message to the client to notify the client of sending a request for joining a multicast group, when the determination module determines that the pushed buffered video stream is synchronous with the video stream of the channel.

An embodiment of the present invention provides a channel switching system, where the system includes:

a network buffer apparatus, configured to buffer a video stream of a channel, receive a channel switching request sent by a client, push the buffered video stream to the client according to the channel switching request, receive a detection result fed back from the client, and dynamically adjust a sending speed of sending the buffered video stream to the client; and

a client, configured to send the channel switching request to the network buffer apparatus to request switching to the second channel, receive and detect the buffered video stream of the second channel sent by the network buffer apparatus, feed back a detection result to the network buffer apparatus, send a request for joining a multicast group of the second channel to a network node, and receive a video stream of the second channel sent by the network node.

An embodiment of the present invention provides another channel switching system, where the system includes:

a network buffer apparatus, configured to buffer a video stream of a channel; receive a channel switching request for switching to a second channel sent by a client; push the buffered video stream to the client according to the channel switching request; and determine whether the pushed buffered video stream is synchronous with the video stream of the channel, and send a notification message to the client to notify the client of sending a request for joining a multicast group if the pushed buffered video stream is synchronous with the video stream of the channel;

a client, configured to send the channel switching request to the network buffer apparatus, receive the buffered video stream pushed by the network buffer apparatus, and send the request for joining the multicast group to a network node according to a notification from the network buffer apparatus to request joining the multicast group; and

the network node, configured to send the video stream of the channel to the client according to the request for joining the multicast group sent by the client.

The embodiments of the present invention provide the channel switching method, the channel switching device, and the channel switching system. The network buffer apparatus determines whether the buffered video stream burst in unicast is synchronous with the video stream of the channel pushed from the network node to the client in multicast, so as to implement fast channel switching, and dynamically adjusts the speed of pushing the video stream in unicast, so that the number of concurrent connections of the client and the channel switching efficiency are increased, and the deployment and operation cost of an IPTV system is decreased. In this case, the channel switching scheme achieves universality and expandability, and the level of user experience is improved.

BRIEF DESCRIPTION OF THE DRAWINGS

To illustrate the technical solutions according to the embodiments of the present invention or in the prior art more clearly, the accompanying drawings for describing the embodiments or the prior art are introduced briefly in the following. Apparently, the accompanying drawings in the following description are only some embodiments of the present invention, and persons of ordinary skill in the art can derive other drawings from the accompanying drawings without creative efforts.

FIG. 1a is a flow chart of a channel switching method according to an embodiment of the present invention;

FIG. 1b is a flow chart of a channel switching method according to an embodiment of the present invention;

FIG. 2 is a flow chart of a specific implementation method of channel switching according to an embodiment of the present invention;

FIG. 3 is a flow chart of another specific implementation method of channel switching according to an embodiment of the present invention;

FIG. 4 is a structural diagram of a channel switching device according to an embodiment of the present invention;

FIG. 5 is a specific structural diagram of a channel switching device according to an embodiment of the present invention; and

FIG. 6 is a structural diagram of a channel switching system according to an embodiment of the present invention.

DETAILED DESCRIPTION

The technical solutions of the embodiments of the present invention are described in the following clearly with reference to the accompanying drawings. Apparently, the embodiments in the following descriptions are merely a part of the embodiments of the present invention, rather than all of the embodiments of the present invention. Persons of ordinary skill in the art can derive other embodiments based on the embodiments of the present invention without creative efforts, which all fall within the protection scope of the present invention.

FIG. 1a is a flow chart of a channel switching method according to an embodiment of the present invention. The channel switching method includes the following steps.
[0049] Step 102: Buffer a video stream of a channel.

[0050] Specifically, a video stream sent from a head-end apparatus to a client through a network node is buffered. The head-end is a source apparatus initiating a media stream of the channel, and the types of the head-end may include a multicast source, a media server, a center media server, and an edge media server. A mode for the head-end to obtain a media stream includes recording from a satellite television or forwarding from other wired networks. The network node includes apparatuses deployed by an operator, such as a Digital Subscriber Line Access Multiplexer (DSLAM) apparatus, an Optical Line Terminal (OLT) apparatus, a router apparatus, a network access server, and an Internet Protocol (IP) switch. The network connection between the head-end and the network node may be implemented through a core network, a Metropolitan Area Network (MAN), or an aggregation network, or by other networking means.

[0051] A network buffer apparatus buffers the video stream sent from the head-end to the client, and marks a starting location of the buffered video stream capable of being independently decoded by the client in the buffer, that is, an intra-frame location, such as an I frame location or IDR frame location.

[0052] When the head-end apparatus sends the video stream to the client (which can be understood as when the head-end sends the video stream to the client through the network node), the network buffer apparatus obtains and buffers the video stream, or when the head-end sends the video stream to the client, the network buffer apparatus obtains and buffers the video stream by mirroring, in which the video stream is a code stream of the channel provided for a user.

[0053] Step 104: Receive a channel switching request for switching from a first channel to a second channel sent by the client.

[0054] When the user intends to switch the channel, the client sends the channel switching request to the network node to request switching to a channel required by the user. The channel switching request may use a Real-time Transport Control Protocol (RTCP), an RTCP extension protocol, or other dedicated or private protocols or signaling.

[0055] In this embodiment and the following embodiments, the switching from the first channel to the second channel is taken as an example for description, but this embodiment is not limited thereto. For example, the switching process may also be started by the terminal, and the first channel does not exist.

[0056] Step 106: Push a buffered video stream of the second channel to the client according to the channel switching request.

[0057] After querying a closest packet capable of being independently decoded by the terminal, the network buffer apparatus bursts the buffered video stream in unicast to the client. The unicast mode may be a User Datagram Protocol (UDP) mode.

[0058] The network buffer apparatus queries the packet that is closest to the buffered video stream and capable of being independently decoded by the client. Because different video encoding technologies exist, the channel content may be encoded through Moving Pictures Experts Group (MPEG) 2, MPEG4, H.264, or even SVC, and a transport encapsulation format of the channel content may be MPEG2 TS encapsulation or Network Abstraction Layer (NAL) encapsulation. In the embodiment of the present invention, the closest packet capable of being independently decoded by the client may be distinguishably defined for different encoding technologies and different transport encapsulation formats. For example, for an MPEG2 TS encapsulated video, the packet capable of being independently decoded by the client may be defined as a GOP starting packet.

[0059] Step 108: Determine whether the pushed buffered video stream is synchronous with a video stream of the second channel.

[0060] Step 110: If the pushed buffered video stream is synchronous with the video stream of the second channel, send a notification message to the client to notify the client of sending a request for joining a multicast group of the second channel.

[0061] Before the notification message is sent to the client, a sending speed of pushing the buffered video stream of the second channel to the client is decreased, or after the notification message is sent, the sending speed of pushing the buffered video stream of the second channel to the client is decreased.

[0062] The client sends a message of stopping pushing the video stream after receiving the video stream of the channel, in which the message carries information capable of confirming a packet not sent between the multicast video stream of the second channel and the buffered video stream of the second channel received by the client, for example, a sequence number of a first packet in the received video stream of the second channel (a multicast IP packet), or other information capable of confirming from which packet the client starts to receive the video stream of the second channel (the multicast IP packet), so that the network buffer apparatus may know how many packets between the multicast video stream and the buffered video stream received by the client are not sent. After pushing all these packets, the network buffer apparatus stops pushing the buffered video stream.

[0063] The buffered video stream is a video stream (or a unicast IP packet) burst in unicast by the network buffer apparatus to the client, and the video stream of the channel is a media stream (or a multicast IP packet) normally sent from the network node to the client in multicast.

[0064] The notification message includes any one or a combination of multicast group address information of the second channel, time information for joining the second channel, and time information for requesting stopping pushing the video stream. The client processes according to the notification message, or after the network buffer apparatus notifies the client of sending the request for joining the multicast group of the second channel, the network buffer apparatus sends a notification message to notify the client of sending a request for stopping pushing the video stream.

[0065] In the embodiment of the present invention, the channel switching method is provided. The network buffer apparatus determines whether the buffered video stream burst in unicast is synchronous with the video stream of the channel sent from the network node to the client in multicast, so as to implement fast channel switching, and dynamically adjusts the speed of pushing the video stream in unicast, so that the number of concurrent connections of the client and the channel switching efficiency are increased, and the deployment and operation cost of an IPTV system is decreased. In this case, the channel switching scheme achieves universality and expandability, and the level of user experience is improved.

[0066] FIG. 1b is a flow chart of another channel switching method according to an embodiment of the present invention. The channel switching method includes the following steps.
Step 102: Send a channel switching request for switching from a first channel to a second channel to a network buffer apparatus.

Step 104: Receive and detect a buffered video stream of the second channel sent by the network buffer apparatus, and feed back a detection result to the network buffer apparatus, so that the network buffer apparatus dynamically adjusts a sending speed of sending the buffered video stream to a client according to the detection result.

The detection result includes any combination of loss information of a received video stream, a sending speed of the network buffer apparatus requested by the client, and an increment of the sending speed. The detailed explanation is as follows. The detection result fed back by the client is analyzed to determine whether to increase or decrease the sending speed of sending a buffered media stream to the client. For example, a packet loss rate in a sending process is known according to information in the detection result, such as no packet loss, packet loss, lost packet information or statistics, and a sequence number of a lost packet. If the packet loss rate is high, the network resources are insufficient, or fewer remaining buffer areas of the client exist, the sending speed is decreased; while if the packet loss does not occur, the bandwidth resources are sufficient, and fewer remaining buffer areas of the client exist, the sending speed is increased, so that the network resources are fully utilized, and the time for sending the packet is shortened, thereby reducing the time for the network buffer apparatus to process fast channel switching of a single user, increasing the concurrent number of the network buffer apparatus, and improving the level of user experience. Alternatively, the dynamical adjustment may be performed according to a suggested sending speed fed back from the client. The adjustment may also be performed according to an increment or a decrement of the suggested sending speed or the invariable sending speed fed back from the client. The speed may also be dynamically adjusted according to any combination of the foregoing situations.

Step 106: Send a request for joining a multicast group of the second channel to a network node.

Here, the client may actively send the request for joining the multicast group to the network node, or after the network buffer apparatus notifies the client of sending a message for joining the multicast group, the client may send the request for joining the multicast group to the network node.

Step 108: Receive a video stream of the second channel sent by the network node.

After receiving the request for joining the multicast group, the network node notifies the network buffer apparatus of a sequence number of a packet in the video stream of the channel to be sent to the client. If the network buffer apparatus detects and finds that a packet not sent between a packet of the buffered video stream sent to the client and the video stream of the channel to be sent by the network node exists, the network buffer apparatus sends the packet of the buffered video stream not yet sent at a low speed.

If the network node cannot notify the network buffer apparatus, when the client detects that packet loss occurs between the video stream of the channel being received and the buffered video stream received before, the client requests the network buffer apparatus to re-send the packet not sent.

When the client switches from the second channel to a third channel, the client receives a video stream of the third channel sent by the network buffer apparatus at the adjusted sending speed, in which the adjusted sending speed is obtained according to a sending speed carried in the channel switching request or obtained according to local storage of the network buffer apparatus.

In the embodiment of the present invention, the client detects a situation of receiving the packet and feeds back a situation of receiving a multicast IP packet to the network buffer apparatus, so that the network buffer apparatus dynamically adjusts the sending speed, the network resources are fully utilized, and the time for sending the packet is shortened, thereby reducing a delay of channel switching, decreasing the deployment and operation cost of an IPTV system, enhancing the universality and expandability of the channel switching scheme, and improving the level of user experience.

FIG. 2 is a flow chart of a specific implementation method of channel switching according to an embodiment of the present invention. The method includes the following steps.

Step 200: A head-end sends a video stream of a channel to a client.

The head-end is a source apparatus initiating a media stream of the channel, and the types of the head-end may include a multicast source, a media server, a center media server, and an edge media server. A mode for the head-end to obtain a media stream includes recording from a satellite television or forwarding from other wired networks. The network node includes apparatuses deployed by an operator, such as a DSLAM apparatus, an OLT apparatus, a router apparatus, a network access server, and an IP switch. The network connection between the head-end and the network node may be implemented through a core network, an MAN, or an aggregation network, or by other networking means.

Step 202: A network buffer apparatus buffers the video stream sent from the head-end to the client, and marks a starting location of a video frame capable of being independently decoded by the client in the buffer, such as an I frame location or IDR frame location.

When the head-end apparatus sends the video stream to the client (which can be understood as when the head-end sends the video stream to the client through the network node), the network buffer apparatus obtains and buffers the video stream, or when the head-end sends the video stream to the client, the network buffer apparatus obtains and buffers the video stream by mirroring, in which the video stream is a code stream of the channel provided for a user.

Step 204: The client sends a channel switching request to the network buffer apparatus.

When the user intends to switch the channel, the client sends the channel switching request to the network node to request switching from a first channel to a second channel. The channel switching request may use an RTCP protocol, an RTCP extension protocol, or other dedicated or private protocols or signaling.

After receiving the channel switching request of the client, the network buffer apparatus determines whether a next video frame capable of being independently decoded by the client arrives, and if the next video frame capable of being independently decoded by the client arrives, step 206 is performed, in which the network buffer apparatus directly notifies the client of joining a multicast group; and if the next video frame capable of being independently decoded by the client does not arrive, step 207 is performed.
Specifically, it is determined whether a next buffered video stream capable of being independently decoded by the client is about to arrive.

Step 206: If the next buffered video stream capable of being independently decoded by the client is about to arrive, the client is directly notified of joining the multicast group.

Step 207: The network buffer apparatus bursts the buffered video stream in unicast to the client.

After querying a closest packet capable of being independently decoded by a terminal, the network buffer apparatus in unicast to the client.

The network buffer apparatus queries the packet that is closest to the buffered video stream and capable of being independently decoded by the client. Because different video encoding technologies exist, the channel content may be encoded through MPEG2, MPEG4, H.264, or even SVC, and a transport encapsulation format of the channel content may be MPEG2 TS encapsulation or NAL encapsulation. In the embodiment of the present invention, the closest packet capable of being independently decoded by the client may be distinguishably defined for different encoding technologies and different transport encapsulation formats. For example, for an MPEG2 TS encapsulated video, the packet capable of being independently decoded by the client may be defined as a GOP starting packet.

When the buffered video stream is burst in unicast (here, the buffered video stream is the buffered video stream of the second channel, which is called the buffered video stream for short in the following), a sending speed of pushing the buffered video stream to the client can be dynamically adjusted according to feedback of the client, that is, a current pushing speed is increased or decreased according to information such as a current packet loss rate fed back by the client, which will be described in detail in the following embodiment.

Here, the network buffer apparatus bursts the buffered video stream in unicast to the client, which is not only applicable to an application scenario that the client and a network node are directly connected, but also applicable to an application scenario that other intermediate nodes exist between the client and the network node, so as to prevent a situation that when the other intermediate nodes exist between the client and the network node, the buffered video stream is pushed to the client by other means, resulting in the failure to push the buffered video stream to the client.

Step 208: The network buffer apparatus determines whether the pushed buffered video stream is synchronous with a video stream of the second channel.

Specifically, the network buffer apparatus determines whether the buffered video stream burst in unicast is synchronous with the video stream of the second channel being sent from the network node to other clients.

If the pushed buffered video stream is synchronous with the video stream of the second channel being sent from the network node to other clients, steps 210 to 216 are performed; while if the pushed buffered video stream is asynchronous with the video stream of the second channel being sent from the network node to the other clients, step 206 is performed.

The buffered video stream is a video stream burst in unicast by the network buffer apparatus to the client (or a unicast IP packet), and the video stream of the channel is a media stream normally sent from the network node to the client in multicast (or a multicast IP packet).

The step of determining whether the buffered video stream burst in unicast is synchronous with the video stream of the channel being sent from the network node to the other clients is critical, which is mainly directed to an application scenario that a delay exists between the buffered video stream sent from the network buffer apparatus to the client and the video stream of the channel being sent from the network node to the other clients, so when the buffered video stream burst in unicast can catch up with (that is, be synchronous with) the video stream of the channel being sent from the network node to the other clients is critical. The network buffer apparatus determines whether a video media stream sent from the network node to the other clients is caught up with, so as to accurately determine when the client joins the multicast, thereby reducing a delay of switching from the buffered video stream burst in unicast to the video media stream of the channel sent from the network node to the client in multicast.

A small amount of packet loss during the switching process from the buffered video stream to the video stream of the channel can be compensated by the following means: the client requests re-sending, or the network buffer apparatus continues pushing the buffered video stream in unicast at a lower speed for a period of time. In the process of compensating the packet loss, the client receives two multimedia data streams. Because the process lasts for a short time, the buffered media stream occupies small space, and the pushing speed is low, and the bandwidth between the client and the network node may not be affected. The specific process will be described in detail in FIG. 3.

Step 210: The network buffer apparatus decreases the sending speed of pushing the buffered video stream of the second channel to the client.

Step 210 may also be performed after step 211, that is, before a notification message is sent to the client, the sending speed of pushing the buffered video stream of the second channel to the client is decreased, or after the notification message is sent, the sending speed of pushing the buffered video stream of the second channel is decreased.

The network buffer apparatus notifies the client of sending a request of joining the multicast group to the network node.

The notification message carries any one or a combination of address information of the multicast group of the second channel, time information for joining the second channel, and time information for requesting stopping pushing the video stream. For example, a time parameter is contained to indicate initiating multicast joining after that time. If the time is 0, it indicates that the client intends to join the multicast group at once.

The notification message also includes notifying the client of sending a request for stopping pushing the video stream.

The client sends the request for joining the multicast group to the network node.

The network node sends the video stream of the second channel to the client according to the request for joining the multicast group, so that the client obtains the video stream of the second channel in multicast.

The client receives the message and notifies the network buffer apparatus of stopping sending a message of pushing the buffered video stream.
After receiving the video stream of the channel, the client sends the request for stopping pushing the video stream, in which the request carries information capable of confirming a packet not sent between a multicast video stream of the second channel and the buffered video stream of the second channel received by the client, for example, a sequence number of a first packet in the video stream of the second channel, or other information capable of confirming a packet location. When the pushed buffered video stream reaches the sequence number of the first packet or other locations capable of confirming a sent multicast IP packet, the buffered video stream is stopped from being pushed.

Step 218: The network buffer apparatus completes pushing the packet not sent according to the information capable of confirming the packet not sent between the multicast video stream of the second channel and the buffered video stream of the second channel received by the client carried in the request, and then stops pushing the buffered video stream of the second channel.

It should be noted that, in the embodiment of the present invention, the network buffer apparatus does not limit the technical solutions of the present invention, an apparatus capable of implementing the channel switching function may be, but not limited to, the network buffer apparatus, and may also include an apparatus located at other network locations, or may be embedded in the network node, and the process for the apparatus to implement the channel switching method is the same as the foregoing process.

The embodiment of the present invention provides the channel switching method. The network buffer apparatus determines whether the buffered video stream burst in unicast is synchronous with the video stream of the channel pushed from the network node to the client in multicast, so as to implement fast channel switching, and dynamically adjusts the speed of pushing the video stream in unicast, so that the number of concurrent connections of the client and the channel switching efficiency are increased, and the deployment and operation cost of an IPTV system is decreased. In this case, the channel switching scheme achieves universality and expandability, and the level of user experience is improved.

FIG. 3 is a flow chart of another specific implementation method of channel switching according to an embodiment of the present invention, and in detail describes an application scenario that a small amount of packet loss occurs when a client switches from a video stream buffered by a network buffer apparatus to a video stream of a channel obtained from a network node. The method includes the following steps.

Steps 300 to 307 are the same as steps 200 to 207 in FIG. 2 according to the embodiment of the present invention. The detailed steps can refer to the foregoing description, and will not be specifically illustrated herein again.

Step 308: The client receives the buffered video stream burst in unicast by the network buffer apparatus, and then detects the video stream.

Specifically, the network buffer apparatus sends the buffered video stream of the second channel to the client according to the channel switching request for switching from the first channel to the second channel sent by the client, and the client determines whether a packet is lost by detecting a sequence number of the received video stream, obtains a sequence number of the lost packet in the received video stream, and feeds back a detection result to the network buffer apparatus, in which the detection result is any combination of information such as the sequence number of the lost packet, the size of a current remaining buffer area of the client, and a utilization rate of network bandwidth.

Here, after receiving the buffered video stream, the client may actively feed back the any combination of the information such as the sequence number of the lost packet, the size of the current remaining buffer area of the client, and the utilization rate of the network bandwidth to the network buffer apparatus, or the network buffer apparatus sends a message to the client to notify the client of returning information relevant to the video stream of the channel.

Step 309: The client feeds back the detection result to the network buffer apparatus.

Step 310: The network buffer apparatus dynamically adjusts a sending speed of sending the buffered video stream to the client according to the detection result.

Specifically, the detection result fed back by the client is analyzed to determine whether to increase or decrease the current sending speed of sending a buffered media stream to the client. For example, a packet loss rate in a sending process is known according to the sequence number of the lost packet in the detection result. If the packet loss rate is high, the network resources are insufficient, or fewer remaining buffer areas of the client exist, the sending speed is decreased; while if the packet loss does not occur, the bandwidth resources are sufficient, and fewer remaining buffer areas of the client exist, the sending speed is increased, so that the network resources are fully utilized, and the time for sending the packet is shortened, thereby reducing the time for the network buffer apparatus to process fast channel switching of a single user, increasing the concurrent number of the network buffer apparatus, and improving the level of user experience.

Step 311: The network buffer apparatus pushes the video stream of the channel to the client at the adjusted speed.

Step 312: The client sends a request for joining the multicast group to the network node.

Here, the client may actively send the request for joining the multicast group to the network node, or after the network buffer apparatus receives the request of sending a message for joining the multicast group, the client sends the request for joining the multicast group to the network node. If it is the situation that the network buffer apparatus notifies the client of sending the message for joining the multicast group, the specific process can refer to steps 208 and 210 in FIG. 2 according to the embodiment of the present invention. Here, a method combining FIGS. 2 and 3 is an optimal embodiment of the present invention.

Step 314: The network node sends the video stream of the second channel to the client according to the request.

The specific steps are as follows. After receiving the request for joining the multicast group, the network node notifies the network buffer apparatus of a sequence number of a packet in the video stream of the channel to be sent to the client. If the network buffer apparatus detects and finds that a packet not sent between a packet of the buffered video stream sent to the client and the video stream of the channel to be sent by the network node exists, the network buffer apparatus sends a packet of the buffered video stream not yet sent at a low speed.

If the network node cannot notify the network buffer apparatus, when the client detects that packet loss occurs between the video stream of the channel being received and
the buffered video stream received before, the client requests
the network buffer apparatus to re-send the packet not sent.

[0124] Step 316: When the client switches from the second
can be the case that the client requests the network buffer apparatus to re-send the packet not sent.

[0125] It should be noted that, in the embodiment of the
the network buffer apparatus does not limit the technical solutions of the present invention, an apparatus
in the present invention, the network buffer apparatus is not limited to the technical solutions of the present invention, an apparatus capable of implementing the channel switching function may be, but not limited to, the network buffer apparatus, and may also include an apparatus located at other network locations, or may be embedded in the network node, and the process for the apparatus to implement the channel switching method is the same as the foregoing process.

[0126] In the embodiment of the present invention, the
client detects a situation of receiving the packet and feeds
back a situation of receiving a multicast IP packet to the
network buffer apparatus, so that the network buffer apparatus dynamically adjusts the sending speed, the network resources are fully utilized, and the time for sending the packet is shortened, thereby reducing a delay of channel switching, decreasing the deployment and operation cost of an IPTV system, enhancing the universality and expandability of the channel switching scheme, and improving the level of user experience.

[0127] FIG. 4 is a structural diagram of a channel switching
device according to an embodiment of the present invention. The channel switching device includes a buffering module 402, a receiving module 404, a pushing module 406, a first determination module 408, and a first notification module 409.

[0128] The buffering module 402 is configured to buffer a video stream of a channel.

[0129] Specifically, the buffering module 402 is configured to receive video streams of all channels sent from a head-end apparatus to a client, set buffer space for each channel, and buffer the video stream of each channel. Only one piece of data may be buffered for a packet of each channel. Because the buffer space of each channel is independent, when a first channel switching service is provided for a user, different starting points for reading the buffered video stream do not affect reading of the buffered video stream when the first channel switching service is provided for other users.

[0130] The receiving module 404 is configured to receive a channel switching request for switching from a first channel to a second channel sent by the client.

[0131] When the user intends to switch the channel, the
client sends the channel switching request to a network node
to request switching from the first channel to the second channel required by the user. The channel switching request may use an RTCP protocol, an RTCP extension protocol, or other dedicated or private protocols or signaling.

[0132] The pushing module 406 is configured to push a video stream of the second channel buffered by the buffering module 402 to the client according to the channel switching request sent by the receiving module 404.

[0133] Specifically, the pushing module 406 is configured to receive the channel switching request sent by the client, and push to the client the buffered video stream of the channel requested to be switched to in unicast according to a receiving order of buffered video streams. A first pushed video stream is a packet that is closest to the video stream of the channel requested by the client to be switched to and capable of being independently decoded by the client, for example, a GOP starting packet (that is, an I frame) or a Program Association Table/Program Map Table (PAT/PMT) packet.

[0134] Here, the network buffer apparatus bursts the buffered video stream in unicast to the client, which is not only applicable to an application scenario that the client and a network node are directly connected, but also applicable to an application scenario that other intermediate nodes exist between the client and the network node, so as to prevent a situation that when the other intermediate nodes exist between the client and the network node, the buffered video stream is pushed to the client by other means, resulting in the failure to push the buffered video stream to the client.

[0135] The first determination module 408 is configured to determine whether the buffered video stream pushed by the pushing module 406 is synchronous with the video stream of the second channel.

[0136] The buffered video stream is a video stream burst in unicast by the network buffer apparatus to the client (or a unicast IP packet), and the video stream of the channel is a media stream normally sent from the network node to the client in multicast (or a multicast IP packet).

[0137] The step of determining whether the buffered video stream burst in unicast is synchronous with the video stream of the channel being sent from the network node to other clients is critical, which is mainly directed to an application scenario that a delay exists between the buffered video stream sent from the network buffer apparatus to the client and the video stream of the channel being sent from the network node to the other clients, so when the buffered video stream burst in unicast can catch up with (that is, be synchronous with) the video stream of the channel being sent from the network node to the other clients is critical. The network buffer apparatus determines whether a video media stream sent from the network node to the other clients is caught up with, so as to accurately determine when the client joins the multicast group, thereby reducing a delay of switching from the buffered video stream burst in unicast to the video media stream of the channel sent from the network node to the client in multicast.

[0138] The first notification module 409 is configured to send a notification message to the client to notify the client of sending a request for joining a multicast group of the second channel, when the determination module determines that the pushed buffered video stream is synchronous with the video stream of the second channel.

[0139] The notification message carries any one or a combination of address information of the multicast group of the second channel, time information for joining the second channel, and time information for requesting stopping pushing the video stream. For example, at least one time parameter is contained to indicate initiating multicast joining after that time. If the time is 0, it indicates that the client intends to join the multicast group at once.

[0140] The device further includes a marking module 412, connected to the buffering module 402, and configured to set a packet mark for the video stream buffered by the buffering module, to mark a starting location of the video stream capable of being independently decoded by a terminal in a buffer, such as an I frame location or IDR frame location.
The device also includes a second notification module 410, a first processing module 411, and a speed decreasing module 418.

The second notification module 410 is configured to notify the client of sending a request for stopping pushing the video stream.

The first processing module 411 is configured to stop pushing the buffered video stream to the client after receiving the request for stopping pushing the buffered video stream sent by the client, in which the message of stopping determines that the new video frame capable of being independently decoded by the client is sent to the client. If the network buffer apparatus detects and finds that a packet not sent between a packet of the buffered video stream sent to the client and the video stream of the channel to be sent by the network node exists, the network buffer apparatus sends the packet of the buffered video stream not yet sent at a low speed.

The speed decreasing module 418 is configured to decrease a sending speed of pushing the buffered video stream of the second channel to the client before the second notification module notifies the client of sending the request for stopping pushing the video stream.

When the device is configured to determine whether a next buffered video stream capable of being independently decoded by the client is about to arrive, the device also includes a second determination module 414.

The second determination module 414 is configured to determine whether a next video frame capable of being independently decoded by the client is about to arrive, and sends a determination result to a second processing module 415 for processing.

The second processing module 415 is configured to directly notify the client of joining the multicast group if the second determination module 414 determines that the next video frame capable of being independently decoded by the client arrives, and send the channel switching request sent by the receiving module 404 to the pushing module 406 for further processing if the second determination module 414 determines that the next video frame capable of being independently decoded by the client does not arrive.

The channel switching device also includes a speed adjustment module 416, connected to the pushing module 406, and configured to dynamically adjust the sending speed of pushing the buffered video stream to the client in unicast according to the feedback of the client.

It should be noted that, in the embodiment of the present invention, the channel switching device does not limit the technical solutions of the present invention, and the channel switching device may be, but not limited to, the network buffer apparatus, may also include an apparatus located at other network locations, or may be embedded in the network node, and can implement the same function as the foregoing function.

The embodiment of the present invention provides the channel switching device, which adopts a method for bursting the buffered video stream in unicast. The network buffer apparatus determines whether the buffered video stream burst in unicast is synchronous with the video stream of the channel pushed from the network node to the client in multicast, so as to implement fast channel switching, so that the number of concurrent connections of the client and the channel switching efficiency are increased, and the deployment and operation cost of an IPTV system is decreased. In this case, the channel switching scheme achieves universality and expandability, and the level of user experience is improved.

FIG. 5 is a structural diagram of another channel switching device according to an embodiment of the present invention. The channel switching device includes a sending module 502, a receiving module 504, and a detection module 506.

The sending module 502 is configured to send a channel switching request to a network buffer apparatus to request switching from a first channel to a second channel, or send a request for joining a multicast group of the second channel to a network node.

The receiving module 504 is configured to receive a video stream of the second channel buffered by the network buffer apparatus according to the channel switching request sent by the sending module, or receive a video stream of the second channel sent by the network node according to the request for joining the multicast group sent by the sending module.

The detection module 506 is configured to detect the received video stream after the receiving module 504 receives the video stream buffered by the network buffer apparatus, and feed back a detection result to the network buffer apparatus, so that the network buffer apparatus dynamically adjusts a sending speed of sending the buffered video stream to a client according to the detection result.

Specifically, after the buffered video stream is received, the detection result obtained by detecting the received buffered video stream is fed back to the network buffer apparatus, in which the detection result includes any combination of loss information of the received video stream, the sending speed of the network buffer apparatus requested by the client, and an increment of the sending speed.

Here, after receiving the buffered video stream, the client may actively feed back the any combination of the information such as the sequence number of the lost packet, the size of the current remaining buffer area of the client, and the utilization rate of the network bandwidth to the network buffer apparatus, or the network buffer apparatus sends a message to the client to notify the client of returning information relevant to the video stream of the channel.

After receiving the detection result fed back by the client, the network buffer apparatus analyzes the detection result to determine whether to increase or decrease the current sending speed of sending the buffered media stream to the client. For example, a packet loss rate in a sending process is known according to the sequence number of the lost packet in the detection result. If the packet loss rate is high, the network resources are insufficient, or fewer remaining buffer areas of the client exist, the sending speed is decreased; while if the packet loss does not occur, the bandwidth resources are sufficient, and fewer remaining buffer areas of the client exist, the sending speed is increased, so that the network resources are fully utilized, and the time for sending the packet is shortened, thereby reducing the time for the network buffer apparatus to process fast channel switching of a single user, increasing the concurrent number of the network buffer apparatus, and improving the level of user experience.
The sending module 502 is also configured to send the request for joining the multicast group to the network node according to a notification of the request for joining the multicast group sent by the network buffer unit.

Here, the sending module may actively send the request for joining the multicast group to the network node, or after the network buffer apparatus notifies the sending module of sending a message for joining the multicast group, the sending module may send the request for joining the multicast group to the network node.

The receiving module 504 is also configured to receive a video stream of a third channel sent by the network buffer apparatus at the adjusted sending speed when the second channel is switched to the third channel, in which the adjusted sending speed is obtained according to a sending speed carried in the channel switching request or obtained according to local storage of the network buffer apparatus.

It should be noted that, the channel switching device is applicable to the client or other network apparatuses.

The channel switching device according to the embodiment of the present invention detects a situation of receiving the packet and feeds back a situation of receiving a multicast IP packet to the network buffer apparatus, so that the network buffer apparatus dynamically adjusts the sending speed, the network resources are fully utilized, and the time for sending the packet is shortened, thereby reducing a delay of channel switching, decreasing the deployment and operation cost of an IPTV system, enhancing the universality and expandability of the channel switching scheme, and improving the level of user experience.

FIG. 6 is a structural diagram of a channel switching system according to an embodiment of the present invention. The channel switching system includes a network buffer apparatus 604, a network node 606, and a client 608.

The network buffer apparatus 604 is configured to buffer a video stream of a channel; receive a channel switching request for switching from a first channel to a second channel sent by the client; push a buffered video stream of the second channel to the client according to the channel switching request; and determine whether the pushed buffered video stream is synchronous with a video stream of the second channel, and send a notification message to the client to notify the client of sending a request for joining a multicast group of the second channel if the pushed buffered video stream is synchronous with the video stream of the second channel.

The buffered video stream of the channel is a video stream sent from a multicast source to the client. The multicast source is a head-end apparatus, that is, a source apparatus initiating a channel media stream. A mode for the multicast source to obtain the video stream includes recording from a satellite television or forwarding from other wired networks.

The network node 606 is configured to send the video stream of the second channel to the client according to the request for joining the multicast group sent by the client.

The client 608 is configured to send the channel switching request to the network buffer apparatus, receive the buffered video stream pushed by the network buffer apparatus, and send the request for joining the multicast group of the second channel to the network node according to a notification from the network buffer apparatus to request joining the multicast group.

In the structural diagram of the channel switching system in FIG. 6, the network buffer apparatus 604 is also configured to receive a detection result fed back by the client and dynamically adjust a sending speed of sending the buffered video stream to the client.

The client 606 is also configured to receive and detect the buffered video stream of the second channel sent by the network buffer apparatus 604, and feed back the detection result to the network buffer apparatus 604.

When the received buffered video stream is synchronous with the video stream of the second channel, the request for joining the multicast group is sent to the network node, and the video stream of the channel sent by the network node is received.

The embodiment of the present invention provides the channel switching system. The network buffer apparatus determines whether the buffered video stream burst in unicast is synchronous with the video stream of the channel pushed from the network node to the client in multicast, so as to implement fast channel switching, and dynamically adjusts the speed of pushing the video stream in unicast, so that the number of concurrent connections of the client and the channel switching efficiency are increased, and the deployment and operation cost of an IPTV system is decreased. In this case, the channel switching scheme achieves universality and expandability, and the level of user experience is improved.

Through the above description of the implementation, it is clear to persons skilled in the art that the present invention may be accomplished through hardware, or through software plus a necessary universal hardware platform. Based on this, the above technical solutions or the part that makes contributions to the prior art can be substantially embodied in the form of a software product. The computer software product may be stored in a storage medium and contain several instructions to instruct a terminal apparatus (for example, a cell phone, a personal computer, a server, or a network equipment) to perform the method described in the embodiments of the present invention.

The above descriptions are merely exemplary embodiments of the present invention. It should be noted by persons of ordinary skill in the art that modifications and improvements may be made without departing from the principle of the present invention, which should be construed as falling within the protection scope of the present invention.

What is claimed is:

1. A channel switching method, comprising: sending a channel switching request to a network buffer apparatus to request switching to a second channel; receiving and detecting a buffered video stream of the second channel sent by the network buffer apparatus, and feeding back a detection result to the network buffer apparatus, so that the network buffer apparatus dynamically adjusts a sending speed of sending the buffered video stream to a client according to the detection result; sending a request for joining a multicast group of the second channel to a network node; and receiving a video stream of the second channel sent by the network node.

2. The method according to claim 1, wherein the detection result comprises any combination of loss information of the received video stream, the sending speed of the network buffer apparatus requested by the client, and an increment of the sending speed.

3. The method according to claim 1, wherein the sending the request for joining the multicast group of the second channel to the network node comprises:
sending the request for joining the multicast group to the network node according to a notification of the request for joining the multicast group sent by the network buffer unit.

4. The method according to claim 1, further comprising:
when the second channel is switched to a third channel,
receiving a video stream of the third channel sent by the network buffer apparatus at the adjusted sending speed, wherein the adjusted sending speed is obtained according to a sending speed carried in the channel switching request or obtained according to local storage of the network buffer apparatus.

5. A channel switching device, comprising:
a sending module, configured to send a channel switching request to a network buffer apparatus to request switching to a second channel, or send a request for joining a multicast group of the second channel to a network node;
a receiving module, configured to receive a video stream of the second channel buffered by the network buffer apparatus according to the channel switching request sent by the sending module, or receive a video stream of the second channel sent by the network node according to the request for joining the multicast group sent by the sending module; and
a detection module, configured to detect the buffered video stream after the receiving module receives the video stream buffered by the network buffer apparatus, and feedback a detection result to the network buffer apparatus, so that the network buffer apparatus dynamically adjusts a sending speed of sending the buffered video stream to a client according to the detection result.

6. The device according to claim 5, wherein the detection result comprises any combination of loss information of the received video stream, the sending speed of the network buffer apparatus requested by the client, and an increment of the sending speed.

7. The device according to claim 6, wherein the sending module is further configured to send the request for joining the multicast group to the network node according to a notification of the request for joining the multicast group sent by the network buffer apparatus.

8. The device according to claim 6, wherein the receiving module is further configured to:
receive a video stream of a third channel sent by the network buffer apparatus at the adjusted sending speed when the second channel is switched to the third channel, wherein the adjusted sending speed is obtained according to a sending speed carried in the channel switching request or obtained according to local storage of the network buffer apparatus.

9. A channel switching system, comprising:
a network buffer apparatus, configured to buffer a video stream of a channel, receive a channel switching request sent by a client, push a buffered video stream of a second channel to the client according to the channel switching request, receive a detection result fed back from the client, and dynamically adjust a sending speed of sending the buffered video stream to the client; and
a client, configured to send the channel switching request to the network buffer apparatus to request switching to the second channel, receive and detect the buffered video stream of the second channel sent by the network buffer apparatus, feed back the detection result to the network buffer apparatus, send a request for joining a multicast group of the second channel to a network node, and receive a video stream of the second channel sent by the network node.

10. The system according to claim 9, wherein the client is further configured to send the request for joining the multicast group to the network node according to a notification of the request for joining the multicast group sent by the network buffer apparatus.

11. The system according to claim 9, wherein the detection result comprises any combination of loss information of the received video stream, the sending speed of the network buffer apparatus requested by the client, and an increment of the sending speed.

* * * * *