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Network-aware Product Rollout in Online Social Networks

TECHNICAL FIELD

(1] This disclosure generally relates to online social networks and launching features

or products in online environments.

BACKGROUND

[2] A social-networking system, which may include a social-networking website,
may enable its users (such as persons or organizations) to interact with it and with each other
through it. The social-networking system may, with input from a user, create and store in the
social-networking system a user profile associated with the user. The user profile may include
demographic information, communication-channel information, and information on personal
interests of the user. The social-networking system may also, with input from a user, create and
store a record of relationships of the user with other users of the social-networking system, as
well as provide services (e.g., wall posts, photo-sharing, event organization, messaging, games,
or advertisements) to facilitate social interaction between or among users.

[3] The social-networking system may send over one or more networks content or
messages related to its services to a mobile or other computing device of a user. A user may also
install software applications on a mobile or other computing device of the user for accessing a
user profile of the user and other data within the social-networking system. The social-
networking system may generate a personalized set of content objects to display to a user, such
as a newsfeed of aggregated stories of other users connected to the user.

(4] A/B testing is a standard approach for evaluating the effects of online
experiments. A/B testing typically uses randomized experiments with two variants (typically
referred to as A and B), which represent the control and treatment in the experiment. Such
experiments are commonly used in web development and marketing, as well as in more
traditional forms of advertising. In online settings, the objective is typically to determine how

changes to the online environment affect user behavior with the environment. The control and
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treatment groups are compared, which are generally identical except for a single variation that

might impact a user’s behavior.

SUMMARY OF PARTICULAR EMBODIMENTS

[5] In particular embodiments, the social-networking system may improve how new
products, features, advertisements, or experiences (“treatments”) are launched to users of an
online social network by staggering the launch to particular user clusters. Rather than using the
standard A/B testing approach to test new treatments, the testing and rollout can be done in a
network-aware manner. For example, discrete clusters of users may be identified using a suitable
clustering algorithm. These user clusters may be defined such that the users in a particular cluster
are network exposed with respect to the other users in the same cluster. This may allow the
treatment effect to be tested more efficiently because it may ensure that a particular user and
most of that user’s friends will receive the treatment. This may be particularly advantageous for
treatments that are more useful when they can be used with another user (e.g., online chat
applications). After user clusters are identified, the treatment may be provided to a first set of
user clusters and tested with them. Data received from this first set of user clusters can then be
analyzed to determine the treatment effect of the treatment on those users. The treatment may
then be modified before being rolled out to the next set of user clusters. This stepwise approach

to rolling out the product can be taken until the product is launched to all users.

BRIEF DESCRIPTION OF THE DRAWINGS

[6] FIG. 1 illustrates an example network environment associated with a social-
networking system.

[7] FIG. 2 illustrates an example social graph.

[8] FIG. 3 illustrates an example of clusters in a social graph.

[9] FIG. 4 illustrates example probability distributions.

[10] FIG. 5 illustrates an example cycle graph and variance calculation plots.

[11]  FIG. 6 illustrates an example method for determining treatment effects.

[12] FIG. 7 illustrates an example computer system.
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DESCRIPTION OF EXAMPLE EMBODIMENTS

System Overview

[13] FIG. 1 illustrates an example network environment 100 associated with a social-
networking system. Network environment 100 includes a client system 130, a social-networking
system 160, and a third-party system 170 connected to each other by a network 110. Although
FIG. 1 illustrates a particular arrangement of client system 130, social-networking system 160,
third-party system 170, and network 110, this disclosure contemplates any suitable arrangement
of client system 130, social-networking system 160, third-party system 170, and network 110. As
an example and not by way of limitation, two or more of client system 130, social-networking
system 160, and third-party system 170 may be connected to each other directly, bypassing
network 110. As another example, two or more of client system 130, social-networking system
160, and third-party system 170 may be physically or logically co-located with each other in
whole or in part. Moreover, although FIG. 1 illustrates a particular number of client systems 130,
social-networking systems 160, third-party systems 170, and networks 110, this disclosure
contemplates any suitable number of client systems 130, social-networking systems 160, third-
party systems 170, and networks 110. As an example and not by way of limitation, network
environment 100 may include multiple client system 130, social-networking systems 160, third-
party systems 170, and networks 110.

[14]  This disclosure contemplates any suitable network 110. As an example and not by
way of limitation, one or more portions of network 110 may include an ad hoc network, an
intranet, an extranet, a virtual private network (VPN), a local area network (LAN), a wireless
LAN (WLAN), a wide area network (WAN), a wireless WAN (WWAN), a metropolitan arca
network (MAN), a portion of the Internet, a portion of the Public Switched Telephone Network
(PSTN), a cellular telephone network, or a combination of two or more of these. Network 110
may include one or more networks 110.

[15] Links 150 may connect client system 130, social-networking system 160, and
third-party system 170 to communication network 110 or to each other. This disclosure
contemplates any suitable links 150. In particular embodiments, one or more links 150 include

one or more wireline (such as for example Digital Subscriber Line (DSL) or Data Over Cable
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Service Interface Specification (DOCSIS)), wireless (such as for example Wi-Fi or Worldwide
Interoperability for Microwave Access (WiMAX)), or optical (such as for example Synchronous
Optical Network (SONET) or Synchronous Digital Hierarchy (SDH)) links. In particular
embodiments, on¢ or more links 150 cach include an ad hoc network, an intranet, an extranct, a
VPN, a LAN, a WLAN, a WAN, a WWAN, a MAN, a portion of the Internet, a portion of the
PSTN, a cellular technology-based network, a satellite communications technology-based
network, another link 150, or a combination of two or more such links 150. Links 150 need not
necessarily be the same throughout network environment 100. One or more first links 150 may
differ in one or more respects from one or more second links 150.

[16] In particular embodiments, client system 130 may be an electronic device
including hardware, software, or embedded logic components or a combination of two or more
such components and capable of carrying out the appropriate functionalities implemented or
supported by client system 130. As an example and not by way of limitation, a client system 130
may include a computer system such as a desktop computer, notebook or laptop computer,
netbook, a tablet computer, e-book reader, GPS device, camera, personal digital assistant (PDA),
handheld electronic device, cellular telephone, smartphone, other suitable electronic device, or
any suitable combination thereof. This disclosure contemplates any suitable client systems 130.
A client system 130 may enable a network user at client system 130 to access network 110. A
client system 130 may enable its user to communicate with other users at other client systems
130.

[17] In particular embodiments, client system 130 may include a web browser 132,
such as MICROSOFT INTERNET EXPLORER, GOOGLE CHROME or MOZILLA
FIREFOX, and may have one or more add-ons, plug-ins, or other extensions, such as TOOLBAR
or YAHOO TOOLBAR. A user at client system 130 may enter a Uniform Resource Locator
(URL) or other address directing the web browser 132 to a particular server (such as server 162,
or a server associated with a third-party system 170), and the web browser 132 may generate a
Hyper Text Transfer Protocol (HTTP) request and communicate the HTTP request to server. The
server may accept the HTTP request and communicate to client system 130 one or more Hyper
Text Markup Language (HTML) files responsive to the HTTP request. Client system 130 may

render a webpage based on the HTML files from the server for presentation to the user. This
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disclosure contemplates any suitable webpage files. As an example and not by way of limitation,
webpages may render from HTML files, Extensible Hyper Text Markup Language (XHTML)
files, or Extensible Markup Language (XML) files, according to particular needs. Such pages
may also execute scripts such as, for example and without limitation, those written in
JAVASCRIPT, JAVA, MICROSOFT SILVERLIGHT, combinations of markup language and
scripts such as AJAX (Asynchronous JAVASCRIPT and XML), and the like. Herein, reference
to a webpage encompasses one or more corresponding webpage files (which a browser may use
to render the webpage) and vice versa, where appropriate.

[18] In particular embodiments, social-networking system 160 may be a network-
addressable computing system that can host an online social network. Social-networking system
160 may generate, store, receive, and send social-networking data, such as, for example, user-
profile data, concept-profile data, social-graph information, or other suitable data related to the
online social network. Social-networking system 160 may be accessed by the other components
of network environment 100 either directly or via network 110. In particular embodiments,
social-networking system 160 may include one or more servers 162. Each server 162 may be a
unitary server or a distributed server spanning multiple computers or multiple datacenters.
Servers 162 may be of various types, such as, for example and without limitation, web server,
news server, mail server, message server, advertising server, file server, application server,
exchange server, database server, proxy server, another server suitable for performing functions
or processes described herein, or any combination thereof. In particular embodiments, each
server 162 may include hardware, software, or embedded logic components or a combination of
two or more such components for carrying out the appropriate functionalities implemented or
supported by server 162. In particular embodiments, social-networking system 164 may include
one or more data stores 164. Data stores 164 may be used to store various types of information.
In particular embodiments, the information stored in data stores 164 may be organized according
to specific data structures. In particular embodiments, cach data store 164 may be a relational,
columnar, correlation, or other suitable database. Although this disclosure describes or illustrates
particular types of databases, this disclosure contemplates any suitable types of databases.

Particular embodiments may provide interfaces that enable a client system 130, a social-
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networking system 160, or a third-party system 170 to manage, retrieve, modify, add, or delete,
the information stored in data store 164.

[19] In particular embodiments, social-networking system 160 may store one or more
social graphs in one or more data stores 164. In particular embodiments, a social graph may
include multiple nodes—which may include multiple user nodes (each corresponding to a
particular user) or multiple concept nodes (each corresponding to a particular concept)—and
multiple edges connecting the nodes. Social-networking system 160 may provide users of the
online social network the ability to communicate and interact with other users. In particular
embodiments, users may join the online social network via social-networking system 160 and
then add connections (e.g., relationships) to a number of other users of social-networking system
160 whom they want to be connected to. Herein, the term “friend” may refer to any other user of
social-networking system 160 with whom a user has formed a connection, association, or
relationship via social-networking system 160.

[20] In particular embodiments, social-networking system 160 may provide users with
the ability to take actions on various types of items or objects, supported by social-networking
system 160. As an example and not by way of limitation, the items and objects may include
groups or social networks to which users of social-networking system 160 may belong, events or
calendar entries in which a user might be interested, computer-based applications that a user may
use, transactions that allow users to buy or sell items via the service, interactions with
advertisements that a user may perform, or other suitable items or objects. A user may interact
with anything that is capable of being represented in social-networking system 160 or by an
external system of third-party system 170, which is separate from social-networking system 160
and coupled to social-networking system 160 via a network 110.

[21] In particular embodiments, social-networking system 160 may be capable of
linking a variety of entities. As an example and not by way of limitation, social-networking
system 160 may enable users to interact with each other as well as receive content from third-
party systems 170 or other entities, or to allow users to interact with these entities through an
application programming interfaces (API) or other communication channels.

[22] In particular embodiments, a third-party system 170 may include one or more

types of servers, one or more data stores, one or more interfaces, including but not limited to
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APIs, one or more web services, one or more content sources, one or more networks, or any
other suitable components, ¢.g., that servers may communicate with. A third-party system 170
may be operated by a different entity from an entity operating social-networking system 160. In
particular embodiments, however, social-networking system 160 and third-party systems 170
may operate in conjunction with each other to provide social-networking services to users of
social-networking system 160 or third-party systems 170. In this sense, social-networking system
160 may provide a platform, or backbone, which other systems, such as third-party systems 170,
may use to provide social-networking services and functionality to users across the Internet.

[23] In particular embodiments, a third-party system 170 may include a third-party
content object provider. A third-party content object provider may include one or more sources
of content objects, which may be communicated to a client system 130. As an example and not
by way of limitation, content objects may include information regarding things or activities of
interest to the user, such as, for example, movie show times, movie reviews, restaurant reviews,
restaurant menus, product information and reviews, or other suitable information. As another
example and not by way of limitation, content objects may include incentive content objects,
such as coupons, discount tickets, gift certificates, or other suitable incentive objects.

[24] In particular embodiments, social-networking system 160 also includes user-
generated content objects, which may enhance a user’s interactions with social-networking
system 160. User-generated content may include anything a user can add, upload, send, or “post”
to social-networking system 160. As an example and not by way of limitation, a user
communicates posts to social-networking system 160 from a client system 130. Posts may
include data such as status updates or other textual data, location information, photos, videos,
links, music or other similar data or media. Content may also be added to social-networking
system 160 by a third-party through a “communication channel,” such as a newsfeed or stream.

[25] In particular embodiments, social-networking system 160 may include a variety
of servers, sub-systems, programs, modules, logs, and data stores. In particular embodiments,
social-networking system 160 may include one or more of the following: a web server, action
logger, API-request server, relevance-and-ranking engine, content-object classifier, notification
controller, action log, third-party-content-object-exposure log, inference module,

authorization/privacy server, search module, advertisement-targeting module, user-interface
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module, user-profile store, connection store, third-party content store, or location store. Social-
networking system 160 may also include suitable components such as network interfaces,
security mechanisms, load balancers, failover servers, management-and-network-operations
consoles, other suitable components, or any suitable combination thereof. In particular
embodiments, social-networking system 160 may include one or more user-profile stores for
storing user profiles. A user profile may include, for example, biographic information,
demographic information, behavioral information, social information, or other types of
descriptive information, such as work experience, educational history, hobbies or preferences,
interests, affinities, or location. Interest information may include interests related to one or more
categories. Categories may be general or specific. As an example and not by way of limitation, if
a user “likes” an article about a brand of shoes the category may be the brand, or the general
category of “shoes” or “clothing.” A connection store may be used for storing connection
information about users. The connection information may indicate users who have similar or
common work experience, group memberships, hobbies, educational history, or are in any way
related or share common attributes. The connection information may also include user-defined
connections between different users and content (both internal and external). A web server may
be used for linking social-networking system 160 to one or more client systems 130 or one or
more third-party system 170 via network 110. The web server may include a mail server or other
messaging functionality for receiving and routing messages between social-networking system
160 and one or more client systems 130. An API-request server may allow a third-party system
170 to access information from social-networking system 160 by calling one or more APIs. An
action logger may be used to receive communications from a web server about a user’s actions
on or off social-networking system 160. In conjunction with the action log, a third-party-content-
object log may be maintained of user exposures to third-party-content objects. A notification
controller may provide information regarding content objects to a client system 130. Information
may be pushed to a client system 130 as notifications, or information may be pulled from client
system 130 responsive to a request received from client system 130. Authorization servers may
be used to enforce one or more privacy settings of the users of social-networking system 160. A
privacy setting of a user determines how particular information associated with a user can be

shared. The authorization server may allow users to opt in to or opt out of having their actions



WO 2015/006180 PCT/US2014/045516

logged by social-networking system 160 or shared with other systems (e.g., third-party system
170), such as, for example, by setting appropriate privacy settings. Third-party-content-object
stores may be used to store content objects received from third parties, such as a third-party
system 170. Location stores may be used for storing location information received from client
systems 130 associated with users. Advertisement-pricing modules may combine social
information, the current time, location information, or other suitable information to provide

relevant advertisements, in the form of notifications, to a user.

Social Graphs

[26] FIG. 2 illustrates example social graph 200. In particular embodiments, social-
networking system 160 may store one or more social graphs 200 in one or more data stores. In
particular embodiments, social graph 200 may include multiple nodes—which may include
multiple user nodes 202 or multiple concept nodes 204—and multiple edges 206 connecting the
nodes. Example social graph 200 illustrated in FIG. 2 is shown, for didactic purposes, in a two-
dimensional visual map representation. In particular embodiments, a social-networking system
160, client system 130, or third-party system 170 may access social graph 200 and related social-
graph information for suitable applications. The nodes and edges of social graph 200 may be
stored as data objects, for example, in a data store (such as a social-graph database). Such a data
store may include one or more searchable or queryable indexes of nodes or edges of social graph
200.

[27] In particular embodiments, a user node 202 may correspond to a user of social-
networking system 160. As an example and not by way of limitation, a user may be an individual
(human user), an entity (e.g., an enterprise, business, or third-party application), or a group (e.g.,
of individuals or entities) that interacts or communicates with or over social-networking system
160. In particular embodiments, when a user registers for an account with social-networking
system 160, social-networking system 160 may create a user node 202 corresponding to the user,
and store the user node 202 in one or more data stores. Users and user nodes 202 described
herein may, where appropriate, refer to registered users and user nodes 202 associated with
registered users. In addition or as an alternative, users and user nodes 202 described herein may,

where appropriate, refer to users that have not registered with social-networking system 160. In
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particular embodiments, a user node 202 may be associated with information provided by a user
or information gathered by various systems, including social-networking system 160. As an
example and not by way of limitation, a user may provide his or her name, profile picture,
contact information, birth date, sex, marital status, family status, employment, education
background, preferences, interests, or other demographic information. In particular
embodiments, a user node 202 may be associated with one or more data objects corresponding to
information associated with a user. In particular embodiments, a user node 202 may correspond
to one or more webpages.

[28] In particular embodiments, a concept node 204 may correspond to a concept. As
an example and not by way of limitation, a concept may correspond to a place (such as, for
example, a movie theater, restaurant, landmark, or city); a website (such as, for example, a
website associated with social-network system 160 or a third-party website associated with a
web-application server); an entity (such as, for example, a person, business, group, sports team,
or celebrity); a resource (such as, for example, an audio file, video file, digital photo, text file,
structured document, or application) which may be located within social-networking system 160
or on an external server, such as a web-application server; real or intellectual property (such as,
for example, a sculpture, painting, movie, game, song, idea, photograph, or written work); a
game; an activity; an idea or theory; another suitable concept; or two or more such concepts. A
concept node 204 may be associated with information of a concept provided by a user or
information gathered by various systems, including social-networking system 160. As an
example and not by way of limitation, information of a concept may include a name or a title;
one or more images (€.g., an image of the cover page of a book); a location (e.g., an address or a
geographical location); a website (which may be associated with a URL); contact information
(e.g., a phone number or an email address); other suitable concept information; or any suitable
combination of such information. In particular embodiments, a concept node 204 may be
associated with one or more data objects corresponding to information associated with concept
node 204. In particular embodiments, a concept node 204 may correspond to one or more
webpages.

[29] In particular embodiments, a node in social graph 200 may represent or be

represented by a webpage (which may be referred to as a “profile page”). Profile pages may be
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hosted by or accessible to social-networking system 160. Profile pages may also be hosted on
third-party websites associated with a third-party server 170. As an example and not by way of
limitation, a profile page corresponding to a particular external webpage may be the particular
external webpage and the profile page may correspond to a particular concept node 204. Profile
pages may be viewable by all or a selected subset of other users. As an example and not by way
of limitation, a user node 202 may have a corresponding user-profile page in which the
corresponding user may add content, make declarations, or otherwise express himself or herself.
As another example and not by way of limitation, a concept node 204 may have a corresponding
concept-profile page in which one or more users may add content, make declarations, or express
themselves, particularly in relation to the concept corresponding to concept node 204.

[30] In particular embodiments, a concept node 204 may represent a third-party
webpage or resource hosted by a third-party system 170. The third-party webpage or resource
may include, among other elements, content, a selectable or other icon, or other inter-actable
object (which may be implemented, for example, in JavaScript, AJAX, or PHP codes)

representing an action or activity. As an example and not by way of limitation, a third-party

EE Y EE Y EE TS

webpage may include a selectable icon such as “like,” “check in,” “eat,” “recommend,” or
another suitable action or activity. A user viewing the third-party webpage may perform an
action by selecting one of the icons (e.g., “eat”), causing a client system 130 to send to social-
networking system 160 a message indicating the user’s action. In response to the message,
social-networking system 160 may create an edge (e.g., an “eat” edge) between a user node 202
corresponding to the user and a concept node 204 corresponding to the third-party webpage or
resource and store edge 206 in one or more data stores.

[31] In particular embodiments, a pair of nodes in social graph 200 may be connected
to each other by one or more edges 206. An edge 206 connecting a pair of nodes may represent a
relationship between the pair of nodes. In particular embodiments, an edge 206 may include or
represent one or more data objects or attributes corresponding to the relationship between a pair
of nodes. As an example and not by way of limitation, a first user may indicate that a second user
is a “friend” of the first user. In response to this indication, social-networking system 160 may
send a “friend request” to the second user. If the second user confirms the “friend request,”

social-networking system 160 may create an edge 206 connecting the first user’s user node 202
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to the second user’s user node 202 in social graph 200 and store edge 206 as social-graph
information in one or more of data stores 164. In the example of FIG. 2, social graph 200
includes an edge 206 indicating a friend relation between user nodes 202 of user “A” and user
“B” and an edge indicating a friend relation between user nodes 202 of user “C” and user “B.”
Although this disclosure describes or illustrates particular edges 206 with particular attributes
connecting particular user nodes 202, this disclosure contemplates any suitable edges 206 with
any suitable attributes connecting user nodes 202. As an example and not by way of limitation,
an edge 206 may represent a friendship, family relationship, business or employment
relationship, fan relationship, follower relationship, visitor relationship, subscriber relationship,
superior/subordinate relationship, reciprocal relationship, non-reciprocal relationship, another
suitable type of relationship, or two or more such relationships. Moreover, although this
disclosure generally describes nodes as being connected, this disclosure also describes users or
concepts as being connected. Herein, references to users or concepts being connected may,
where appropriate, refer to the nodes corresponding to those users or concepts being connected
in social graph 200 by one or more edges 206.

[32] In particular embodiments, an edge 206 between a user node 202 and a concept
node 204 may represent a particular action or activity performed by a user associated with user
node 202 toward a concept associated with a concept node 204. As an example and not by way
of limitation, as illustrated in FIG. 2, a user may “like,” “attended,” “played,” “listened,”
“cooked,” “worked at,” or “watched” a concept, each of which may correspond to a edge type or
subtype. A concept-profile page corresponding to a concept node 204 may include, for example,
a selectable “check in” icon (such as, for example, a clickable “check in” icon) or a selectable
“add to favorites” icon. Similarly, after a user clicks these icons, social-networking system 160
may create a “favorite” edge or a “check in” edge in response to a user’s action corresponding to
a respective action. As another example and not by way of limitation, a user (user “C”’) may
listen to a particular song (“Imagine”) using a particular application (SPOTIFY, which is an
online music application). In this case, social-networking system 160 may create a “listened”
edge 206 and a “used” edge (as illustrated in FIG. 2) between user nodes 202 corresponding to
the user and concept nodes 204 corresponding to the song and application to indicate that the

user listened to the song and used the application. Moreover, social-networking system 160 may
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create a “played” edge 206 (as illustrated in FIG. 2) between concept nodes 204 corresponding to
the song and the application to indicate that the particular song was played by the particular
application. In this case, “played” edge 206 corresponds to an action performed by an external
application (SPOTIFY) on an external audio file (the song “Imagine”). Although this disclosure
describes particular edges 206 with particular attributes connecting user nodes 202 and concept
nodes 204, this disclosure contemplates any suitable edges 206 with any suitable attributes
connecting user nodes 202 and concept nodes 204. Moreover, although this disclosure describes
edges between a user node 202 and a concept node 204 representing a single relationship, this
disclosure contemplates edges between a user node 202 and a concept node 204 representing one
or more relationships. As an example and not by way of limitation, an edge 206 may represent
both that a user likes and has used at a particular concept. Alternatively, another edge 206 may
represent each type of relationship (or multiples of a single relationship) between a user node
202 and a concept node 204 (as illustrated in FIG. 2 between user node 202 for user “E” and
concept node 204 for “SPOTIFY™).

[33] In particular embodiments, social-networking system 160 may create an edge 206
between a user node 202 and a concept node 204 in social graph 200. As an example and not by
way of limitation, a user viewing a concept-profile page (such as, for example, by using a web
browser or a special-purpose application hosted by the user’s client system 130) may indicate
that he or she likes the concept represented by the concept node 204 by clicking or selecting a
“Like” icon, which may cause the user’s client system 130 to send to social-networking system
160 a message indicating the user’s liking of the concept associated with the concept-profile
page. In response to the message, social-networking system 160 may create an edge 206 between
user node 202 associated with the user and concept node 204, as illustrated by “like” edge 206
between the user and concept node 204. In particular embodiments, social-networking system
160 may store an edge 206 in one or more data stores. In particular embodiments, an edge 206
may be automatically formed by social-networking system 160 in response to a particular user
action. As an example and not by way of limitation, if a first user uploads a picture, watches a
movie, or listens to a song, an edge 206 may be formed between user node 202 corresponding to

the first user and concept nodes 204 corresponding to those concepts. Although this disclosure
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describes forming particular edges 206 in particular manners, this disclosure contemplates

forming any suitable edges 206 in any suitable manner.

Network-aware Product Rollout

[34] In particular embodiments, social-networking system 160 may improve how new
products, features, advertisements, or experiences (“treatments”) are launched to users of the
online social network by staggering the launch to particular user clusters (“clusters’). Rather than
using the standard A/B testing approach to test new treatments, the testing and rollout can be
done in a network-aware manner. As an example and not by way of limitation, discrete clusters
of nodes from social graph 200 may be identified using a suitable clustering algorithm. These
clusters may be defined such that the nodes within a particular cluster are network exposed with
respect to the other nodes in the same cluster. This may allow the treatment effect of the
treatment on those users to be determined more efficiently because it ensures that a particular
user and most of that user’s friends (corresponding to nodes within a particular cluster) will
receive the treatment. This may be particularly advantageous for treatments that are more useful
when they can be used with another user (e.g., online chat applications). After clusters are
identified, the treatment may be provided to users of a first set of clusters and tested with them.
Data received from this first set of clusters can then be analyzed to determine the treatment effect
of the treatment on those users. The treatment may then be modified before being rolled out to
users in the next set of clusters. This stepwise approach to rolling out the treatment may be taken
until the treatment has been provided to all users of the online social network. Although this
disclosure describes providing treatments to users and determining treatment effects in a
particular manner, this disclosure contemplates providing treatments to user or determining
treatment effects in any suitable manner.

[35] A/B testing is a standard approach for evaluating the effect of online experiments.
The goal is typically to estimate the average treatment effect of a new product, feature, or
condition by exposing a sample of the overall population to it. A drawback with A/B testing is
that it is poorly suited for experiments involving social interference, when the treatment of
individuals spills over to neighboring individuals along an underlying social network. These

drawbacks may be overcome using graph clustering to analyze average treatment effects under
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social interference. To begin, we characterize graph-theoretic conditions under which individuals
may be considered to be ‘network exposed’ to an experiment. We then show how graph cluster
randomization admits an efficient exact algorithm to compute the probabilities for each node
being network exposed under several of these exposure conditions. Using these probabilities as
inverse weights, an estimator, such as, for example, a Horvitz-Thompson estimator, may then
provide an effect estimate that is unbiased, provided that the exposure model has been properly
specified.

[36] Given an estimator that is unbiased, we focus on minimizing the variance. First,
we develop simple sufficient conditions for the variance of the estimator to be asymptotically
small in #, the size of the graph. However, for general randomization schemes, this variance may
be lower bounded by an exponential function of the degrees of a graph. In contrast, we show that
if a graph satisfies a restricted-growth condition on the growth rate of neighborhoods, then there
exists a natural clustering algorithm, based on node neighborhoods, for which the variance of the
estimator may be upper bounded by a linear function of the degrees. Thus we show that proper
cluster randomization may lead to exponentially lower estimator variance when experimentally
measuring average treatment effects under interference.

[37] Social products and services — from fax machines and cell phones to online social
networks — inherently exhibit “network effects” with regard to their value to users. The value of
these products to a user is inherently non-local, since it typically grows as members of the user’s
social network use the product as well. Yet randomized experiments (such as A/B tests) critically
assume what is known as the “stable unit treatment value assumption” (SUTVA), that each
individual’s response is affected only by their own treatment and not by the treatment of any
other individual. Addressing this tension between the formalism of A/B testing and the non-local
effects of network interaction has emerged as a key open question in the analysis of online
behavior and the design of network experiments.

[38] Under ordinary randomized trials where the stable unit treatment value
assumption is a reasonable approximation (such as, for example, when a search engine A/B tests
the effect of their color scheme upon the visitation time of their users) the population is divided
into two groups: those in the “treatment” group (who see the new color scheme A) and those in

the control group (who see the default color scheme B). Assuming there are negligible



WO 2015/006180 PCT/US2014/045516
16

interference effects between users, each individual in the treated group responds just as he or she
would if the entire population were treated, and each individual in the control group responds
just as he or she would if the entire population were in control. In this manner, we may imagine
that we are observing results from samples of two distinct “parallel universes” at the same time
(for example, “Universe A” in which color scheme A is used for everyone, and “Universe B” in
which color scheme B is used for everyone) and we may make inferences about the properties of
user behavior in each of these universes.

[39] This tractable structure changes dramatically when the behavior of one user i may
have a non-trivial effect on the behavior of another user j — as is the case when the feature or
product being tested has any kind of social component. Now, if i is placed in Universe A and j is
placed in Universe B, then our analysis of i’s behavior in A is contaminated by properties of j’s

behavior in B, and vice versa; we no longer have two parallel universes.

Average Treatment and Network Exposure.

[40] In particular embodiments, social-networking system 160 may determine a
treatment effect of a treatment for the users of a first set of users. One goal is to develop
techniques for analyzing the average effect of a treatment on a population when such interaction
is present. Social-networking system 160 may test a treatment by providing it to a subset of users
of the online social network. The treatment has a “social” component in that i’s reaction to the
treatment depends on whether a neighbor j in the online social network also has the treatment.
This social component may also be referred to as the network effect of the treatment. As an
example and not by way of limitation, particular treatments may exhibit social components, such
as, for example, social advertisements, text/video chat, messaging, social networking, etc. For
example, for text/video chatting features, those features are only useful if user / has one or more
neighbors j to chat with. An individual/user is considered to be in the treatment group if the
individual is provided with the treatment for the test, and in the control group otherwise. There
may be an underlying numerical response variable of interest (for example, the user’s time-on-
site in each condition), and social-networking system 160 may estimate the average of this
response in both the universe where everyone has the service, and the universe where no one has

the service, despite the fact that — since the population is divided between treatment and control —
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neither hypothetical universe is actually being tested. Let z € {O,l}” be the treatment assignment
vector, where z, = 1 means that user 7 is in the treatment group and z, = 0 means the user 7 is in

the control. Let Y](Z ') € R be the potential outcome of user i under the treatment assignment

vector Z. The fundamental quantity we are interested in is the average treatment effect, 7,

between the two diametrically opposite universes z = 1,and Z' = 0

17013 Tl -1)-rf -0 @

i=1

This formulation contains the core problem discussed in informal terms above: unlike ordinary
A/B testing, no two users may ever truly be in opposing universes at the same time. In particular
embodiments, social-networking system 160 may determine both an individual effect of the
treatment for the users and the network effect of the treatment for the users. The treatment effect
of a particular treatment may be a function of both the network effect and the individual effect.
The non-social component of the treatment may be referred to as the individual effect of the
treatment. A treatment has an individual component in that i’s reaction to the treatment does not
depend on whether a neighbor j in the online social network also has the treatment. As an
example and not by way of limitation, a social advertisement to user / may have an individual
effect with respect to user i that is independent of whether one or more neighbors j are also
exposed to social advertisements (although, of course, social advertisements may also have a
network effect). Distinguishing and measuring both the individual and network effects of a
particular treatment may be useful for determining how to best modify a treatment in order to
increase or improve user engagement with the treatment. Although this disclosure describes
determining treatment effects in a particular manner, this disclosure contemplates determining

treatment effects in any suitable manner.

Graph Cluster Randomization

[41] FIG. 3 illustrates an example of clusters in a social graph 200. In particular
embodiments, social-networking system may identify a plurality of clusters in social graph 200

using graph cluster randomization. Each identified cluster may comprise a discrete set of nodes
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from the plurality of nodes of social graph 200. FIG. 3 shows a trivial example of a relatively
small social graph 200 with four clusters identified. Each cluster is discrete (i.e., not
overlapping). In particular embodiments, social-networking system 160 may specify clusters
such that a threshold number of nodes in each cluster may be network exposed with respect to
the other nodes in the cluster. A key notion for evaluating (eq. 1) is the notion of network
exposure. A user i is “network exposed” to the treatment under a particular assignment z' if i’s
response under Z' is the same as i’s response in the assignment, where everyone receives the
treatment. (We also discuss adaptations to the case where the responses in these two cases differ
only by a small parameter £.) We define network exposure to the control condition analogously.
With this definition in place, we may investigate several possible conditions that constitute
network exposure. As an example and not by way of limitation, user /i may be network exposed
to the treatment if / and all of i’s neighbors are treated. As another example and not by way of
limitation, user i may be network exposed to the treatment if, for a fix fraction g> 0, i and at least
a g fraction of i’s neighbors are treated. The definition of network exposure is fundamentally a
modeling decision by the experimenter, and in this work we introduce several families of
exposure conditions, each specifying the sets of assignment vectors in which a user may be
assumed to be network exposed to the treatment and control universes, providing several
characterizations of the continuum between the two universes. Choosing network exposure
conditions may be important for specifying when social-networking system 160 may observe the
potential outcome of a user as if they were in the treatment or control universe, without actually
placing all users into the treatment or control universe. In particular embodiments, social-
networking system 160 may identify clusters based at least in part on the social-graph affinity of
users with respect to each other. Rather than just clustering users based on being neighbors in
social graph 200 (i.e., being connected by an edge 206), social-networking system 160 may
cluster neighbors having a relatively high social-graph affinity for each other. In other words,
user i may be clusters with j neighbors having above a threshold affinity with respect to user i,
while neighbors having less affinity for user i may not necessarily be included in the cluster. In
particular embodiments, social-networking system 160 may identify clusters such that the
network exposure of the nodes in the cluster has a specified distribution range of network

exposures. As an example and not by way of limitation, the network exposure may be specified
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from a threshold level of network exposure (e.g., all nodes in the cluster have greater than or
equal to 5% neighborhood exposure) a maximum level of network exposure (e.g., all node in the
cluster have less than or equal to 95% neighborhood exposure). Social-networking system 160
may then determine the treatment effect of the treatment on the users in a cluster over the
distribution range of network exposures. These treatment effects may then be extrapolated to
their limits to determine the individual and network effects of the treatment. Although this
disclosure describes identifying clusters with network exposure in a particular manner, this
disclosure contemplates identifying clusters with network exposure in any suitable manner.

[42] Following the formulation of network exposure, a second key notion that we
introduce is a generic graph randomization scheme based on graph clustering, which we refer to
as graph cluster randomization. Graph cluster randomization is a technique in which the graph is
partitioned into a set of clusters and then randomization between treatment and control is
performed at the cluster level. The probability that a node is network exposed to treatment or
control will then typically involve a graph-theoretic question about the intersection of the set of
clusters with the local graph structure near the node. Social-networking system 160 may
precisely determine the non-uniform probabilities of entering network exposure conditions under
such randomization. Using inverse probability weighting [ref. 9], social-networking system 160
may then derive an unbiased estimator of the average treatment effect t under any network
exposure for which we may explicitly compute probabilities.

[43] We motivate the power of graph cluster randomization by furnishing conditions
under which graph cluster randomization will produce an estimator with asymptotically small
variance. First, we observe that if the graph has bounded degree and the sizes of all the clusters
remain bounded independent of the number of nodes #, then the estimator variance is O(1/n), a
simple but illustrative sufficient condition for smallness. The key challenge is the dependence on
the degrees — in general, a collection of bounded-size clusters may produce a variance that grows
exponentially in the node degrees. More precisely, when performing graph cluster randomization
with single-node clusters, the variance of the estimator admits a lower bound that depends
exponentially on the degrees. This raises the important algorithmic question of how to choose the

clustering: bounded-size clusters provide asymptotically small variance in the number of nodes
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n, but if the clusters are not chosen carefully then we get an exponential dependence on the node

degrees which could cause the variance to be very large in practice.

Cluster Randomization in Restricted-Growth Graphs.

[44] We identify an important class of graphs, which we call restricted-growth graphs,
on which a non-trivial clustering algorithm admits an upper bound on the estimator variance that
is linear in the degrees of the graph. The restricted-growth condition that we introduce for graphs
is an expansion of the bounded-growth condition previously introduced for studying nearest-
neighbor algorithms in metric spaces [ref. 10], designed to include low-diameter graphs in which

neighborhoods may grow exponentially. Let B,(v) be the set of nodes within 7 hops of a node

v; our restricted-growth condition says that there exists a constant x , independent of the degrees

of the graph, such that for all nodes v and all 7 >0, we have |B, (v)| < K|B, (v) Note the

comparison to the standard bounded-growth definition, which requires |BZr (v) < K|Br (v) , a

much stronger condition and not necessary for our results to hold.

[45] For restricted-growth graphs, we provide a clustering algorithm for which the
estimator variance may grow only linearly in the degree. The challenge is that the variance may
grow exponentially with the number of clusters that intersect a node’s neighborhood; our
approach is to form clusters from balls of fixed radius grown around a set of well-separated
nodes. The restricted growth condition prevents balls from packing too closely around any one
node, thus preventing node neighborhoods from meeting too many clusters. For the special case
of restricted-growth graphs that come with a uniform-density embedding in Euclidean space, one
may use the locations of nodes in the embedding to carve up the space into clusters directly; the
point, as in work on the nearest-neighbor problem [ref. 10], is to control this carving-up at a
graph-theoretic level rather than a geometric one, and this is what our technique does.

[46] Our class of restricted-growth graphs provides an attractive model for certain
types of real-world graphs. Restricted-growth graphs include graphs for which there exists an
embedding of the nodes with approximately uniform density in a Euclidean space of bounded
dimension, such as lattices or random geometric graphs, where edges connect neighbors within

some maximal metric distance.
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Network Exposure Models

[47] For A/B randomized experiments, the treatment condition of an individual
decides whether or not they are subject to an intervention. This typically takes two values:
‘treatment’ or ‘control’. In most randomized experiments, the experimenter has explicit control
over how to randomize the treatment conditions, and generally individuals are assigned
independently. Meanwhile, the exposure condition of an individual determines how they
experience the intervention in full conjunction with how the world experiences the intervention.
Without the stable unit treatment value assumption, at worst each of the 2" possible values of z
define a distinct exposure condition for each user. Aronow and Samii call this “arbitrary
exposure” [ref. 2], and there would be no tractable way to analyze experiments under arbitrary
exposure.

[48] Consider the potential outcomes for user i. In the “arbitrary exposure” case, Y; (2 )
is completely different for every possible Z. This means that we will never be able to observe
Y. (2’) for either Z=1 or Z=0 without putting all users into the treatment or control universes.
Thus, to make progress on estimating the average treatment effect under any other conditions, we
require further assumptions. We do this here by assuming that multiple treatment vectors zZ may
map to the same potential outcomes: essentially, as long as treatment vectors z and z' are
“similar enough” from the perspective of a node i, in a sense to be made precise below, then i
will have the same response under z and z'.

[49] Specifically, let o; be the set of all assignment vectors Z for which i experiences

outcome y . We refer to o, as an exposure condition for i; essentially, o; consists of a set of

assignment vectors that are “indistinguishable” from i’s point of view, in that their effects on i

are the same. Our interest is in the particular exposure conditions o, and o, , which we define to
be the sets that contain Z=1 and Z=0 respectively. In this way, we are assuming that for all
7 eol,wehave ¥, (Z = 7) = YZ.(Z :I) ,and for all 7, € &°, we have ¥, (Z :ZO):YZ.(Z :6) :
Note that it is possible that Z=1 and Z=0 belong to the same exposure condition and that

o, = o, which corresponds to a treatment that has no effects. (If this strikes the reader as too
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restrictive a definition of “exposure condition”, consider instead partitioning the space of
potential outcomes (rather that partitioning the space of assignment vectors) using small e—
sized bins, and define the “exposure conditions” as all assignment vectors that produce a

potential outcome in that e— bin. In cases where no other potential outcomes correspond to the

outcomes for z=0, or Z=1 it may be more appropriate to manage bias using € distances on

potential outcomes this way.)

[S0] We define an exposure model for user i as a set of exposure conditions that
completely partition the possible assignment vectors z . The set of all models, across all users, is
the exposure model for an experiment. For our purposes though, it is unnecessary to entirely

specify an exposure model, since we are only trying to determine the average treatment effect
between the extreme universes. We primarily care about the exposure conditions &, and o) for
which each user i experiences exposure to the treatment or control universe. (If one was to
assume functional relationships between the potential outcomes in different exposure conditions

then other exposure conditions besides o, and &) could become more relevant.)

[51]  Of course, the true exposure conditions &, and & for each user are not known to
the experimenter a priori, and analyzing the results of an experiment requires choosing such
conditions in our framework. If poor exposure conditions are chosen by the experimenter, users
may respond in ways that do not correspond to Z=1 and Z=0 and bias may be introduced into
the calculation of the average treatment effect. The magnitude of this bias depends on how close
the outcomes actually observed are to the outcomes at z=1 and Z=0 that we wanted to
observe. It may even be favorable to allow such bias in order to lower variance in the results of

the experiment.

Neighborhood Exposure

[S2] In particular embodiments, social-networking system 160 may identify clusters
such that they are exposed to a variety of exposure conditions. Any suitable exposure condition
may be used. In particular, we focus primarily on local exposure conditions, where two

assignments are indistinguishable to i if they agree in the immediate graph neighborhood of i.
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We consider absolute and fractional conditions on the number of treated neighbors. Note we are
not necessarily asserting that these possible exposure conditions are the actual exposure
conditions with respect to the actual potential outcomes in an experiment, but rather that they
provide useful abstractions for the analysis of an experiment, where again the degree of bias
introduced depends on how well the exposure conditions approximate belonging to the
counterfactual universes. As an example and not by way of limitation, social-networking system
160 may define clusters such that, for each clusters, the network exposure of the nodes in the
cluster is full neighborhood exposure. In full neighborhood exposure, node i experiences full
neighborhood exposure to a treatment condition if i and all i’s neighbors receive that treatment
condition. As another example and not by way of limitation, social-networking system 160 may
define clusters such that, for each clusters, the network exposure of the nodes in the cluster is
absolute k-neighborhood exposure. In absolute k-neighborhood exposure, node i of degree d,

where d > k, experiences absolute k-neighborhood exposure to a treatment condition if i and
>k neighbors of i receive that treatment condition. As yet another example and not by way of

limitation, social-networking system 160 may define clusters such that, for each clusters, the
network exposure of the nodes in the cluster is fractional g-neighborhood exposure. In fractional
g-neighborhood exposure node i of degree d experiences fractional g-neighborhood exposure to a

treatment condition if / and > gd neighbors of i receive that treatment condition. The k-absolute

and g-fractional neighborhood exposures may be considered relaxations of the full neighborhood
exposure for node 7 in that they require fewer neighbors of i to have a fixed treatment condition
for i to be considered as belonging to that exposure condition. In fact, the set of assignment
vectors that correspond to k-absolute and g-fractional neighborhood exposures are each nested
under the parameters & and ¢ respectively. Increasing & or ¢ decreases the set of assignment
vectors until reaching full neighborhood exposure for node i. Although this disclosure describes
particular exposure conditions, this disclosure contemplates any suitable exposure conditions.
[S3] It is natural to consider heterogencous values & or ¢ — values that differ for each
user — but we limit our discussion to exposure conditions that are homogeneous across users as

much as possible. We may incorporate a mild heterogeneity in the definition of k-neighborhood



WO 2015/006180 PCT/US2014/045516
24

exposure when nodes have degree d>k; for these nodes we consider full neighborhood

exposure instead. Fractional exposure does not require this adjustment.

Core Exposure

[S4]  Full neighborhood exposure is clearly only an approximation of full immersion in
a universe. Beyond local exposure conditions, we also consider exposure condition with global
dependence. As one approach, consider individuals as exposed to a treatment only if they are
sufficiently surrounded by sufficiently many treated neighbors who are in turn also surrounded
by sufficiently many treated neighbors, and so on. This recursive definition may initially appear
intractable, but such recursive exposure may in fact be characterized precisely by analyzing the
k-core — and more generally the heterogeneous k-core — on the induced graph of treatment and

control individuals. The k-core of a graph G = (V,E) is the maximal subgraph of G in which all

nodes have degree at least & [ref. 4]. Similarly, the heterogeneous i-core of a graph G =(V,E),
parameterized by a vector k = (kl,...,k|V| ), is the maximal subgraph H = (V',E’) of G in which
cach node v, e V' has degree at least k; [ref. 5]. Similarly, the fractional q-core is the maximal
subgraph H =(V',E") of G=(V,E) in which each node v, € '’ is connected to at least a
fraction q of the nodes it was connected to in G. Thus, for all v, € V', deg,, (v,)> g deg,(v,).
Equivalently, if d; is the degrees of node i, the fractional q-core is the heterogeneous i-core of G
for k = (qdl,...,gd|V|).

[S5] Since the heterogeneous i-core is a well-defined object, so is the fractional g-core.
Using this definition, we now define exposure conditions that are all stricter versions of
corresponding earlier neighborhood conditions. As an example and not by way of limitation,
social-networking system 160 may define clusters such that, for each clusters, the network
exposure of the nodes in the cluster is component exposure. In component exposure node i
experiences component exposure to a treatment condition if i and all of the nodes in its
connected component receive that treatment condition. As another example and not by way of
limitation, social-networking system 160 may define clusters such that, for each clusters, the

network exposure of the nodes in the cluster is absolute k-core exposure. In absolute k-core
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exposure node i/ with degree d > k experiences absolute A-core exposure to a treatment condition
if i belongs to the i-core of the graph G[V’], the subgraph of G induced on the nodes ¥ that

receive that treatment condition. As another example and not by way of limitation, social-
networking system 160 may define clusters such that, for each clusters, the network exposure of
the nodes in the cluster is fractional g-core exposure. In fractional g-core exposure node i
experiences fractional g-core exposure to a treatment condition if i belongs to the fractional g-

core of the graph G[V’], the subgraph of G induced on the nodes V' that receive that treatment

condition. Component exposure is perhaps the strongest requirement for network exposure
imaginable, and it is only feasible if the interference graph being studied is comprised of many
disconnected components. We include it here specifically to note that the fractional g-core
exposure for g = 1 reduces to component exposure. Again like the neighborhood exposure case,
absolute core exposure requires heterogeneity in & across users for it to be a useful condition for
all users. A parsimonious solution analogous to the solution for A-neighborhood exposure may be
to consider heterogencous max(degree, k)-core exposure. Fractional g-core exposure, like
fractional q-neighborhood exposure, is again free from these parsimony problems.

[S6] Core exposure conditions are strictly stronger than the associated neighborhood
exposure conditions above. In fact, every assignment vector in which a node i would be
component or core exposed corresponds to neighborhood exposure, but not vice versa. So the
assignment vectors of core and component exposure are entirely contained in those of the

associated neighborhood exposure.

Other Exposure Conditions.

[S7] Other exposure conditions may prove relevant to particular applications. In
particular, we draw attention to the intermediate concept of placing absolute or fractional
conditions on the population of nodes within %z hops, where 4 = 1 is the neighborhood exposure
conditions above. As an example and not by way of limitation, social-networking system 160
may define clusters such that, for each clusters, the network exposure of the nodes in the cluster
is such that a threshold fraction of nodes within a threshold degree of separation of i are exposed

to the treatment. We also note that on social networks with very high degree, for many
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applications it may be more relevant to define the exposure conditions in terms of a lower degree

network that considers only stronger ties.

Randomization and Estimation

[S8] In particular embodiments, social-networking system 160 may provide a
treatment to a first set of users corresponding to a first set of clusters. The treatment may be, for
example, a particular advertisement, product, feature, experience, other suitable treatment, or any
combination thereof. The treatment may be provided via the online social network or via a third-
party system 170. Social-networking system 160 may then determine a treatment effect of the
treatment on the users of the first set of users. Using the concept of network exposure, we may
now consider estimating the average treatment effect r between the two counterfactual
universes using a randomized experiment. Recall that z is the treatment assignment vector of an
experiment. To randomize the experiment, let Z be drawn from Z, a random vector that takes
values on {0, 1}", the range of Z . The distribution of Z over {0, 1}" given by Pr(Z = Z) is what

defines our randomization scheme, and it is also exactly what determines the relevant

probabilities of network exposure. For a user i, Pr(Z e o)) is the probability of network

exposure to treatment and Pr(Z € o)) is the probability of network exposure to control. In

general, these probabilities will be different for each user and each treatment condition, and
knowing these probabilities makes it possible to correct for allocation bias during randomization.
In particular, it becomes possible to use the Horvitz-Thompson estimator, 7, to obtain an
unbiased estimate of 7, here given by:

L@z ea] v@Nzeo]
e = Z[ Pr(Z e o)) Pr(Z € o))

], (eq. 2)

noig

where 1[x] is the indicator function. Assuming the probabilities are positive, the expectation over
Z gives 7, though note that this does assume that the exposure conditions are not misspecified.
In particular embodiments, social-networking system 160 may provide the treatment to a second
set of users corresponding to a second set of clusters. The processed described herein may then
be repeated as necessary until the treatment has been provided to all users of the online social

network. In this way, a advertisement, feature, or product may be rolled-out out to users of the
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online social network in a network-aware manner such that each cluster of users receiving the
treatment experiences the treatment such that the user in a treatment group feels as if the
treatment has effectively been provided to the entire social network when in fact it has really
only been provided to a particular set of users. In particular embodiments, after the treatment
effect has been determined for the first set of users, social-networking system 160 may modify
the treatment based on the determined treatment effect of the treatment on the users of the first
set of users. The advertisement, feature, or product may be modified based on the determined
treatment effect to, for example, optimize a user’s interactions or experience with the treatment.
The modified treatment may then be provided to an additional set of users, and successively
modified and rolled-out to additional users until, for example, it has been sufficiently improved
and can be launched to the entire online social network. Although this disclosure describes
providing a treatment and determining treatment effects in a particular manner, this disclosure
contemplates providing a treatment or determining treatment effects in any suitable manner.
Furthermore, although this disclosure describes using particular estimators, this disclosure
contemplates using any suitable estimators.

[S9] As an example and not by way of limitation, let us examine the exposure
probabilities for the simplest network exposure condition, full neighborhood exposure, and under
the simplest randomization scheme — independent node randomization, in which each node is
independently assigned to treatment or control. If all nodes are treated independently with

probability p € (0,1) then the probability of full neighborhood exposure to treatment for a user i

of degree d; is simply given by Pr(Z e o})= p®*', and the probability of full neighborhood

d;+1

exposure to control is given by Pr(Z e o)) =(1- p)**". This highlights the main challenge of

network exposure: the chance that a node with high degree manages to reach full neighborhood
exposure, or anywhere near it, may be exponentially small in d;. Intuitively, such small exposure
probabilities will dramatically increase the variance of the Horvitz-Thompson estimator, and it
indicates the necessity of using more intelligent randomization.

[60] To reduce the variance of this Horvitz-Thompson estimator, we introduce a
general graph cluster randomization approach, creating graph clusters and randomizing

assignment at the cluster level rather than at the node level, with clusters assigned independently.
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Connected nodes will then be assigned to the same treatment condition more often than would
happen with independent assignment, increasing the expected number of users who are network
exposed to a condition at the cost of increased correlations between users’ exposure conditions.
[61] Let the nodes be partitioned into 7. clusters C,,...,C, . Let N, V' denote the
neighbors of 7 in the graph G, and let S, = {C S UN)NC; = O} denote the set of clusters that
contain 7 or a neighbor of i; we call S; the set of clusters to which i is connected. Using this

notation, we will now examine the probabilities of different network exposures.

Exposure Probabilities

[62] As an example and not by way of limitation, for the full neighborhood exposure
Is:|

condition, the probability of network exposure to treatment simply becomes PT(Z € O'O) =p

|5

and to control becomes PT(Z € O'l.l) = (l - p) . We now show that computing the exposure

probabilities for absolute and fractional neighborhood exposure conditions is tractable as well.
[63] Consider the challenge of computing the probability that node i with degree d; is
treated and more than & of its neighboring nodes are treated under cluster randomization. This

applies when considering both absolute and fractional neighborhood exposures. First, let us

reindex the clusters such that if 7 is connected to |Sl| = s clusters, 7 itself resides on cluster s, and
we let j=1,...,5 —1 denote the other connected clusters. Let w, w;, be the number of

connections i has to each cluster, and let the Bernoulli(p) random variables X}, ..., X5 denote the

independent coin tosses associated with each cluster. Then:
PT[Z S 0'1] -Pr[x, =1] Prle_jwinj >k —w, J,

PT[Z € O'Z.O]ZPT[XS = 0]-PT|Z§11WZ-]-X]- <d, —k] '

Here the random quantity Zj w, X, obeys a weighted equivalent of a Poisson-binomial

distribution, and the probabilities in question may be computed explicitly using a dynamic

program defined by the following recursion

PTIZj_leij ZTJZ pPTIijwl.ij >T-— WisJJF(l_P)PTIZ:Winj > Tl
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Note that 7' is bounded by the maximum node degree d,.., making this a polynomial time
dynamic program with runtime O(d___s).

[64] The probability that node i is treated and > k& neighboring nodes are treated under
independent cluster randomization is given by:

Pz‘[Z IS GZ.I]Z pf(s—l, k-w,, p, vT/),

where:

f(la T, p, wi): pl[T < Wz'l]’
fU T pow)=pf -1 T—wy p, )+ (- p)f(G-1.T; p, w,).

The probability that node 7 is in control and > k& neighboring nodes are in control under

independent cluster randomization is given by:
Prlz eo!|=(1-p)i- flls—1.d, - k+1; p,w).

Recall that these partial neighborhood exposure conditions (absolute and fractional) are nested.
In fact, for a given node 7 the recursion may be used to derive the probability for every possible
threshold value under consideration in a single O(dyuqxs) double for-loop. Such a computation in
fact returns the probability distribution over the exposure space for each individual.

[65] FIG. 4 illustrates example probability distributions. The probability distribution

over the exposure space for a single individual, where the exposure conditions o and o) are

shown in yellow for both (a) an i.i.d. node randomization and (b) an ideal cluster randomization,
where the probability mass is collected at exposure conditions of interest. Although FIG. 4
illustrates and this disclosure describes particular probability distributions, this disclosure
contemplates any suitable probability distributions.

[66] The dynamic program above only provides a means of exactly computing
exposure probabilities for absolute and fractional neighborhood exposure conditions.
Unfortunately, how to efficiently compute the exact probability of k-core and fractional q-core
exposure conditions is unclear, but recall that these exposure conditions were formally nested
subsets of the corresponding neighborhood exposure conditions. This at least allows us to upper

bound the core exposure probabilities, and we formalize this connection via the following
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proposition. Because we are generally concerned about exposure probabilities being too small,
this upper bound may be useful in identifying nodes with problematically small probabilities
already under neighborhood exposure.
[67] The probability node i is network exposed to a treatment condition under core
exposure is less than or equal to the probability under the analogous neighborhood exposure:
Pz'(Z € al."|k —core) < Pz'(Z eo k- nhood),
Pz'(Z € al."|fracq - core) < Pz'(Z € Gl."|fracq - nhood),

It is possible that a useful direct estimate of the core exposure probabilities may be obtained via

Monte Carlo sampling of the randomization, but we do not explore that possibility here.

Estimator variance

[68] The variance of the Horvitz-Thompson estimator under interference has been
studied by Aronow and Samii [ref. 2], where they also present several variance reduction
schemes. Estimating the variance under their approach requires knowledge of joint exposure
conditions, the joint probability that node i is network exposed to treatment/control and node j is
network exposed to treatment/control. This is the probability that the random vector Z is in the
exposure condition for node i and for node j simultaneously, i.e. Pr(Z S (o'l.l No, )) for joint
network exposure to treatment. If one is interested in computing the variance of the estimator
analytically then there is nothing fundamentally different about this probability computation
when compared to the single node exposure probability, aside from the fact that the intersection
of the two sets may be empty.

[69] The variance of the effect estimator where
7'(2)=~ Y2z c ot ]pelz < 07,
n-;

is given by:

Var[£(2)] = [Var|7(2)]+ Var|F° (2)) - 2¢ov[7 ' (2), 7°(2))] (eq. 3).
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Assuming the exposure conditions are properly specified, namely assuming that Y,(Z) is
constant for all Z € o;', we may introduce the notation Y,(o; =Y,(Z € o; ). Using the further

notation 7z; = Pr[Z € o; ] and 7r"y = Pr[Z c ( UO']“‘.V ) we obtain

Var[?x(Z)]:nlz P Ty (o7) +ZZ — ; Y)Y, (6], (eq.4)

i=1 i i=l j=1 z
j#l

and

1 n_n
2

Col(2),7°(2)|= ZZ g z(a NACHE ZY(O' (%) | (cq. 5)

i=l j=1
j#l

[70] The above expressions make it evident that the variance is very tightly controlled

by the probabilities of exposure, and in order to upper bound the variance we will require lower
bounds on the probabilities 7;” and also upper bounds on the joint probabilities ;" for all node
pairs and all combinations of x and y. For neighborhood exposure, we may now write basic
sufficient conditions under which the variance of the estimator is asymptotically O(1/#) in n for

graph cluster randomization.

[71]  Assume the potential outcomes Y(') are all O(1) in n. If G has maximum degree
O(1) and the size of each cluster is O(1), then the variance of the Horvitz-Thompson estimator
for full, k-neighborhood, and ¢-fractional neighborhood exposure under graph cluster

randomization is O(1/n). Assume G has maximum degree O(1) and the size of each cluster is

O(1). All of the single sums are clearly O(n):7; is O(1) since all nodes have bounded degree.

For the double sums, note that z;" =x/7; if and only if / and j have no common cluster

neighbors,

=0. Whenever ‘S NS, ‘> 0,7; >n'n; for full, k-neighborhood, and g-

fractional neighborhood exposure. Further, ﬂ;.O < 7rl.17r]9 if |Sl. NS j| >0 and ﬂ;.O = 7rl.17r]9

otherwise. So the terms of the double sums are zero whenever 7z, = 7,7, and when the terms are

not zero (ISZ. NS j| > O), they are all positive and bounded above O(1) due to the bounded
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degrees. We now bound the number of nodes j for which (ISZ. NS j| > O). Node i at most connects

to O(1) clusters and therefore |Sl.| =0(). For all CeS,, we have that QSi NS j| > O) for any

j € C and for any node j that is adjacent to a node in cluster C. Both of these contributions are

O(1), giving an O(1) contribution of nodes for each C € S, . Since there are O(1) such clusters,
this is still O(1) nodes j in total for node i such that QSi NS j| > O). Thus for each node, at most

O(1) of the terms in the double sum are positive, making the total variance O(1/n).

Variance on Restricted-Growth Graphs

[72] In particular embodiments, social-networking system 160 may measure average
treatment effects under interference on large-scale graphs using a randomization scheme capable
of containing the estimator variance for high-degree nodes. Any graph satisfying restricted-
growth conditions admits a clustering that may produce an unbiased effect estimate that is both
O(1/r) and linear in the degrees of the graph. In contrast, with less careful clustering, it is casy
for the variance to grow exponentially in the degrees. Let us first define restricted-growth graphs.

Let B.(v) be the set of nodes within » hops of a node v. A G=(V,E) is a restricted-growth

graph if for all nodes veV and all » >0, we have

B, ()| <k

B, (v)|. As mentioned in the

introduction, graphs derived from a uniform density embedding in a Euclidean space of
dimension m exhibit restricted growth, with growth constant £+ 2" independent of degree. To
develop intuition for the restricted-growth assumption, we first analyze the variance using graph
cluster randomization on a family of particularly tractable restricted-growth graphs, ith powers
of the cycle. We follow this analysis by proving bounds on the variance for general restricted-
growth graphs. Although this disclosure describes measuring treatment effects in a particular

manner, this disclosure contemplates measuring treatment effects in any suitable manner.

Cycle and powers of the cvcle examples

[73] As an example and not by way of limitation, first we will consider a simple graph

consisting of a single cycle with #» nodes. For this graph, we consider the full neighborhood

exposure model, where we are interested in the average treatment effect between o), when a
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node is treated and both of their neighbors are treated, and O'l-l , when a node is not treated and
neither of their neighbors are treated. For the fixed responses of the nodes to treatment and

control, we assume that all nodes uniformly respond Y,(c})=Y to network exposure to the
treatment and Y,(o}) =0 to network exposure to the control. The cycle graph clearly admits an

intuitively obvious clustering using the cycle structure, with contiguous blocks of ¢ nodes
randomized together. As a last assumption, assume that clusters are selected under a balanced
randomization with p = 1/2. Our goal is to determine how the variance of the Horvitz-Thompson
average treatment effect estimator depends on the size ¢ of these clusters. For this basic
combination of graph, exposure condition, responses, and clustering, one may derive the
asymptotic variance exactly.

[74] Consider the variance presented in (eq. 3) above. Since all nodes respond zero to

the control condition in our example, as long as the exposure probability for the control condition
is strictly positive then both Var(Y (0,)) and Cov(Y (o)), Y (o,)) are zero. Since our calculations
will rely only on probabilities 7z; for the exposure to treatment condition, we omit the

superscript. The variance is then:

i)~ 2 i[——l}zz(

i=l i=l j=1

lj , (eq.6)

Notice that the terms of the double sum are only non-zero for node pairs where 7, # 7,7 ;.

[75]  First, consider the case of each node being its own cluster. The probability of
being exposed and both of one’s neighbors being exposed is equal to the probability of seeing
three independent coins come up heads. When the randomization is balanced (e.g., p = 1/2), we

obtain 7, =1/8,Vi. Note that the co-assignment probabilities depend on whether nodes 7 and |
are neighbors or share a neighbor. From this we derive 7, =1/16 if |z - ]| =1l and 7, =1/32 if
|z' - j| =2, and if |z' - j| >2, the probabilities are independent. We obtain

Var(#(2))=(15/2)Y "L+ 0(1/n”.



WO 2015/006180 PCT/US2014/045516
34

[76] Now, consider randomizing blocks of ¢ > 2 nodes, where ¢ does not depend on .
We consider a single one of the equivalent cyclically shifted possibilities. The calculation
requires handling ¢ =2 and ¢ > 3 separately, but the expression for ¢ > 3 as a function of ¢ holds

for ¢ = 2 as well, so we omit the special case for brevity. The variance calculation depends on

distance A = |z' - j| upto A=c+1, and for ¢ >3 this evaluates to:

v?2 c=2
Var[f(Z)]:Y—2 [n+4—nj+2—n(c+2)+2—n2(c—k+2)+2—n3+2—n2+ 2n +O[ ! j
n C C

2

C C = C C n
%f_/ M ! M d A d
A=1 l<A<c1 A=c-1 A=c A=c+1

This reduces to Var(£(Z)) = (5 +2+2)Y 2L+ O(1/n*), which holds for all ¢ >2.

[77] FIG. 5 illustrates an example cycle graph and variance calculation plots.
Combining the calculations described above, the asymptotic variance of the estimator for all ¢ is
plotted in FIG. 5. The variance is minimized when randomizing clusters of size ¢ = 3, which
corresponds exactly to the size of neighborhoods on the simple cycle. The cycle graph, (a) where
nodes respond Y to treatment and 0 to control, shown clustered in groups of ¢ =2 nodes. (b)
Asymptotic variance of the estimator for this graph as a function of the number of nodes per
cluster, normalized by estimator variance for ¢ =1 nodes per cluster. (¢) Simulated variance of

the estimator for Ath powers of the cycle graph for £ =1,...,5 as a function of the number of

nodes per cluster. For each k the variance for cluster size ¢ =2k+1 grows linearly in &.
Although FIG. 5 illustrates and this disclosure describes particular graphs and variance
calculations, this disclosure contemplates any suitable graphs and variance calculations.

[78] To build upon this observation, we now examine the simulated variance for
higher degree extensions of the cycle, the so-called kth power of the cycle, where analytic
derivation is already unwieldy. Thus, we use a simulation of the cluster randomization procedure
to examine how the variance of the effect size estimator depends on the cluster size for these
higher degree graphs.

[79] The ith power of a cycle graph consists of a cycle where each node is connected
to the k& nearest neighbors on each side, yielding a regular graph where all nodes have degree

d =2k . By sampling one million cluster randomizations on graphs with n = 5000 nodes, we may
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compute the sample variance of the estimator across these samples. The results are shown in
FIG. 5, for £ = 1 through £ = 5. The simulations for £ = 1 agree precisely with the overlaid
asymptotic calculations.

[80] The optimal cluster size ¢ appears to scale approximately linearly in degree, and
the variance at the optimal clustering size, the minimum value of each curve as k increases,
appears to scale linearly in . While the exact variance as a function of cluster size ¢ is unwieldy
to derive, we are able to provide the following upper bound, showing how the variance of the
estimator for clusters of size ¢ =d +1 scales linearly in the degree d of the graph. This suggests
that one should treat contiguous blocks of the cycle attuned to the size of the neighborhood of the
nodes.

[81] When deriving this upper bound, it is no longer necessary to assume a uniform

response Yl.(o-l.l): Y and instead we simply assume that the responses are upper bounded by
some value Yl.(O'l.1 )S Y, .
[82] When clusters have size ¢ =d +1, each node may be connected to at most 2

clusters, meaning that 1/ z, <1/ p* for all i. So

7T

Var[f(Z)]Si—A; Zn: (P72—1)+anzn:(

i=1 j=1 72'1'72']'
Jj#l

~1|.

Now each node has a non-independent joint assignment probability (such that 7z, # 7,7 ;) with

at most 3d +1 other nodes: up to 2d +1 other nodes when they are adjacent to two clusters, the
d/2 to the left of the left cluster, and the d/2 to the right of the right cluster. The joint assignment

probability 7, is at most P, since two nodes may not both be at the center of a cluster. For each

i, the sum indexed by j then may be bounded, producing:
Var[¢(2)|< Y (p~ —1)(3d + 2)l .
n
[83] This result tells us that it is possible to experimentally measure network effects on

a cycle graph of very high degree d with a variance that is only linear in d, provided that the

nodes are clustered in contiguous blocks of d +1 nodes. We now show how this strategy of
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bounding the variance applies to a much more general class of graphs, using a clustering

algorithm that does not require knowledge of any geometric structure.

Clustering restricted-growth graphs

[84] We now begin developing the main result of this section, a cluster randomization
scheme for the class of restricted-growth graphs. The first component is a clustering algorithm
for such graphs in which each node is connected to at most a constant number of clusters,
independent of the degree of the node. This will then imply that the variance on any restricted-
growth graph may be upper bounded by a function linear in the degree. Our clustering shows that
the nice decomposition of the cycle by contiguous regions may be generalized to arbitrary graphs
in our class. In other words, the geometry isn’t crucial; the restricted-growth property is enough.

[85] Consider a restricted-growth graph G = (V, E); we will present the case in which
G is d-regular, but as we note below, the regularity may be relaxed to arbitrary degree
distributions at the cost of a weaker but still constant bound on the number of connected clusters.

[86] Recall that the restricted-growth condition says there exists x so that for all v and

all >0, we have |B_, (v)| < k|Br (v)| . Importantly, 7 = 0 is different: B, (v) is the singleton set

{v}, while B,(v) is the neighborhood of v and hence has size d + 1. Thus |Bl (v) /|B0 (v)| =d+1,

potentially much larger than the bound of x on the ratio

B, (v)| /|Br (v)| for r > 0. This is the

crux of the restricted-growth condition: from radius 0 to 1 we have unrestricted growth (a factor
of d + 1), but then the growth slows to factors of & which may be bounded separately from d.
[87] In the language of metric spaces, we will cluster the graph using a 3-net for the
shortest-path metric of G [ref. 8]. Formally, in a metric space X, an 7 -net ¥ < X is a collection
of points that are mutually at distance at least r from each other, but the union of all their 7 -balls

covers the space, X c U _, B.(y). Accordingly, we call our construction a 3-net clustering of the

yey
graph. To build a 3-net clustering, we will iteratively identify nodes v,,v,,..., ‘marking’ nodes
as we do this. Afterwards we will identify clusters Ci, C,, ... to go with these nodes. More
explicitly, we perform the following procedure consisting of two principle stages:

e Initially all nodes are unmarked.
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e While there are unmarked nodes, in step j find an arbitrary unmarked node v, selecting v
to be node v; and marking all nodes in B, (v ; )

e Suppose k such nodes are defined, and let S = {v_v, ..., v, }.

e For every node w of G, assign w to the closest node v, € S,, breaking ties consistently
(e.g. in order of lowest index).

e Forevery v,, let C; be the set of all nodes assigned to v, .

[88] The sets C, C, are then our 3-net clustering. The key property of this clustering

is the following result, which establishes that each node is connected to a number of clusters that
may be bounded by a function of k, independent of the degree. As an example and not by way of

limitation, consider any 3-net clustering of a graph G =(V,E). For all w € V', the neighborhood
B, (w) has a non-empty intersection with at most x> distinct clusters. We first claim that for all
v, € §, we have. Indeed, consider any node w # v, in C;. We have w ¢ §, since otherwise w

would belong to the cluster identified with itself. Now, consider the iteration i/ in which w was

marked; we have w € B,(v,). Since we C , and it is assigned to the closest node in S, it follows
that w € B,(v,). Thus C, cB, (v,). Next, we claim that for all vy, €S, the sets B (v,) and
B, (v j) are disjoint. Suppose by way of contradiction that B, (v j) # @ It would follow that

v;, v, € S and vice versa. But then if we consider the node among v; and v; that was added to S

first, the other of v; and v; would have been marked in that iteration, and hence it could not have

been added to S as well. This contradiction establishes that B, (v,) and B, (v j) are disjoint. To
complete the proof, suppose by way of contradiction that B, (w) has a non-empty intersection
with more than x° distinct clusters: for some ¢ > «, let u,,u,,...,u, be distinct nodes in B, (w)
and v, ,...,v, be distinct nodes in § such that u, € C, forh=1, 2, ..., . Since C;, € B, (vl.h ),
and C, contains a node adjacent to w (or contains w itself), we have v, € B, (w), and hence

B, (vih ) c B, (w). The neighborhoods B, (vl.l ),B1 (vl.z ),...,B1 (vl.h ) are all pairwise disjoint as argued
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above, and they are all contained in B, (w) , which implies that ‘B 4 (w)( > t(d + l) > K (d + 1). But

applying the bounded growth inequality |B (w)| <«kl|B, (w)| three times we have

r+l

|B4 (w)| < K3(d +l), a contradiction. This establishes that B, (W) may have a non-empty

intersection with at most x° distinct clusters.

[89] The above result is formulated for d-regular graphs. But in fact one may show a
weaker bound depending only on x, even for arbitrary restricted-growth graphs, without any
requirement on the degrees. This weaker bound of x° may be established by observing that any
restricted-growth graph exhibits a “bounded gradient” on the node degrees, whereby nodes that
are near each other in the graph must have similar degrees. Combining this fact with previous

leads to the desired bound.

Variance bounds

[90] We now apply the above results to bound the variance of the effect estimator 7 .
In the following section, assume that all responses obey upper bounds and positive lower bounds,
Y e [Ym,Y M] for both exposure to treatment and control, x =0,1. The reason for the positive
lower bounds is that without them the users could all be responding zero to all treatments,
making the variance zero regardless of the treatment scheme. We also assume the randomization
probability p is not degenerate, i.e. p € (0,1). We present the results for d-regular graphs to keep
expressions manageable, but analogous results may be derived for arbitrary degrees.

[91] We first establish an exponential lower bound for the variance under node-level
randomization, and then we show a contrasting linear upper bound for the variance under our 3-
net cluster randomization scheme. As an example and not by way of limitation, assume the
variance of the Horvitz-Thompson estimator under full neighborhood exposure for node
randomization of a graph with » nodes is lower bounded by an exponential function in the degree
d of the graph, Var[t(Z)]>00/n)(p “ ™ +(1— p) P —1). The joint assignment probabilities
for two nodes having the same exposure is at least the product of their individual probabilities,

w2 x; for x =0,1. Thus the double sum in (eq. 4) is non-negative. Similarly, for opposing

exposure conditions, we have 7 <rz/z} for x # y, which makes (eq. 5) a non-negative
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contribution to (eq. 3). We focus our lower bound on the main term of (eq. 4). Inputting the

1 d+l1

probabilities 7z} = p*™ and 7, = (1- p)*" and lower bounding responses gives us the desired

result:

VCZI"[TA(Z)] > i2|:i£i1 _ IJ(YZI )2 i Z”:[LO _ 1]( io )2:| > Y_nf(pf(dﬂ) + (1 _ p)—(d+1) _ 2)
n

n” | =\ T, =\ TT;

[92] For graphs with arbitrary degree distributions, this bound becomes
Var[#(Z)]> 01/ n)z:j:l (pf(df“) +(1—p) D —2), which is exponential in the degree of each

node, meaning that even a single high degree nodes may easily explode the variance.

[93] We now turn to our linear upper bound for growth-restricted graphs when using
our 3-net clustering. As an example and not by way of limitation, assume the variance of the
Horvitz-Thompson estimator under full, g-fractional, or k-absolute neighborhood exposure for a
3-net cluster randomization o f a restricted-growth graph is upper bounded by a function linear in

the degree d of the graph. Recall that the variance of the estimator is given by:
Var(¢#(2)) = Var(f 1)+ Var(f 0 )— 2C0v(f LY 0). We begin by upper bounding the variance of
Y(Z), and the upper bound for Y°(Z) follows the same principle. We conclude by bounding

the covariance term. Each node is connected to at most x° clusters. Thus we have the lower

bound 7} > p~«*, for both full and fractional neighborhood exposure:

\ Y2 1 n o (o
Var[yl(z)]sn—f‘; '{pwé —1}2}21:{”;;} —1} .
J#i

For each node i, the inner of the two sums is only nonzero at those nodes j for which the
assignments are dependent. If the assignments for i and j are dependent, then they must each
have neighbors in the same cluster Cj, associated with a node v, in the set of cluster centers.

Since we previously established that C, = B, (v, ), it follows that i and j are each within distance

3 of v, and hence within distance 6 of each other. Thus, any j whose assignment is dependent on

i’s must lie within B, (z'), and so by the restricted-growth condition, there may be at most
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|B )| <K |B (z)| >(d +1) such nodes j. Thus the sum over such j has at most x>(d +1) terms.

Also, 7[; < p applies, since the two nodes must depend on at least one cluster. We obtain:
. 1
varl' (2)|< 2 (07 7 )-1)+ & (@ + 1)(pr (- 260 —1)) 1))~
n
[94] Now, consider the contribution of the covariance term to the variance,
—2C0v(f LY 0), a positive quantity. Starting from (eq. 5), we apply the upper bound for the
responses Y, to obtain:

_2con]?'(2).9°(2)) < - 2YZZH:ZH:£ il ] 2

i=1 j=1 n
J#i

As with the previous analogous expression, for each i the inner sum is non-zero for at most
k’(d+1)other nodes j. For the remaining terms, the quantity — (7250 / (72} 72;))— 1) is trivially upper

bounded by 1. Thus we obtain:
2
“2co|p (2)70(2)]< 2 et (a1 1)+ 1),
n

Combining the upper bounds, we obtain a total upper bound that is linear in degree, as desired.

[95]  The restricted-growth condition we used was derived for regular graphs, but as we
noted carlier, for restricted-growth graphs with arbitrary degree distributions we may apply a
weaker but still constant bound on the cluster dependencies to obtain a variance bound that is
still linear in the degree.

[96] FIG. 6 illustrates an example method 600 for determining treatment effects. The
method may begin at step 610, where social-networking system 160 may access a social graph
200 comprising a plurality of nodes and a plurality of edges connecting the nodes. Each of the
edges between two of the nodes may represent a single degree of separation between them. The
plurality of nodes may correspond to a plurality of users associated with an online social
network, respectively. In particular embodiments, the plurality of nodes may correspond to a
plurality of users or concepts associated with the online social network, respectively. At step

620, social-networking system 160 may identify a plurality of clusters in the social graph using
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graph clustering. Each cluster may comprise a discrete set of nodes from the plurality of nodes.
A threshold number of nodes in each cluster may be network exposed with respect to the other
nodes in the cluster. At step 630, social-networking system 160 may provide a treatment to a first
set of user corresponding to a first set of clusters of the plurality of clusters. At step 640, social-
networking system 160 may determine a treatment effect of the treatment on the users of the first
set of users based on a network exposure to the treatment for each user. Particular embodiments
may repeat one or more steps of the method of FIG. 6, where appropriate. Although this
disclosure describes and illustrates particular steps of the method of FIG. 6 as occurring in a
particular order, this disclosure contemplates any suitable steps of the method of FIG. 6
occurring in any suitable order. Moreover, although this disclosure describes and illustrates an
example method for determining treatment effects including the particular steps of the method of
FIG. 6, this disclosure contemplates any suitable method for determining treatment effects
including any suitable steps, which may include all, some, or none of the steps of the method of
FIG. 6, where appropriate. Furthermore, although this disclosure describes and illustrates
particular components, devices, or systems carrying out particular steps of the method of FIG. 6,
this disclosure contemplates any suitable combination of any suitable components, devices, or

systems carrying out any suitable steps of the method of FIG. 6.
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Social Graph Affinity and Coefficient

[115] In particular embodiments, social-networking system 160 may determine the
social-graph affinity (which may be referred to herein as “affinity”’) of various social-graph
entities for each other. Affinity may represent the strength of a relationship or level of interest
between particular objects associated with the online social network, such as users, concepts,

content, actions, advertisements, other objects associated with the online social network, or any
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suitable combination thereof. Affinity may also be determined with respect to objects associated
with third-party systems 170 or other suitable systems. An overall affinity for a social-graph
entity for each user, subject matter, or type of content may be established. The overall affinity
may change based on continued monitoring of the actions or relationships associated with the
social-graph entity. Although this disclosure describes determining particular affinities in a
particular manner, this disclosure contemplates determining any suitable affinities in any suitable
manner.

[116] In particular embodiments, social-networking system 160 may measure or
quantify social-graph affinity using an affinity coefficient (which may be referred to herein as
“coefficient”). The coefficient may represent or quantify the strength of a relationship between
particular objects associated with the online social network. The coefficient may also represent a
probability or function that measures a predicted probability that a user will perform a particular
action based on the user’s interest in the action. In this way, a user’s future actions may be
predicted based on the user’s prior actions, where the coefficient may be calculated at least in
part a the history of the user’s actions. Coefficients may be used to predict any number of
actions, which may be within or outside of the online social network. As an example and not by
way of limitation, these actions may include various types of communications, such as sending
messages, posting content, or commenting on content; various types of a observation actions,
such as accessing or viewing profile pages, media, or other suitable content; various types of
coincidence information about two or more social-graph entities, such as being in the same
group, tagged in the same photograph, checked-in at the same location, or attending the same
event; or other suitable actions. Although this disclosure describes measuring affinity in a
particular manner, this disclosure contemplates measuring affinity in any suitable manner.

[117] In particular embodiments, social-networking system 160 may use a variety of
factors to calculate a coefficient. These factors may include, for example, user actions, types of
relationships between objects, location information, other suitable factors, or any combination
thereof. In particular embodiments, different factors may be weighted differently when
calculating the coefficient. The weights for each factor may be static or the weights may change
according to, for example, the user, the type of relationship, the type of action, the user’s

location, and so forth. Ratings for the factors may be combined according to their weights to
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determine an overall coefficient for the user. As an example and not by way of limitation,
particular user actions may be assigned both a rating and a weight while a relationship associated
with the particular user action is assigned a rating and a correlating weight (e.g., so the weights
total 100%). To calculate the coefficient of a user towards a particular object, the rating assigned
to the user’s actions may comprise, for example, 60% of the overall coefficient, while the
relationship between the user and the object may comprise 40% of the overall coefficient. In
particular embodiments, the social-networking system 160 may consider a variety of variables
when determining weights for various factors used to calculate a coefficient, such as, for
example, the time since information was accessed, decay factors, frequency of access,
relationship to information or relationship to the object about which information was accessed,
relationship to social-graph entities connected to the object, short- or long-term averages of user
actions, user feedback, other suitable variables, or any combination thereof. As an example and
not by way of limitation, a coefficient may include a decay factor that causes the strength of the
signal provided by particular actions to decay with time, such that more recent actions are more
relevant when calculating the coefficient. The ratings and weights may be continuously updated
based on continued tracking of the actions upon which the coefficient is based. Any type of
process or algorithm may be employed for assigning, combining, averaging, and so forth the
ratings for each factor and the weights assigned to the factors. In particular embodiments, social-
networking system 160 may determine coefficients using machine-learning algorithms trained on
historical actions and past user responses, or data farmed from users by exposing them to various
options and measuring responses. Although this disclosure describes calculating coefficients in a
particular manner, this disclosure contemplates calculating coefficients in any suitable manner.
[118] In particular embodiments, social-networking system 160 may calculate a
coefficient based on a user’s actions. Social-networking system 160 may monitor such actions on
the online social network, on a third-party system 170, on other suitable systems, or any
combination thercof. Any suitable type of user actions may be tracked or monitored. Typical user
actions include viewing profile pages, creating or posting content, interacting with content,
tagging or being tagged in images, joining groups, listing and confirming attendance at events,
checking-in at locations, liking particular pages, creating pages, and performing other tasks that

facilitate social action. In particular embodiments, social-networking system 160 may calculate a



WO 2015/006180 PCT/US2014/045516
45

coefficient based on the user’s actions with particular types of content. The content may be
associated with the online social network, a third-party system 170, or another suitable system.
The content may include users, profile pages, posts, news stories, headlines, instant messages,
chat room conversations, emails, advertisements, pictures, video, music, other suitable objects, or
any combination thereof. Social-networking system 160 may analyze a user’s actions to
determine whether one or more of the actions indicate an affinity for subject matter, content,
other users, and so forth. As an example and not by way of limitation, if a user may make
frequently posts content related to “coffee” or variants thereof, social-networking system 160
may determine the user has a high coefficient with respect to the concept “coffee”. Particular
actions or types of actions may be assigned a higher weight and/or rating than other actions,
which may affect the overall calculated coefficient. As an example and not by way of limitation,
if a first user emails a second user, the weight or the rating for the action may be higher than if
the first user simply views the user-profile page for the second user.

[119] In particular embodiments, social-networking system 160 may calculate a
coefficient based on the type of relationship between particular objects. Referencing the social
graph 200, social-networking system 160 may analyze the number and/or type of edges 206
connecting particular user nodes 202 and concept nodes 204 when calculating a coefficient. As
an example and not by way of limitation, user nodes 202 that are connected by a spouse-type
edge (representing that the two users are married) may be assigned a higher coefficient than a
user nodes 202 that are connected by a friend-type edge. In other words, depending upon the
weights assigned to the actions and relationships for the particular user, the overall affinity may
be determined to be higher for content about the user's spouse than for content about the user's
friend. In particular embodiments, the relationships a user has with another object may affect the
weights and/or the ratings of the user’s actions with respect to calculating the coefficient for that
object. As an example and not by way of limitation, if a user is tagged in first photo, but merely
likes a second photo, social-networking system 160 may determine that the user has a higher
coefficient with respect to the first photo than the second photo because having a tagged-in-type
relationship with content may be assigned a higher weight and/or rating than having a like-type
relationship with content. In particular embodiments, social-networking system 160 may

calculate a coefficient for a first user based on the relationship one or more second users have
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with a particular object. In other words, the connections and coefficients other users have with an
object may affect the first user’s coefficient for the object. As an example and not by way of
limitation, if a first user is connected to or has a high coefficient for one or more second users,
and those second users are connected to or have a high coefficient for a particular object, social-
networking system 160 may determine that the first user should also have a relatively high
coefficient for the particular object. In particular embodiments, the coefficient may be based on
the degree of separation between particular objects. The lower coefficient may represent the
decreasing likelihood that the first user will share an interest in content objects of the user that is
indirectly connected to the first user in the social graph 200. As an example and not by way of
limitation, social-graph entities that are closer in the social graph 200 (i.e., fewer degrees of
separation) may have a higher coefficient than entities that are further apart in the social graph
200.

[120] In particular embodiments, social-networking system 160 may calculate a
coefficient based on location information. Objects that are geographically closer to each other
may be considered to be more related or of more interest to each other than more distant objects.
In particular embodiments, the coefficient of a user towards a particular object may be based on
the proximity of the object’s location to a current location associated with the user (or the
location of a client system 130 of the user). A first user may be more interested in other users or
concepts that are closer to the first user. As an example and not by way of limitation, if a user is
one mile from an airport and two miles from a gas station, social-networking system 160 may
determine that the user has a higher coefficient for the airport than the gas station based on the
proximity of the airport to the user.

[121] In particular embodiments, social-networking system 160 may perform particular
actions with respect to a user based on coefficient information. Coefficients may be used to
predict whether a user will perform a particular action based on the user’s interest in the action.
A coefficient may be used when generating or presenting any type of objects to a user, such as
advertisements, search results, news stories, media, messages, notifications, or other suitable
objects. The coefficient may also be utilized to rank and order such objects, as appropriate. In
this way, social-networking system 160 may provide information that is relevant to user’s

interests and current circumstances, increasing the likelihood that they will find such information
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of interest. In particular embodiments, social-networking system 160 may generate content based
on coefficient information. Content objects may be provided or selected based on coefficients
specific to a user. As an example and not by way of limitation, the coefficient may be used to
generate media for the user, where the user may be presented with media for which the user has a
high overall coefficient with respect to the media object. As another example and not by way of
limitation, the coefficient may be used to generate advertisements for the user, where the user
may be presented with advertisements for which the user has a high overall coefficient with
respect to the advertised object. In particular embodiments, social-networking system 160 may
generate search results based on coefficient information. Search results for a particular user may
be scored or ranked based on the coefficient associated with the search results with respect to the
querying user. As an example and not by way of limitation, search results corresponding to
objects with higher coefficients may be ranked higher on a search-results page than results
corresponding to objects having lower coefficients.

[122] In particular embodiments, social-networking system 160 may calculate a
coefficient in response to a request for a coefficient from a particular system or process. To
predict the likely actions a user may take (or may be the subject of) in a given situation, any
process may request a calculated coefficient for a user. The request may also include a set of
weights to use for various factors used to calculate the coefficient. This request may come from a
process running on the online social network, from a third-party system 170 (e.g., via an API or
other communication channel), or from another suitable system. In response to the request,
social-networking system 160 may calculate the coefficient (or access the coefficient information
if it has previously been calculated and stored). In particular embodiments, social-networking
system 160 may measure an affinity with respect to a particular process. Different processes
(both internal and external to the online social network) may request a coefficient for a particular
object or set of objects. Social-networking system 160 may provide a measure of affinity that is
relevant to the particular process that requested the measure of affinity. In this way, each process
receives a measure of affinity that is tailored for the different context in which the process will
use the measure of affinity.

[123] In connection with social-graph affinity and affinity coefficients, particular

embodiments may utilize one or more systems, components, elements, functions, methods,
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operations, or steps disclosed in U.S. Patent Application No. 11/503093, filed 11 August 2006,
U.S. Patent Application No. 12/977027, filed 22 December 2010, U.S. Patent Application No.
12/978265, filed 23 December 2010, and U.S. Patent Application No. 13/632869, field 01

October 2012, each of which is incorporated by reference.

Advertising

[124] In particular embodiments, an advertisement may be text (which may be HTML-
linked), one or more images (which may be HTML-linked), one or more videos, audio, one or
more ADOBE FLASH files, a suitable combination of these, or any other suitable advertisement
in any suitable digital format presented on one or more webpages, in one or more e-mails, or in
connection with search results requested by a user. In addition or as an alternative, an
advertisement may be one or more sponsored stories (e.g., a news-feed or ticker item on social-
networking system 160). A sponsored story may be a social action by a user (such as “liking” a
page, “liking” or commenting on a post on a page, RSVPing to an event associated with a page,
voting on a question posted on a page, checking in to a place, using an application or playing a
game, or “liking” or sharing a website) that an advertiser promotes, for example, by having the
social action presented within a pre-determined area of a profile page of a user or other page,
presented with additional information associated with the advertiser, bumped up or otherwise
highlighted within news feeds or tickers of other users, or otherwise promoted. The advertiser
may pay to have the social action promoted. As an example and not by way of limitation,
advertisements may be included among the search results of a secarch-results page, where
sponsored content is promoted over non-sponsored content. In particular embodiments, one or
more advertisements may be tested on one or more clusters of users of the online social network
using network-aware product rollout techniques described previously.

[125] In particular embodiments, an advertisement may be requested for display within
social-networking-system webpages, third-party webpages, or other pages. An advertisement
may be displayed in a dedicated portion of a page, such as in a banner area at the top of the page,
in a column at the side of the page, in a GUI of the page, in a pop-up window, in a drop-down
menu, in an input field of the page, over the top of content of the page, or elsewhere with respect

to the page. In addition or as an alternative, an advertisement may be displayed within an
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application. An advertisement may be displayed within dedicated pages, requiring the user to
interact with or watch the advertisement before the user may access a page or utilize an
application. The user may, for example view the advertisement through a web browser.

[126] A user may interact with an advertisement in any suitable manner. The user may
click or otherwise select the advertisement. By selecting the advertisement, the user may be
directed to (or a browser or other application being used by the user) a page associated with the
advertisement. At the page associated with the advertisement, the user may take additional
actions, such as purchasing a product or service associated with the advertisement, receiving
information associated with the advertisement, or subscribing to a newsletter associated with the
advertisement. An advertisement with audio or video may be played by selecting a component of
the advertisement (like a “play button). Alternatively, by selecting the advertisement, social-
networking system 160 may execute or modify a particular action of the user.

[127] An advertisement may also include social-networking-system functionality that a
user may interact with. As an example and not by way of limitation, an advertisement may
enable a user to “like” or otherwise endorse the advertisement by selecting an icon or link
associated with endorsement. As another example and not by way of limitation, an advertisement
may enable a user to search (e.g., by executing a query) for content related to the advertiser.
Similarly, a user may share the advertisement with another user (e.g., through social-networking
system 160) or RSVP (e.g., through social-networking system 160) to an event associated with
the advertisement. In addition or as an alternative, an advertisement may include social-
networking-system context directed to the user. As an example and not by way of limitation, an
advertisement may display information about a friend of the user within social-networking

system 160 who has taken an action associated with the subject matter of the advertisement.

Systems and Methods

[128] FIG. 7 illustrates an example computer system 700. In particular embodiments,
one or more computer systems 700 perform one or more steps of one or more methods described
or illustrated herein. In particular embodiments, one or more computer systems 700 provide
functionality described or illustrated herein. In particular embodiments, software running on one

or more computer systems 700 performs one or more steps of one or more methods described or
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illustrated herein or provides functionality described or illustrated herein. Particular
embodiments include one or more portions of one or more computer systems 700. Herein,
reference to a computer system may encompass a computing device, and vice versa, where
appropriate. Moreover, reference to a computer system may encompass one or more computer
systems, where appropriate.

[129] This disclosure contemplates any suitable number of computer systems 700. This
disclosure contemplates computer system 700 taking any suitable physical form. As example and
not by way of limitation, computer system 700 may be an embedded computer system, a system-
on-chip (SOC), a single-board computer system (SBC) (such as, for example, a computer-on-
module (COM) or system-on-module (SOM)), a desktop computer system, a laptop or notebook
computer system, an interactive kiosk, a mainframe, a mesh of computer systems, a mobile
telephone, a personal digital assistant (PDA), a server, a tablet computer system, or a
combination of two or more of these. Where appropriate, computer system 700 may include one
or more computer systems 700; be unitary or distributed; span multiple locations; span multiple
machines; span multiple data centers; or reside in a cloud, which may include one or more cloud
components in one or more networks. Where appropriate, one or more computer systems 700
may perform without substantial spatial or temporal limitation one or more steps of one or more
methods described or illustrated herein. As an example and not by way of limitation, one or more
computer systems 700 may perform in real time or in batch mode one or more steps of one or
more methods described or illustrated herein. One or more computer systems 700 may perform
at different times or at different locations one or more steps of one or more methods described or
illustrated herein, where appropriate.

[130] In particular embodiments, computer system 700 includes a processor 702,
memory 704, storage 706, an input/output (I/0O) interface 708, a communication interface 710,
and a bus 712. Although this disclosure describes and illustrates a particular computer system
having a particular number of particular components in a particular arrangement, this disclosure
contemplates any suitable computer system having any suitable number of any suitable
components in any suitable arrangement.

[131] In particular embodiments, processor 702 includes hardware for executing

instructions, such as those making up a computer program. As an example and not by way of
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limitation, to execute instructions, processor 702 may retrieve (or fetch) the instructions from an
internal register, an internal cache, memory 704, or storage 706; decode and execute them; and
then write one or more results to an internal register, an internal cache, memory 704, or storage
706. In particular embodiments, processor 702 may include one or more internal caches for data,
instructions, or addresses. This disclosure contemplates processor 702 including any suitable
number of any suitable internal caches, where appropriate. As an example and not by way of
limitation, processor 702 may include one or more instruction caches, one or more data caches,
and one or more translation lookaside buffers (TLBs). Instructions in the instruction caches may
be copies of instructions in memory 704 or storage 706, and the instruction caches may speed up
retrieval of those instructions by processor 702. Data in the data caches may be copies of data in
memory 704 or storage 706 for instructions executing at processor 702 to operate on; the results
of previous instructions executed at processor 702 for access by subsequent instructions
executing at processor 702 or for writing to memory 704 or storage 706; or other suitable data.
The data caches may speed up read or write operations by processor 702. The TLBs may speed
up virtual-address translation for processor 702. In particular embodiments, processor 702 may
include one or more internal registers for data, instructions, or addresses. This disclosure
contemplates processor 702 including any suitable number of any suitable internal registers,
where appropriate. Where appropriate, processor 702 may include one or more arithmetic logic
units (ALUs); be a multi-core processor; or include one or more processors 702. Although this
disclosure describes and illustrates a particular processor, this disclosure contemplates any
suitable processor.

[132] In particular embodiments, memory 704 includes main memory for storing
instructions for processor 702 to execute or data for processor 702 to operate on. As an example
and not by way of limitation, computer system 700 may load instructions from storage 706 or
another source (such as, for example, another computer system 700) to memory 704. Processor
702 may then load the instructions from memory 704 to an internal register or internal cache. To
execute the instructions, processor 702 may retrieve the instructions from the internal register or
internal cache and decode them. During or after execution of the instructions, processor 702 may
write one or more results (which may be intermediate or final results) to the internal register or

internal cache. Processor 702 may then write one or more of those results to memory 704. In
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particular embodiments, processor 702 executes only instructions in one or more internal
registers or internal caches or in memory 704 (as opposed to storage 706 or elsewhere) and
operates only on data in one or more internal registers or internal caches or in memory 704 (as
opposed to storage 706 or elsewhere). One or more memory buses (which may each include an
address bus and a data bus) may couple processor 702 to memory 704. Bus 712 may include one
or more memory buses, as described below. In particular embodiments, one or more memory
management units (MMUs) reside between processor 702 and memory 704 and facilitate
accesses to memory 704 requested by processor 702. In particular embodiments, memory 704
includes random access memory (RAM). This RAM may be volatile memory, where appropriate
Where appropriate, this RAM may be dynamic RAM (DRAM) or static RAM (SRAM).
Moreover, where appropriate, this RAM may be single-ported or multi-ported RAM. This
disclosure contemplates any suitable RAM. Memory 704 may include one or more memories
704, where appropriate. Although this disclosure describes and illustrates particular memory, this
disclosure contemplates any suitable memory.

[133] In particular embodiments, storage 706 includes mass storage for data or
instructions. As an example and not by way of limitation, storage 706 may include a hard disk
drive (HDD), a floppy disk drive, flash memory, an optical disc, a magneto-optical disc,
magnetic tape, or a Universal Serial Bus (USB) drive or a combination of two or more of these.
Storage 706 may include removable or non-removable (or fixed) media, where appropriate.
Storage 706 may be internal or external to computer system 700, where appropriate. In particular
embodiments, storage 706 is non-volatile, solid-state memory. In particular embodiments,
storage 706 includes read-only memory (ROM). Where appropriate, this ROM may be mask-
programmed ROM, programmable ROM (PROM), ecrasable PROM (EPROM), clectrically
erasable PROM (EEPROM), electrically alterable ROM (EAROM), or flash memory or a
combination of two or more of these. This disclosure contemplates mass storage 706 taking any
suitable physical form. Storage 706 may include one or more storage control units facilitating
communication between processor 702 and storage 706, where appropriate. Where appropriate,
storage 706 may include one or more storages 706. Although this disclosure describes and

illustrates particular storage, this disclosure contemplates any suitable storage.
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[134] In particular embodiments, I/O interface 708 includes hardware, software, or both,
providing one or more interfaces for communication between computer system 700 and one or
more I/0 devices. Computer system 700 may include one or more of these I/0 devices, where
appropriate. One or more of these 1/O devices may enable communication between a person and
computer system 700. As an example and not by way of limitation, an I/O device may include a
keyboard, keypad, microphone, monitor, mouse, printer, scanner, speaker, still camera, stylus,
tablet, touch screen, trackball, video camera, another suitable I/O device or a combination of two
or more of these. An I/O device may include one or more sensors. This disclosure contemplates
any suitable I/O devices and any suitable I/O interfaces 708 for them. Where appropriate, 1/0
interface 708 may include one or more device or software drivers enabling processor 702 to
drive one or more of these I/O devices. I/O interface 708 may include one or more 1/0 interfaces
708, where appropriate. Although this disclosure describes and illustrates a particular 1/0
interface, this disclosure contemplates any suitable 1/0 interface.

[135] In particular embodiments, communication interface 710 includes hardware,
software, or both providing one or more interfaces for communication (such as, for example,
packet-based communication) between computer system 700 and one or more other computer
systems 700 or one or more networks. As an example and not by way of limitation,
communication interface 710 may include a network interface controller (NIC) or network
adapter for communicating with an Ethernet or other wire-based network or a wireless NIC
(WNIC) or wireless adapter for communicating with a wireless network, such as a WI-FI
network. This disclosure contemplates any suitable network and any suitable communication
interface 710 for it. As an example and not by way of limitation, computer system 700 may
communicate with an ad hoc network, a personal area network (PAN), a local area network
(LAN), a wide area network (WAN), a metropolitan area network (MAN), or one or more
portions of the Internet or a combination of two or more of these. One or more portions of one or
more of these networks may be wired or wireless. As an example, computer system 700 may
communicate with a wireless PAN (WPAN) (such as, for example, a BLUETOOTH WPAN), a
WI-FI network, a WI-MAX network, a cellular telephone network (such as, for example, a
Global System for Mobile Communications (GSM) network), or other suitable wireless network

or a combination of two or more of these. Computer system 700 may include any suitable
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communication interface 710 for any of these networks, where appropriate. Communication
interface 710 may include one or more communication interfaces 710, where appropriate.
Although this disclosure describes and illustrates a particular communication interface, this
disclosure contemplates any suitable communication interface.

[136] In particular embodiments, bus 712 includes hardware, software, or both coupling
components of computer system 700 to each other. As an example and not by way of limitation,
bus 712 may include an Accelerated Graphics Port (AGP) or other graphics bus, an Enhanced
Industry Standard Architecture (EISA) bus, a front-side bus (FSB), a HYPERTRANSPORT
(HT) interconnect, an Industry Standard Architecture (ISA) bus, an INFINIBAND interconnect,
a low-pin-count (LPC) bus, a memory bus, a Micro Channel Architecture (MCA) bus, a
Peripheral Component Interconnect (PCI) bus, a PCI-Express (PCle) bus, a serial advanced
technology attachment (SATA) bus, a Video Electronics Standards Association local (VLB) bus,
or another suitable bus or a combination of two or more of these. Bus 712 may include one or
more buses 712, where appropriate. Although this disclosure describes and illustrates a particular
bus, this disclosure contemplates any suitable bus or interconnect.

[137] Herein, a computer-readable non-transitory storage medium or media may include
one or more semiconductor-based or other integrated circuits (ICs) (such, as for example, field-
programmable gate arrays (FPGAs) or application-specific 1Cs (ASICs)), hard disk drives
(HDDs), hybrid hard drives (HHDs), optical discs, optical disc drives (ODDs), magneto-optical
discs, magneto-optical drives, floppy diskettes, floppy disk drives (FDDs), magnetic tapes, solid-
state drives (SSDs), RAM-drives, SECURE DIGITAL cards or drives, any other suitable
computer-readable non-transitory storage media, or any suitable combination of two or more of
these, where appropriate. A computer-readable non-transitory storage medium may be volatile,
non-volatile, or a combination of volatile and non-volatile, where appropriate.

[138] Herein, “or” is inclusive and not exclusive, unless expressly indicated otherwise
or indicated otherwise by context. Therefore, herein, “A or B” means “A, B, or both,” unless
expressly indicated otherwise or indicated otherwise by context. Moreover, “and” is both joint
and several, unless expressly indicated otherwise or indicated otherwise by context. Therefore,
herein, “A and B” means “A and B, jointly or severally,” unless expressly indicated otherwise or

indicated otherwise by context.
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[139] The scope of this disclosure encompasses all changes, substitutions, variations,
alterations, and modifications to the example embodiments described or illustrated herein that a
person having ordinary skill in the art would comprehend. The scope of this disclosure is not
limited to the example embodiments described or illustrated herein. Moreover, although this
disclosure describes and illustrates respective embodiments herein as including particular
components, elements, functions, operations, or steps, any of these embodiments may include
any combination or permutation of any of the components, elements, functions, operations, or
steps described or illustrated anywhere herein that a person having ordinary skill in the art would
comprehend. Furthermore, reference in the appended claims to an apparatus or system or a
component of an apparatus or system being adapted to, arranged to, capable of, configured to,
enabled to, operable to, or operative to perform a particular function encompasses that apparatus,
system, component, whether or not it or that particular function is activated, turned on, or
unlocked, as long as that apparatus, system, or component is so adapted, arranged, capable,

configured, enabled, operable, or operative.
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CLAIMS:

What is claimed is:

1. A method comprising, by one or more processors associated with one or more computing

devices:

accessing a social graph comprising a plurality of nodes and a plurality of edges
connecting the nodes, each of the edges between two of the nodes representing a single degree of
separation between them, the plurality of nodes corresponding to a plurality of users associated
with an online social network, respectively;

identifying a plurality of clusters in the social graph using graph clustering, each cluster
comprising a discrete set of nodes from the plurality of nodes;

providing a treatment to a first set of users corresponding to a first set of clusters of the
plurality of clusters; and

determining a treatment effect of the treatment on the users of the first set of users based

on a network exposure to the treatment for each user.

2. The method of Claim 1, wherein the treatment effect is a function of a network effect of

the treatment for the users and an individual effect of the treatment for the users.

3. The method of Claim 1, further comprising modifying the treatment based on the

determined treatment effect of the treatment.

4. The method of Claim 1, further comprising applying the treatment to a second set of
users corresponding to a second set of clusters of the plurality of clusters, the second set of

clusters being discrete from the first set of clusters.

5. The method of Claim 1, wherein, for each cluster, the network exposure of the nodes in
the cluster has a specified distribution ranging from a threshold level of network exposure to a

maximum level of network exposure.
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6. The method of Claim 5, wherein determining the treatment effect of the treatment
comprises determining the treatment effect of the treatment for different levels of network

exposure of the specified distribution range.

7. The method of Claim 1, wherein, for each cluster, the network exposure of the nodes in

the cluster is full neighborhood exposure or component exposure.

8. The method of Claim 1, wherein, for each cluster, the network exposure of the nodes in

the cluster is absolute k-neighborhood exposure or absolute A-core exposure.

9. The method of Claim 1, wherein, for each cluster, the network exposure of the nodes in

the cluster is fractional g-neighborhood exposure or fractional g-core exposure.

10. The method of Claim 1, wherein, for each cluster, the social-graph affinity of the nodes in
the cluster with respect to the other nodes in the cluster is greater than a threshold social-graph

affinity.

11. The method of Claim 1, wherein a node in a particular cluster is network exposed if a
threshold fractions of nodes within one degree of separation of the node are in the same

treatment condition.

12. The method of Claim 1, wherein the threshold number of nodes is all nodes.

13. The method of Claim 1, wherein providing the treatment comprises randomizing between

treatment and control to the clusters of the plurality of clusters.

14. The method of Claim 1, wherein the treatment is a particular advertisement.

15. The method of Claim 1, wherein the treatment is a particular product or feature of a third-

party system.
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16. The method of Claim 1, wherein the treatment is a particular product or feature of the

online social network.

17. The method of Claim 1, wherein identifying the plurality of clusters comprises
identifying clusters such that a threshold number of nodes in each cluster is network exposed

with respect to the other nodes in the cluster.

18. One or more computer-readable non-transitory storage media embodying software that is

operable when executed to:

access a social graph comprising a plurality of nodes and a plurality of edges connecting
the nodes, each of the edges between two of the nodes representing a single degree of separation
between them, the plurality of nodes corresponding to a plurality of users associated with an
online social network, respectively;

identify a plurality of clusters in the social graph using graph clustering, each cluster
comprising a discrete set of nodes from the plurality of nodes;

provide a treatment to a first set of users corresponding to a first set of clusters of the
plurality of clusters; and

determine a treatment effect of the treatment on the users of the first set of users based on

a network exposure to the treatment for each user.

19. A system comprising: one or more processors; and a memory coupled to the processors
comprising instructions executable by the processors, the processors operable when executing
the instructions to:

access a social graph comprising a plurality of nodes and a plurality of edges connecting
the nodes, each of the edges between two of the nodes representing a single degree of separation
between them, the plurality of nodes corresponding to a plurality of users associated with an
online social network, respectively;

identify a plurality of clusters in the social graph using graph clustering, each cluster

comprising a discrete set of nodes from the plurality of nodes;
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provide a treatment to a first set of users corresponding to a first set of clusters of the
plurality of clusters; and
determine a treatment effect of the treatment on the users of the first set of users based on

a network exposure to the treatment for each user.
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