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NON-PARAMETRIC MICROFACET FACTOR MODELS FOR ISOTROPIC 

BIDIRECTIONAL REFLECTANCE DISTRIBUTION FUNCTIONS 

BACKGROUND 

5 [0001] A material's BRDF (bidirectional reflectance distribution function) represents 

its reflectance, i.e., how it shadows and scatters light incident at a single point on its 

surface. In general, the BRDF is a four-dimensional (4D) function, depending on the 

direction of the light and the view relative to the surface normal vector. Many materials 

are isotropic, as their reflectance does not change if a flat uniform sample is rotated 

10 azimuthally around its normal vector. Isotropic materials can be parameterized by a three

dimensional (3D) rather than a 4D set of measurements. However, these tend to be 

substantially cumbersome representations, more particularly if reflectance varies spatially.  

[0001A] It is desired to overcome or alleviate one or more difficulties of the prior art, or 

to at least provide a useful alternative.  

15 

SUMMARY 

[0002] In accordance with some embodiments of the present invention, there is 

provided a system comprising: 

at least one processor; and 

20 a computer-readable storage medium that stores executable code which, when 

executed by the at least one processor, causes the at least one processor to: 

obtain measured three-dimensional (3D) sample data associated with reflectance 

on a surface of an isotropic material; 

fit the 3D sample data to a microfacet model comprising one-dimensional (ID) 

25 functions that are factors in the microfacet model by iteratively updating an individual 

factor while holding the remaining factors constant to generate a non-parametric densely 

tabulated ID representation of the reflectance; and 

render one or more images using the non-parametric densely tabulated ID 

representation.  

30 

[0003] In accordance with some embodiments of the present invention, there is 

provided a computer-implemented method comprising: 

obtaining measured three-dimensional (3D) sample data associated with 

reflectance on a surface of an isotropic material; 
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fitting the measured 3D sample data to a model that includes one-dimensional (ID) 

functions to generate a 1D representation of the model, the fitting including applying a 

model fitting metric to the measured 3D sample data, the model fitting metric calculated 

using a nonnegative, nonzero power of a ratio of a compressive function and a non

5 asymptotically increasing function, the compressive function and the non-asymptotically 

increasing function defined over normalized values of the measured 3D sample data; and 

rendering one or more images based at least on the ID representation of the model.  

[0004] In accordance with some embodiments of the present invention, there is 

10 provided a system comprising: 

at least one data processing apparatus; and 

a computer-readable storage medium storing executable code which, when 

executed by the at least one data processing apparatus, causes the at least one data 

processing apparatus to: 

15 obtain measured three dimensional (3D) sample data associated with reflectance on 

a surface of an isotropic material; 

fit the measured 3D sample data to a model that includes ID functions to generate 

a one-dimensional (ID) representation of the model by applying a fitting metric to the 

measured 3D sample data, the fitting metric calculated using a sum-of-squares weighting, 

20 the sum-of-squares weighting including a non-constant function of measurement 

magnitudes of the measured 3D sample data; and 

render one or more images using the ID representation.  

[0005] This Summary is provided to introduce a selection of concepts in a simplified 

25 form that are further described below in the Detailed Description. This Summary is not 

intended to identify key features or essential features of the claimed subject matter, nor is 

it intended to be used to limit the scope of the claimed subject matter. The details of one 

or more implementations are set forth in the accompanying drawings and the description 

below. Other features will be apparent from the description and drawings, and from the 

30 claims.  
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DRAWINGS 

[0005A] Some embodiments of the present invention are hereinafter described, by way 

of example only, with reference to the accompanying drawings, wherein: 

[0006] FIG. 1 depicts an example parameterization of an isotropic BRDF.  

5 [0007] FIGs. 2A-2B illustrate an example measurement and an example rendering 

using an example BRDF fit.  

[0008] FIG. 3 is a block diagram illustrating an example generalized system for 

reflectance representation and image rendering.  

[0009] FIG. 4 is a graphical illustration of an example compressive function.  

10 [0010] FIGs. 5A-5C are a flowchart illustrating example operations of the system of 

FIG. 3.  

[0011] FIGs. 6A-6B are a flowchart illustrating example operations of the system of 

FIG. 3.  

[0012] FIGs. 7A-7B are a flowchart illustrating example operations of the system of 

15 FIG. 3.  

DETAILED DESCRIPTION 

I. Introduction 

[0013] In accordance with example techniques discussed herein, a general 

20 representation for the reflectance of isotropic materials may be based on a one

dimensional (1D) non-parametric tabulation of factor functions from a standard microfacet 

model in computer graphics. This model may provide an accurate and compact 

characterization of reflectance by reducing a three-dimensional (3D) dataset to a set of 

three tabulated ID factors.  

25 [0014] In this context, "isotropic" materials may generally refer to exhibiting 

properties (e.g., as velocity of light transmission) with the same values (or substantially 

the same values) when measured along axes in all directions, or having the identical values 

(or substantially identical values) of a property in all directions.  

[0015] In this context, "tabulate" may generally refer to obtaining a set of samples 

30 based on determining sampled values of a function over a particular domain set. For 
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example, for a function y = f (x) defined over x in [0, 1], storing a tabulation would 

involve taking samples of x, and storing values of f at those values of x (i.e., storing 

those values f (x)).  

[0016] In accordance with example techniques discussed herein, such a model may be 

fitted to real-world measurements of isotropic materials via an alternating weighted least 

squares (AWLS) numerical technique. For example, each factor may be optimally 

updated in an iterated sequence while holding the rest of the factors constant. For 

example, the weights, which determine how each measured BRDF (bidirectional 

reflectance distribution function) sample contributes to overall error in the optimization 

objective, may be determined by the product of (1) the sample's parametric volume form, 

(2) its importance in the rendering integral, and (3) its expected measurement error. To 

obtain desirable BRDF fits that are useful in synthetic renderings, BRDF samples in the 

small but often very bright highlight regions of its parameter space may be down-weighted 

in this third weighting factor.  

[0017] In accordance with example techniques discussed herein, non-parametric 

microfacet factor representations may be utilized for representations for the reflectance of 

isotropic materials.  

[0018] In accordance with example techniques discussed herein, an alternating 

weighted least squares (AWLS) fitting method for a product of factors of known 

functional dependence with compressive weighting may also be utilized for reflectance 

representation. As discussed herein, the AWLS fitting method is an example technique for 

compact representation of HDR (high dynamic range) measured data, with application in 

many areas other than reflectance representation.  

[0019] An isotropic BRDF may be parameterized in terms of three angles 

( 0 hs Ods d)> Oh E [0, T/2], Od E [0, /2], E [0, TE] (1) 

as shown in FIG. 1.  

[0020] For example, as shown in the parameterization 100 of an isotropic BRDF of 

FIG. 1, a normal 102 to a surface macro-geometry 104 may be denoted n. A halfway 

vector h = (i + o)/||i + o is the vector 106 midway between a view (or camera) 

direction o (108) and a light direction i (110). Oh denotes the angle 112 made between the 

halfway vector 106 and the normal vector 102; 0 denotes the angle 114 made between 

the light vector 110 and the halfway vector 106 (which may also equal the angle between 

3
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the view direction 108 and the halfway vector 106, since the halfway vector 106 is 

midway between the two directions). An angle P (not shown) represents the rotation of 

the light vector i (110) and view vector o (108) around the halfway vector 106.  

[0021] The angles made by the "in" (light) (118) and "out" (view) (120) directions 

with the (macro-scale) surface normal, Oi [0, r/2] and 0 E [0, ir/2] , are determined 

from these basic parameters via the following formula: 

COS Oi = COS Oh COS + sin Oh COS sin 0(2) 
COS 00 = COS Oh COS 8d - sin Oh cCOS i (2) 

[0022] An example non-parametric microfacet model may be indicated as: 

P( 0 hs 0 ds d d +Ps D(h) F(d) G(6i) G(6O) (3) COS Oi COS 60 
which is a conventional model in computer graphics, introduced by Cook and Torrance in 

1982 (see, e.g., Cook and Torrance, "A reflectance model for computer graphics," 

SIGGRAPH 1982). The factor D, which may be referred to as the normal distribution 

function or NDF, is a probability distribution function representing the probability that a 

microfacet normal makes an angle of Oh with the surface macro-scale normal. The factor 

F, which may be referred to as the Fresnel factor, represents how reflectance depends on 

the "spread" angle Od. The factor G, which may be referred to as the geometric factor, 

represents how the micro-geometry shadows and inter-reflects light onto itself, as a 

function of the obliquity of the light or view direction (i.e., on 0; or 00). The physical 

principle of reciprocity implies that reflectance is identical (or substantially identical) if 

the light and view direction are swapped (e.g., so the model may be symmetric in O1 and 

00).  

[0023] In accordance with example techniques discussed herein, the above model 

(Equation (3)) may be applied independently for each color channel of the measurement 

spectrum (e.g., 3-channel measurement for RGB (red-green-blue)).  

[0024] Many previous techniques have assumed simple and limited analytic models 

for each of these factors. However, in accordance with example techniques discussed 

herein, a user may advantageously solve for the above factors without assuming any 

particular parametric model or analytic form for them. Example representations discussed 

herein sample each factor function at a set of (many) discrete samples of its input 

argument, treating it as a 1D vector, thus assuming the functional form of the microfacet 

model above, without restricting the form of its individual factors.  

4
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[0025] In accordance with example techniques discussed herein, an objective function 

F (e.g., a fitting metric) used to fit the above model may involve summing over all 

measured BRDF samples indexed j, indicated as: 

F = j wj(p(Ohs 0d, d)j - j (4) 

wherein pj is the value of the j-th BRDF sample, corresponding to parametric coordinates 

(Ohs O ds 'd)j.  

[0026] In accordance with example techniques discussed herein, a weighting wj at 

BRDF sample j may be indicated as shown by Equation (5): 

w = wV(Oh, dd)j WI(Oh> Ods (d)j WE (Pj) (5) 

[00271 An example volume form may be indicated as: 

wv = sin 0l d(cos2 0 + sin2 0 COS2 p)d d dPd (6) 

[0028] An example derivation for this formula is discussed further below.  

[0029] An example importance weight w, may be indicated as: 

w, = cos(01) cos(00 ) (7) 

[0030] The factor cos(01) appears because the shaded result at any surface point seen 

from direction oo is given by the hemispherical integral over lighting directions oi, 

indicated as: 

s(oo) f p(oi, oo) L(oi) cos 0; doi (8) 

wherein L(oi) represents incident radiance (lighting) in the direction oi. The factor cos 00 

arises due to surface points being more likely to appear as the normal aligns to the view 

direction.  

[0031] An expected measurement error wE may be indicated as: 

WE = 2 ) 9) 

wherein f is an example "compressive function" of the form 

f(x) =(1 - e-"') (10) 
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and p is the weighted median of the BRDF, with weight given by w, w. The weighting 

power pis aparameterthatmaybe chosen in [1, 2]. The bigger the value of p, the higher 

weight is assigned to darker parts of the BRDF relative to its bright highlights. The form 

of this example compressive function has the advantageously desirable property that it 

maps to the finite interval [0, 1/a] as x ranges over all non-negative real numbers. The 

compressive function's a parameter may be selected, for example, as a = In 2 in order to 

map the BRDF weighted median to the center of the output range (to 1/2a). The bigger 

the value of a, the more compressive the transformation is; i.e., the more high values are 

squeezed close to the function's asymptotic value of 1/a (thus the reference to 

"compressive"). The derivative of f at x = 0 is 1, so that the maximum ratio in the weight 

wE before raising it to the power p is indicated by: 

lim f(X = 1 (11) 
x-0 X 

[0032] From this maximum, the weighting ratio decreases monotonically to 0 as the 

BRDF value increases to oo. In particular, this example formulation may advantageously 

substantially eliminate difficulty with weights becoming arbitrarily large as a 

measurement approaches a value of 0. This is not true of simpler weighting schemes 

where the numerator is chosen to be 1 rather than the compressive function.  

[0033] In accordance with an example AWLS iteration, to solve for a factor, a user 

may hold everything but that factor constant, and may then solve for its optimal weighted 

least-squares update. Each component in the factor's tabulation may be solved for 

independently, based on the following observation.  

[0034] Given the objective function: 

F (x) = Zj5W w(zj - X yj)2 (12) 

the solution for x that minimizes F may be indicated as: 

X = Zj (13) 

[0035] All samples may thus be accumulated that map to a given tabulated "bin" of the 

factor, applying the above formula (Equation (13)) in each bin.  

[0036] To solve for ps and Pd, it may be noted that the optimal solution to the 

objective 

F(a, b) = a w b)(a xj + b - yj) (14) 

is 
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j Wj NYj Xj Wj Xj 

a jWj (15) 

XWj Xj Ej Wj XJ 

and 

E j XWj Yj 

b =jWJXj WjXjYj (16) 
Ej Wj Ej WjXj 

Ej Wj Xj Ej Wj XJ 

[0037] The example optimization proceeds by updating each factor (e.g., D and F) in 

sequence using Equation (13), and then updating ps and Pd, which become a and b in 

Equations (15) and (16). Several iterations of this procedure maybe involved before 

convergence is achieved.  

[0038] As an example, a user may wish to update the vector representing the factor D.  

The other factors, as well as Pd and ps are held constant. A component of this vector Dk is 

indexed by k, corresponding to a value of its argument (h)k. For example, the 

parametric locations of all BRDF samples being fit whose parametric coordinate Oh maps 

closest to (0h)k may be indexed by (ds ds is o)kj. To update Dk, the least-squares best 

solution to the weighted system of equations 

Pkj = Pd + PS Dk [F(6 d)]kj [G(i)]gk [G( 0 )]gkj (17) 

may be determined, wherein the weight corresponding to equation j above is wj. An 

optimal solution is given by Equation (13) with 

x Dk 

z; Pkj - Pd (18) 

PS [F( 6 d)]kj [G(01)]k [G(6 0 )]kj 

[0039] The geometric factor G may either be treated as an independent tabulated 

factor, or may be derived from D using a shadowing formula from the microfacet theory.  

If G is determined from D, then a nonlinear dependence is introduced into the relaxation 

and it becomes uncertain whether the resulting factor is optimal. In accordance with 

example techniques discussed herein, this problem may be solved by computing D using 

the AWLS step, deriving G from this D, and then checking to determine whether the 

objective function has decreased. If not, a simple ID minimization (e.g., a golden section 

search) may be introduced that may reduce the objective along the line from the previous 

state of the vector D to the new one computed from the AWLS step.  

7
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[0040] As discussed further below, experimental results have shown advantageously 

accurate. Such advantageous fitting may be the result of use of a more general model for 

each of the factors, and advantageously weighted fitting to the entire 3D measurement.  

[0041] FIGs. 2A-2B illustrate an example measurement 200A and an example 

rendering 200B using an example non-parametric BRDF fit as discussed herein. As 

shown in FIG. 2A, a Buddha geometry 202 uses a gold metallic paint material (color not 

shown as gold), a bunny 204 is chrome-steel, and floors and wall are white-paint from the 

MERL database. A false-color error visualization 206 is shown in the inset of FIG. 2B.  

[0042] One skilled in the art of data processing will appreciate that many other types 

of techniques may be used for the representation for the reflectance of isotropic materials, 

without departing from the spirit of the discussion herein.  

II. Example Operating Environment 

[0043] Features discussed herein are provided as example embodiments that may be 

implemented in many different ways that may be understood by one of skill in the art of 

data processing, without departing from the spirit of the discussion herein. Such features 

are to be construed only as example embodiment features, and are not intended to be 

construed as limiting to only those detailed descriptions.  

[0044] As further discussed herein, FIG. 3 is a block diagram of a generalized system 

300 for representing reflectance. The generalized system 300 as shown is merely intended 

to illustrate various example functionality and/or logic that may be included in example 

techniques as discussed herein, and is not intended to be limiting in terms of 

implementations in various hardware and/or software configurations.  

[0045] For example, the system 300 may include a computer-readable storage medium 

storing instructions for execution by at least one processor. As shown in FIG. 3, the 

system 300 may include a device 302 that includes at least one processor 304. The device 

302 may include a reflectance representation manager 306 that may include a data 

acquisition module 308 that may obtain a plurality of measured sample data points 310 

associated with reflectance on a surface of a material.  

[0046] According to an example embodiment, the reflectance representation manager 

306, or one or more portions thereof, may include executable instructions that may be 

stored on a tangible computer-readable storage medium, as discussed below. According to 

an example embodiment, the computer-readable storage medium may include any number 

of storage devices, and any number of storage media types, including distributed devices.  

8
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[0047] In this context, a "processor" may include a single processor or multiple 

processors configured to process instructions associated with a processing system. A 

processor may thus include one or more processors processing instructions in parallel 

and/or in a distributed manner. Although the device processor 304 is depicted as external 

to the reflectance representation manager 306 in FIG. 3, one skilled in the art of data 

processing will appreciate that the device processor 304 may be implemented as a single 

component, and/or as distributed units which may be located internally or externally to the 

reflectance representation manager 306, and/or any of its elements.  

[0048] For example, the system 300 may include one or more processors 304. For 

example, the system 300 may include at least one tangible computer-readable storage 

medium storing instructions executable by the one or more processors 304, the executable 

instructions configured to cause at least one computing apparatus (e.g., a data processing 

apparatus) to perform operations associated with various example components included in 

the system 300, as discussed herein. For example, the one or more processors 304 may be 

included in the at least one computing apparatus. For example, the executable instructions 

may be implemented as logic (e.g., programmed logic, logic circuitry, etc.) that is 

configured for execution by one or more processors. One skilled in the art of data 

processing will understand that there are many configurations of processors and 

computing apparatuses that may be configured in accordance with the discussion herein, 

without departing from the spirit of such discussion. As discussed further below, a 

"computer-readable storage medium" herein does not refer to, and specifically excludes, a 

signal per se.  

[0049] In this context, a "component" may refer to executable instructions or hardware 

that may be configured to perform certain operations, with hardware assistance. Such 

instructions may be included within component groups of instructions, or may be 

distributed over more than one group. For example, some instructions associated with 

operations of a first component may be included in a group of instructions associated with 

operations of a second component (or more components). For example, a "component" 

herein may refer to a type of computational entity configured with functionality that may 

be implemented by executable instructions that may be located in a single entity, or may 

be spread or distributed over multiple entities, and may overlap with instructions and/or 

hardware associated with other components. In this context, "executable" instructions 

refer to instructions that are specifically configured for execution by one or more hardware 

devices, and do not refer to software per se.  

9
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[0050] According to an example embodiment, the reflectance representation manager 

306 may be implemented in association with one or more user devices. For example, the 

reflectance representation manager 306 may communicate with one or more servers, as 

discussed further below.  

[0051] For example, an entity repository 316 may include one or more databases, and 

may be accessed via a database interface component 318. One skilled in the art of data 

processing will appreciate that there are many techniques for storing repository 

information discussed herein, such as various types of database configurations (e.g., 

relational databases, hierarchical databases, distributed databases) and non-database 

configurations.  

[0052] According to an example embodiment, the reflectance representation manager 

306 may include a memory 320 that may, for example, store intermediate data for the 

reflectance representation manager 306. In this context, a "memory" may include a single 

memory device or multiple memory devices configured to store data and/or instructions.  

Further, the memory 320 may span multiple distributed storage devices.  

[0053] According to an example embodiment, a user interface component 322 may 

manage communications between a user 324 and the reflectance representation manager 

306. The user 324 may be associated with a receiving device 326 that may be associated 

with a display 328 and other input/output devices. For example, the display 328 may be 

configured to communicate with the receiving device 326, via internal device bus 

communications, or via at least one network connection.  

[0054] According to example embodiments, the display 328 may be implemented as a 

flat screen display, a print form of display, a two-dimensional display, a three-dimensional 

display, a static display, a moving display, sensory displays such as tactile output, audio 

output, and any other form of output for communicating with a user (e.g., the user 324).  

[0055] According to an example embodiment, the reflectance representation manager 

306 may include a network communication component 330 that may manage network 

communication between the reflectance representation manager 306 and other entities that 

may communicate with the reflectance representation manager 306 via at least one 

network 332. For example, the network 332 may include at least one of the Internet, at 

least one wireless network, or at least one wired network. For example, the network 332 

may include a cellular network, a radio network, or any type of network that may support 

transmission of data for the reflectance representation manager 306. For example, the 

network communication component 330 may manage network communications between 

10
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the reflectance representation manager 306 and the receiving device 326. For example, 

the network communication component 330 may manage network communication 

between the user interface component 322 and the receiving device 326.  

[0056] A representation generator 340 may generate a non-parametric densely 

tabulated one-dimensional representation 342 for a plurality of factors in a microfacet 

model 344, using the obtained sample data points 310. For example, the representation 

generator 340 may store the representation 342 in the memory 320 and/or in a 

representation database 346, which may be included in the system 300, or may be external 

to the system 300.  

[0057] In this context, a "microfacet" may refer to a very small (i.e., tiny) facet of the 

surface of an object being rendered (e.g., used in approximating reflections). For example, 

a facet may include a flat surface (or substantially flat surface).  

[0058] In this context, "densely tabulated" may refer to tabulating over a substantially 

large number of samples, proportional to the sampling density in the parametric 

coordinates of the original set of measurements being fit. For example, the non-parametric 

densely tabulated one-dimensional representation may be generated based on 90 samples 

in the D, F, and G factors, when fit to angular measurements with 90 samples in Oh and 

0 , and 180 samples in <Pd.  

[0059] For example, a rendering engine 348 may render one or more images 350 using 

the non-parametric densely tabulated one-dimensional representation 342. For example, 

the rendering engine 348 may store the rendered image 350 in the memory 320 and/or in 

an image database 352, which may be included in the system 300, or may be external to 

the system 300.  

[0060] For example, obtaining the plurality of measured sample data points 310 may 

include obtaining the plurality of measured sample data points representing measurements 

of an appearance of brightness of points on the surface.  

[0061] For example, obtaining the plurality of measured sample data points 310 may 

include obtaining the plurality of measured sample data points representing measurements 

of an appearance of brightness of points on the surface, based on the brightness perceived 

under a plurality of different views and light positions.  

[0062] For example, the representation generator 340 may generate the non-parametric 

densely tabulated one-dimensional representation 342 using a fitting metric that is 

calculated using a sum-of-squares weighting. The weighting includes a non-constant 
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function of measurement magnitudes of the obtained plurality of measured sample data 

points.  

[0063] For example, the fitting metric may be minimized using an alternating weighted 

least squares (AWLS) numerical technique.  

[0064] For example, the representation generator 340 may generate the non-parametric 

densely tabulated one-dimensional representation 342 using three one-dimensional 

functions that are factors in the microfacet model 344, using the obtained sample data 

points 310.  

[0065] For example, the factors include a Fresnel factor (F) that represents a 

dependence of the reflectance on a angle Od, a normal distribution function (D) that is a 

probability distribution function representing a probability that a microfacet normal makes 

an angle of Oh with a surface macro-scale normal, and a geometric factor (G) that 

represents a micro-geometry shadowing and inter-reflecting light onto the micro-geometry 

itself, as a function of one or more of an obliquity of a light direction or an obliquity of a 

view direction.  

[0066] For example, the representation generator 340 may generate the non-parametric 

densely tabulated one-dimensional representation 342 by applying the microfacet model 

344 independently for each color channel of a measurement spectrum.  

[0067] For example, the representation generator 340 may generate the non-parametric 

densely tabulated one-dimensional representation 342 by applying the microfacet model 

344 independently as a three-channel measurement each of a red channel, a green channel, 

and a blue channel, for an RGB (red-green-blue) measurement spectrum.  

[0068] In another aspect, the data acquisition module 308 may obtain a plurality of 

measured sample data points 310 associated with reflectance on a surface of a material. A 

fitting metric engine 358 may fit the obtained sample data points 310 to a model by 

applying a model fitting metric to the obtained sample data points 310, the model fitting 

metric calculated using a nonnegative, nonzero power of a ratio of a first function and a 

second function, the first and second functions defined over normalized values of the 

plurality of measured sample data points 310, the first function defined as a compressive 

function, the second function defined as a non-asymptotically increasing function (i.e., a 

function that is increasing in a manner that is not asymptotic). For example, the first and 

second functions may be defined as discussed with regard to Equations (29) and (30) 

below. As shown in the examples of Equations (29) and (30), the compressive numerator 

levels off, while the denominator may continue to increase without limit.  
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[0069] For example, "asymptotic" may refer to approaching a given value as an 

expression containing a variable tends to a limit (e.g., infinity).  

[0070] For example, the obtained measured sample data points 310 includes a plurality 

of measured sample data points 310 representing reflectance on a surface of a material.  

[0071] For example, the model fitting metric may include a volume form weighting 

based on a three-angle parameterization.  

[0072] For example, the model fitting metric may include a bidirectional reflectance 

distribution function (BRDF) importance weighting based on a BRDF in a local shading 

integral over incident lighting directions.  

[0073] For example, the model fitting metric may be minimized using an alternating 

weighted least squares (AWLS) numerical technique.  

[0074] For example, the measured sample data points may include a measured sample 

of high dynamic range (HDR) data points that include a set of data points having values 

greater than a predetermined threshold.  

[0075] In another aspect, the data acquisition module 308 may obtain a plurality of 

measured sample data points associated with reflectance on a surface of a material.  

[0076] The fitting metric engine 358 may fit the plurality of measured sample data 

points 310 to a model by applying a fitting metric to the obtained sample data points 310, 

the fitting metric calculated using a sum-of -squares weighting, the sum-of -squares 

weighting including a non-constant function of measurement magnitudes of the obtained 

plurality of measured sample data points 310.  

[0077] For example, the sum-of -squares weighting may include squared differences 

between predictions of the model and actual measurement values.  

[0078] For example, obtaining the plurality of measured sample data points may 

include obtaining the plurality of measured sample data points representing measurements 

of an appearance of brightness of points on the surface.  

[0079] For example, the fitting metric may be calculated using a plurality of 

subweights, the subweights including a volume form weighting based on a three-angle 

parameterization.  

[0080] For example, the fitting metric may be calculated using a plurality of 

subweights, the subweights including a bidirectional reflectance distribution function 

(BRDF) importance weighting based on a BRDF in a local shading integral over incident 

lighting directions.  
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[0081] For example, the representation generator 340 may generate a non-parametric 

densely tabulated one-dimensional representation 342 for a plurality of factors in a 

microfacet model 344, using the obtained sample data points 310.  

[0082] Example techniques discussed herein may utilize the fitting power of the 

microfacet model for isotropic BRDFs measured from real materials. The example non

parametric factor model discussed herein may exploit the model's functional structure 

while advantageously omitting restricted parameterizations for its factors. An example 

objective function may be based on compressive weighting for measuring fitting error in 

high dynamic range BRDFs. Example metrics as discussed herein may advantageously 

improve control of rendering error.  

[0083] Further, an example numerical procedure (or technique) may be used to 

minimize the objective function and handle dependencies that arise between factors.  

[0084] Experimental results have indicated that the microfacet model with general ID 

factors provides advantageous representational power and faithfully yet compactly 

captures a comprehensive set of materials, in contrast with conventional parametric 

approaches.  

[0085] Photorealistic image synthesis involves global simulation of light transport in a 

scene through numerical solution of the rendering or radiative transport equations, as well 

as local modeling of light's interaction at surfaces or volumetric particles. Local 

interactions are further classified as reflection, transmission, scattering, or sub-surface 

events. Regardless of the accuracy of global light transport simulation, synthetic images 

may appear unrealistic if the local model fails to faithfully capture the behavior of real

world materials.  

[0086] In accordance with example techniques discussed herein, a restricted space of 

isotropic local surface reflection, which is invariant to simultaneous rotation of light and 

view vectors around the surface normal, may be employed. Here, the 4D bi-directional 

reflectance distribution function (BRDF) that governs reflectance at a particular surface 

point reduces to a 3D function. This neglects examples with directionally aligned surface 

micro-geometry like scratches (on brushed metal) or fibers (in hair or fabric), but still 

includes a wide and interesting class of common materials.  

[0087] Even in the isotropic case, BRDF representation may be challenging. For 

example, some conventional representations may rely on large tabulated datasets that may 

be difficult to edit and costly to store and access in a rendering system, or on compact 

parametric models that may be incapable of accurately capturing many real materials.  

14



WO 2016/003747 PCT/US2015/037566 

[0088] The microfacet theory may advantageously aid in this representational problem, 

as it models coarse-scale surface reflection as a product of several factors derived from the 

statistical distribution of micro-scale geometry, as discussed further below. Several 

realizations have been proposed that define simple analytic models for the various factors 

in tens of a few parameters. However, these factor models may not capture a broad range 

of realistic reflectance. However, by separating the theory's functional structure from 

specific, highly-constrained models used for its factors, the generalized representation is 

advantageously still compact yet powerful enough to capture real-world reflectance. Such 

an example representation may be referred to herein as the "non-parametric factor 

microfacet model." 

[0089] Example techniques discussed herein may express the fitting of this 

nonparametric factor model to high dynamic range (HDR) data from measured BRDFs as 

a standard minimization problem. However, optimization objectives used in conventional 

work may lead to high error when the resulting fits are used for rendering. Therefore, 

example techniques discussed herein utilize an example objective that combines 

compressive weighting (e.g., Equation 29) with weights based on the BRDFs parametric 

volume form (e.g., Equation 26) and its importance in the local rendering integral (e.g., 

Equation 28). For example, similar to techniques in robust statistics, example techniques 

discussed herein may advantageously reduce the importance of error in bright BRDF 

peaks to better match its darker but broader areas. Further, an example alternating 

weighted least squares (AWLS) solver may perform the minimization. For example, the 

AWLS solver may be somewhat similar to approaches in tensor approximation, but 

handles nonlinear dependencies between factors and factor variables that arise in the 

microfacet model. Such example techniques may be straightforward to implement, 

quickly converging, robust to random initialization, and completely automatic with no per

material parameter tweaking involved. Such example techniques may provide fits that are 

consistently accurate, both quantitatively and visually.  

[0090] Example models discussed herein may include three tabulated ID vectors, one 

each for the shadowing-masking G, microfacet distribution D, and Fresnel F factors, as 

well as the scalar diffuse and specular coefficients pd and ps (e.g., Equation 21). As 

further discussed herein, this example model may be fitted independently to each color 

(RGB) channel of the data. For example, at least two alternative formulations of the G 

factor are discussed herein, one that determines it from D using an example shadowing 

model, and another that is data-driven. The second method may improve the fit for many 
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of the more diffuse materials, but may increase the fitting cost. Both methods may 

provide the power of a compact, data-driven model governed by the microfacet's non

orthogonal but physically motivated factorization.  

[0091] BRDF reflectance data may be directly captured with gonioreflectometers.  

Sampling noise and limited resolution may involve corrective post-processing if the data is 

to be used for image synthesis. For example, a MERL dataset (see, e.g., Matusik et al., "A 

data-driven reflectance model," In ACM SIGGRAPH 2003 Papers, ACM, pages 759-769) 

includes a large set (e.g., 100) of isotropic BRDFs captured at high angular resolution 

(e.g., 1.5 million samples).  

[0092] Analytic BRDF models (e.g., parametric models) may serve as alternatives to 

data-driven representations; however, such parametric models may lead to a reduction in 

accuracy. For example, parametric models may be validated against real-world BRDFs 

using least-squares fits to the MERL dataset.  

[0093] In broad terms, the microfacet theory of reflection from rough surfaces states 

that large-scale reflection behavior is the result of reflections (and interreflections) at a 

micro-geometric scale. The geometry and material composition of this micro-structure 

may ultimately control a material's reflectance. A microfacet model imposes a 

mathematical form on the micro-surface properties. For example, for computer graphics, a 

statistical distribution of the micro-geometric facet orientations may be leveraged to derive 

analytic shadowing-masking factors.  

[0094] Analytic basis representations may be used in realistic and interactive 

rendering, including the compact representation of BRDFs. For example, spherical 

harmonics (SH) representations may be compact and provide efficient reconstruction and 

sampling, but may be limited to "low-frequency" reflectance from diffuse and mildly

glossy BRDFs. For example, wavelets represent a wider-range of reflectance behaviors, 

with similar efficiency benefit but with larger storage cost. For example, spherical radial 

basis functions (SRBFs) may be used for interactive rendering to better balance accuracy, 

reconstruction and sampling efficiency. For example, a rational function representation 

may be used to fit real-world reflectance. However, such a representation may be unstable 

and costly to fit.  

[0095] A tabulated "basis" representation may also be used for BRDF representation.  

In general terms, if the BRDF of an object is interpreted as a four-dimensional tabulated 

dataset, tensor approximation techniques may be employed to more compactly factorize 

and represent the data. For example, techniques from numerical algebra may be applied to 
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factorize BRDF datasets, where different types of factorization and tabulation 

parameterization may be employed. These approaches may involve many factors to obtain 

low-error fits to real-world reflectance data.  

[0096] Example techniques discussed herein may employ the three ID-term 

factorization implicit in the microfacet model, and may advantageously obtain accurate 

and compact fits.  

[0097] As another example, inverse shade trees may enforce an overall functional 

structure to infer simpler ID and 2D factors. Such a model is not based on microfacet 

theory. Microfacet factors are not all direct functions of the independent variables, so 

example techniques discussed herein may be interpreted as "non-orthogonal" tensor 

factorizations. Specifically, non-linear dependencies between factors arise from the 

shadowing-masking (G) factor's dependence on Oi (or O) (e.g., Equations 19 and 20).  

This factor also appears twice, each time as a function of a different derived angle.  

Further, one form of an example model discussed herein may explicitly derive the 

shadowing-masking factor using a double integration of the microfacet distribution factor 

D.  

[0098] An example weighted linear regression is discussed below.  

[0099] While robust techniques for regression analysis may be ubiquitous in statistics 

and experimental analysis, computer graphics (CG) reflectance modeling may involve 

heteroscedasticity (see, e.g., White, H., "A heteroskedasticity-consistent covariance matric 

estimator and a direct test for heteroskedasticity," Econometrica 48, 4, (1980), pages 817

838): statistical variables such as BRDF samples may differ in terms of their variances and 

expected measurement errors. An example solution may include weighted linear 

regression, where the weights are inversely proportional to sample variance. For example, 

the weight may be made a direct function (e.g. reciprocal or reciprocal squared) of the 

dependent variable or measured response, (e.g., least-squares percentage regression). For 

example, such techniques may be used for compressive weighting as discussed below, 

augmented by a compressive numerator that ensures that the weighting does not become 

arbitrarily high as the BRDF measurement approaches 0.  

[0100] An example microfacet model is discussed below.  

[0101] In the canonical local coordinate frame, the surface normal may be denoted by 

n = (0, 0, 1). For example, the light direction may be denoted by i, the view direction by 
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o, and the halfway vector midway between them by h = (i + o)/||i + ol. These 

example vectors are 3D unit vectors.  

[0102] An isotropic BRDF is invariant to rotation of the halfway vector around the 

normal, and may be parameterized by three angles (O, 0 , 0,) derived from n, i, and o.  

The angle between the halfway vector and normal may be denoted Oh E [0, ] where 

22 
COS Oh = n - h. The angle 0B1 E [0, ]1 is formed between the view or light direction and 

the halfway vector: cos 0 = i -h = o -h. Further, the angle P E [0, I] denotes the 

rotation of the light direction about h, and may be defined by cos Pd = i- - nj where 

u1 = U-(UV)VIdenotes the perpendicular projection of u onto v.  

[0103] The angle between the light direction and normal, Bi, and between the view 

direction and normal 00, may be determined from the three-parametric angles via: 

COSOi= COSOhCOSOd+ COSOCOSOdCOSP, (19) 

cos 00 COSOhcosOd- COSOCOSOdCOS , (20) 

[0104] BRDF samples will lie in the positive hemisphere of n: in other words, Oi,0 o E 

[0, w/2]. For example, the above formulas may be derived using the parameterization 

discussed below (e.g., in a discussion of an example derivation of an isotropic BRDF 

parameterization shown below).  

[0105] Given this parameterization, the microfacet model represents BRDFs in terms 

of three ID factor functions via: 

D(6h)F(d)G(Bi)G(8O) (21) P (Bh,8a, 0d) = Pd + Ps (21)OiCO 0 

[0106] The D factor may be referred to as the normal distribution function (NDF), 

representing the probability that a microfacet normal makes an angle of Oh with the 

macro-scale normal n. The F factor may be referred to as the Fresnel factor, modeling 

reflectance variation in the 8d parameter. The geometric factor G models shadowing, 

masking, and inter-reflection effects, in terms of the obliquity of the view or light 

direction, Oi or 00. The reciprocity property affirms that p is unchanged if i and o are 

exchanged, thus implying that the same G factor will be shared for both the O8 and 00 

arguments. For conciseness, the notation drops the division by I usually present in the 

definition of the diffuse and specular coefficients, pd and ps.  

[0107] To test the validity of the microfacet model, an example naive model may be 

defined as: 

p(Oh, Od, 0d) = pd + ps D (0h)F(O)H (#c) (22) 
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which factorizes directly in terms of the parameterization variables.  

[0108] For example, a user may fit to the MERL database which stores measurements 

for 100 different isotropic materials. Each material measurement is stored in a uniformly

sampled 3D block of (O, d, #Pd) parameter space with angular sampling 90x90x180, for 

each RGB color channel. The Oh dimension is further transformed via: 

O' = O. (23) 

which provides denser sampling close to 0, in the region of the specular highlight. 0 is 

sampled uniformly in 10, 1.  

[0109] The example model in Equation (21) may be applied to fit each color channel 

measurement separately. For each color channel, a user may solve for three vectors each 

including 90 components (representing sampled factor functions D, F, and G), and two 

scalars (pd and ps ).  

[0110] Example techniques for fitting non-parametric microfacet factors are discussed 

below.  

[0111] In discussion of an example fitting objective (e.g. in discussion of a "fitting 

metric"), the following sum may be minimized over all measured BRDF samples indexed 

by j: 

2 F = WI(P (O, OdI )-p) (24) 

wherein p* is the measured BRDF sample, (h, Bc, #P)j represents its parametric 

coordinates, and p is evaluated from Equation (21). The weight wj may be provided by the 

product of three subweights via 

wi = wV (Oh, BI, #d)] w1 (O, Bd, #d)] wc (p). (25) 

[0112] The three example subweights are discussed further below. It may be noted 

that global constants in these definitions may not affect the minimization, and may be 

ignored.  

[0113] Volume form weighting is discussed below.  

[0114] The first subweight arises from the three-angle parameterization of isotropic 

BRDFs, and maybe denoted as: 

wv = V8 sin2 0 (cos 2 0 + sin2 0 C cosz #a) d hddad'. (26) 

[0115] An example weighting as discussed herein may be determined by the volume 

form of the mapping between the (Oh, B, #I') parameter space and the (i, o) output space 
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of pairs of unit directions. An example derivation of this formula is discussed below in an 

example derivation of a parametric weighting for an isotropic BRDF. Since the BRDF 

parameterization is in terms of 0k rather than Oh, Equation (23) implies that 

dOf = 2 O'dOk = 2 j dOk. (27) 

[0116] BRDF importance weighting is discussed below.  

[0117] The second subweight may be denoted as: 

w = Cos Oi cos 0 . (28) 

[0118] The cos Oi factor arises because it multiplies the BRDF in the local shading 

integral over incident lighting directions. The cos 0, factor is included for reciprocal 

symmetry and because surface points are more likely to appear as their normal aligns with 

the view direction.  

[0119] An example compressive weighting technique is discussed below.  

[0120] The final subweight may arise because more measurement error may be 

expected in a higher-magnitude BRDF sample. For example, a user may decide to not try 

as hard to fit high values p* as low ones. This subweight may be denoted as: 

(f(pj/p)P (29) 

where f is a compressive function of the form 

f (x; a) = (1 - e -",) (30) a 

and P is the weighted median of the BRDF with weight given by the product wvw. The 

weighting power p is a parameter that may, for example, be selected in the range [1, 2].  

The bigger the value ofp, the higher the weight value that may be assigned to darker parts 

of the BRDF relative to its bright parts. For example, the value p = 1.4 may be fixed for 

fits.  

[0121] FIG. 4 is a graphical illustration 400 of an example compressive function, in 

accordance with example techniques discussed herein. The compressive function in 

Equation (30) maps all non-negative real numbers x to the finite interval [0, 1/a]. The 

bigger the value of a, the more compressive the transformation becomes; i.e., the more 

high values are squeezed close to the function's asymptote of 1/ a. For example, as shown 

in FIG. 4, a curve 402 illustrates f (x; a) for a =1, a curve 404 illustrates f (x; a) for a =2, 

and a curve 406 illustrates f (x; a) for a =3. the In accordance with example techniques 

discussed herein, a value of a = log 2 may be fixed in order to map the BRDF weighted 

median to the center of the output range (i.e., to 1/2a).  
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[0122] It may be noted that limme f (x)/x = 1. The maximum value of wc is 

therefore 1. From this maximum at x = pj/p = 0, it decreases monotonically to 0 as the 

BRDF value p* -> oo. There is no difficulty with weights becoming arbitrarily large as 

p* -> 0 as is the case with an example simpler alternative of weighting by the 

measurement reciprocal wc = (p*)P . Away from 0, this compressive weighting 

scheme is substantially similar to the simpler scheme.  

[0123] An example fitting technique is discussed below.  

[0124] AWLS is an iterative procedure that repeatedly updates each factor in sequence 

until the process converges. To update a single factor, everything else may be held 

constant, and the procedure may then solve for the single factor's optimal weighted least

squares value, so that the iteration proceeds "downhill" in the objective. Each factor 

involves multiple components representing a ID sampled function. As illustration of how 

each factor component may be computed, an example simplified objective may be denoted 

as: 

F(x) = Ejwj(zj- x . (31) 

wherein x represents an individual factor component to be solved for. The minimizing 

solution may be denoted as: 

x- JWJYJZJ (32) 
Zjwjyj 

[0125] At each factor component "bin," the weighted sums representing the above 

numerator and denominator may be accumulated over all BRDF samples that map there.  

The optimal value of the component may then be provided by the division in Equation 

(32).  

[0126] To solve for pd and p, , it may be noted that the optimal solution to the 

simplified objective: 

F(a, b) = wj(a xj + b - yj) 2(33) 

may be computed by Cramer's rule: 

a = :j w j /w j wJ (34) 

£E w~Yj £Ewjy; E j w;x Ej j x; 

b = / j wjxj   (35) 

[0127] If the optimal b < 0, it may be clamped to 0 and the following (simpler) 

formula may be applied to determine an optimal a via: 
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a = . (36) 
Ejwx 

[0128] The optimization may proceed by updating each factor component (e.g., D or 

F) using Equation (32), and may then update ps and pd which become a and b in 

Equations (34) and (35).  

[0129] More specifically, a user may wish to update the factor D. The other factors as 

well as p and ps may be held constant. For example, assuming that a component of D is 

indexed by k, corresponding to a particular value of its argument (Bh)k, and assuming that 

the parametric locations of all BRDF samples whose Oh coordinate maps to (Bh)k are 

indexed by (01, 0p1, b, Bo)kj, then to update Dk, the least-squares best solution to the 

weighted system of equations indexed byj may be determined as: 

* =Dk [F(Od)]kj [G(Oi)]kj [G(Oo)]kj 
Pkj P pO+ps ,O OSOolkJ (37) 

where, as before, equation is weighted by wj. An example optimal solution is given by 

(13) with 

x= Dk, 

z p* 1- p* , (38) 

Ps[F(Od)kj [G(Oi)]kj [G(Oo)]kj 

[0130] The F factor may be updated similarly, as well as the H factor in the naive 

model.  

[0131] G may either be treated as an independent tabulated factor, or may be derived 

from D using a shadowing model. When evaluating G or the cosine factors in Equation 

(21), linear interpolation may be applied in the , or 00 space. This may be avoided for D 

and F since all BRDF samples p* are uniformly parameterized in 0 and Bd, and map 

onto the corresponding vector component.  

[0132] Determining G from D introduces a nonlinear dependence in the relaxation, so 

that the solved-for D is no longer optimal. This issue may be addressed by computing D 

using the example AWLS step, deriving G from it, and then explicitly checking whether 

the objective function has decreased. If not, a simple ID minimization may be applied 

based on a golden section search (GSS) that reduces the objective along the line from D's 

previous state to its new one.  

[0133] G can be computed from D via a double integration: 

G (0) = (1 + A (cot 0)) (39) 
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IT 

Ap) f7_(tan o - tanz a) P2 (tanwo) do (40) 

P2 (r) = 2 f p22(r2 + tan2V)(tan2 p + 1) dip (41) 

P22 (u) = D(tan-' V) cos4(tan-' V) (42) 

[0134] These formulas may be derived using variables V = tan-' q, o = tan-' r, 

and u = tan 2 O. To numerically evaluate the above integrals, accuracy may be obtained 

using Gaussian quadrature with 15 points. The tabulated D function may be evaluated 

using linear interpolation.  

[0135] Solving for G explicitly also introduces a non-trivial dependency. Unlike the 

other two factors, it appears twice in the microfacet model. In accordance with example 

techniques discussed herein, a simple heuristic may be applied to solve for it. For example, 

if the two factors are denoted Gi = G (0i) and G, = G (0), then an example AWLS update 

step may be used to solve for each separately, holding the other (as well as the D and F 

factors and ps and pd scalars) constant. These two results may then be averaged, and a 

simple Gaussian smoothing filter may be applied. This procedure may be iterated until it 

converges. It may then be determined whether the objective increases, and if so, a GSS 

update may be applied, as in the G-from-D case.  

[0136] For an example independent-G solution, it may be noted that the cosine factors 

in (3) are superfluous in the sense that they can be absorbed into the general G factor. In 

accordance with example techniques discussed herein, they may be retained so that the G 

factors are comparable between the two methods.  

[0137] To ensure a physically-plausible dynamic range, each factor component may be 

clamped to the interval [E, 1], where E = le - 6. For example, such DR clamping may 

be used in independent-G fitting which involves the product of four factors solved for 

independently (p, D, F, G). Without DR clamping, a user may experience substantially 

large values for ps and inflated importance of tiny variations in near-zero factor 

components.  

[0138] One skilled in the art of data processing will appreciate that many different 

techniques may be used for volume form weighting, without departing from the spirit of 

the discussion herein.  
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III. Flowchart Description 

[0139] Features discussed herein are provided as example embodiments that may be 

implemented in many different ways that may be understood by one of skill in the art of 

data processing, without departing from the spirit of the discussion herein. Such features 

are to be construed only as example embodiment features, and are not intended to be 

construed as limiting to only those detailed descriptions.  

[0140] FIGs. 5A-5C are a flowchart illustrating example operations of the system of 

FIG. 3, according to example embodiments. In the example of FIG. 5A, a plurality of 

measured sample data points associated with reflectance on a surface of a material may be 

obtained (502).  

[0141] A non-parametric densely tabulated one-dimensional representation for a 

plurality of factors in a microfacet model may be generated, using the obtained sample 

data points (504).  

[0142] For example, one or more images may be rendered using the non-parametric 

densely tabulated one-dimensional representation (506).  

[0143] For example, obtaining the plurality of measured sample data points may 

include obtaining the plurality of measured sample data points representing measurements 

of an appearance of brightness of points on the surface (508).  

[0144] For example, obtaining the plurality of measured sample data points may 

include obtaining the plurality of measured sample data points representing measurements 

of an appearance of brightness of points on the surface, based on the brightness perceived 

under a plurality of different views and light positions (510), in the example of FIG. 5B.  

[0145] For example, the non-parametric densely tabulated one-dimensional 

representation may be generated using a fitting metric that is calculated using a sum-of

squares weighting, wherein the weighting includes a non-constant function of 

measurement magnitudes of the obtained plurality of measured sample data points (512).  

[0146] For example, the fitting metric may be minimized using an alternating weighted 

least squares (AWLS) numerical technique (514).  

[0147] For example, the representation generator may generate the non-parametric 

densely tabulated one-dimensional representation using three one-dimensional functions 

that are factors in the microfacet model, using the obtained sample data points (516).  

[0148] For example, the factors include a Fresnel factor (F) that represents a 

dependence of the reflectance on a spread angle Od, a normal distribution function (D) that 

is a probability distribution function representing a probability that a microfacet normal 
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makes an angle of Oh with a surface macro-scale normal, and a geometric factor (G) that 

represents a micro-geometry shadowing and inter-reflecting light onto the micro-geometry 

itself, as a function of one or more of an obliquity of a light direction or an obliquity of a 

view direction (518), in the example of FIG. 5C.  

[0149] For example, the non-parametric densely tabulated one-dimensional 

representation may be generated by applying the microfacet model independently for each 

color channel of a measurement spectrum (520).  

[0150] For example, the non-parametric densely tabulated one-dimensional 

representation may be generated by applying the microfacet model independently as a 

three-channel measurement each of a red channel, a green channel, and a blue channel, for 

an RGB (red-green-blue) measurement spectrum (522).  

[0151] FIGs. 6A-6B are a flowchart illustrating example operations of the system of 

FIG. 3, according to example embodiments. In the example of FIG. 6A, a plurality of 

measured sample data points associated with reflectance on a surface of a material may be 

obtained (602).  

[0152] The measured sample data points may be fitted to a model by applying a model 

fitting metric to the obtained sample data points, the model fitting metric calculated using 

a nonnegative, nonzero power of a ratio of a first function and a second function, the first 

and second functions defined over normalized values of the plurality of measured sample 

data points, the first function defined as a compressive function, the second function 

defined as a non-asymptotically increasing function (604).  

[0153] For example, the obtained measured sample data points may include a plurality 

of measured sample data points representing reflectance on a surface of a material (606).  

[0154] For example, the model fitting metric may include a volume form weighting 

based on a three-angle parameterization (608).  

[0155] For example, the model fitting metric may include a bidirectional reflectance 

distribution function (BRDF) importance weighting based on a BRDF in a local shading 

integral over incident lighting directions (610) , in the example of FIG. 6B.  

[0156] For example, the model fitting metric may be minimized using an alternating 

weighted least squares (AWLS) numerical technique (612).  

[0157] For example, the measured sample data points may include a measured sample 

of high dynamic range (HDR) data points that include a set of data points having values 

greater than a predetermined threshold (614).  
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[0158] FIGs. 7A-7B are a flowchart illustrating example operations of the system of 

FIG. 3, according to example embodiments. In the example of FIG. 7A, a plurality of 

measured sample data points associated with reflectance on a surface of a material may be 

obtained (702).  

[0159] The measured sample data points be fitted to a model by applying a fitting 

metric to the obtained sample data points, the fitting metric calculated using a sum-of

squares weighting, the sum-of-squares weighting including a non-constant function of 

measurement magnitudes of the obtained plurality of measured sample data points (704).  

[0160] For example, the sum-of -squares weighting may include squared differences 

between predictions of the model and actual measurement values (706).  

[0161] For example, obtaining the plurality of measured sample data points may 

include obtaining the plurality of measured sample data points representing measurements 

of an appearance of brightness of points on the surface (708).  

[0162] For example, the fitting metric may be calculated using a plurality of 

subweights, the subweights including a volume form weighting based on a three-angle 

parameterization (710), in the example of FIG. 7B.  

[0163] For example, the fitting metric may be calculated using a plurality of 

subweights, the subweights including a bidirectional reflectance distribution function 

(BRDF) importance weighting based on a BRDF in a local shading integral over incident 

lighting directions (712).  

[0164] For example, a non-parametric densely tabulated one-dimensional 

representation for a plurality of factors in a microfacet model may be generated, using the 

obtained sample data points (714).  

IV. Derivation of Isotropic BRDF Parameterization 

[0165] Generally, a spherical coordinate system is a coordinate system for three

dimensional space where the position of a point is specified by three values: the radial 

distance of that point from a fixed origin, its polar angle measured from a fixed zenith 

direction, and the azimuth angle of its orthogonal projection on a reference plane that 

passes through the origin and is orthogonal to the zenith, measured from a fixed reference 

direction on that plane.  

[0166] Thus, an azimuth may be an angular measurement in a spherical coordinate 

system. The vector from an observer (origin) to a point of interest may be projected 

perpendicularly onto a reference plane; the angle between the projected vector and a 

reference vector on the reference plane may be referred to as the azimuth.  
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[0167] In this derivation, a canonical coordinate system is assumed with normal 

surface normal n = z = (0,0,1) and halfway vector h in the zx-plane; i.e., perpendicular to 

y = (0,1,0). In other words, the azimuthal angle of the halfway vector is #P = 0.  

[0168] Then the halfway direction can be parameterized by Oh E [0, w/2] 

h = z cos Oh + x sin Oh (43) 

and a perpendicular direction (also in the zx -plane) by 

h- = z sin Oh - x cos O (44) 

[0169] To complete this orthonormal coordinate frame: 

h* = hx h'= -y (45) 

[0170] Then the light direction is 

i = h cos 0d + (h' cos #4 + h* sin 4) sin 0d (46) 

and the view direction is 

o = h cos 0d - (h' cos #d + h* sin #d) sin 0d (47) 

parameterized by 0 d1E [0, w/2] and #PdE [0, ] (which eliminates redundant reciprocal 

pairs). It is noted that the labeling of the two directions as "input" and "output" may be 

switched due to reciprocity. Writing the components out fully yields 

ix = sin Oh COS 8d - COS O COS #N sin 0 

i, = - sin P sin Od 

iz = COS Oh COS Bd + sin O COS (P sin B 

ox = sin Oh COS Od + COS Oh COs #P sin d (48) 

o, = sin P sin Bd 

oz = COS Oh COS 8d - sin O COS #N sin 0 

[0171] Thus, the cosines of the elevation angles for the in/out directions are 

COS Oi = iz cos Oh COS Bd + sin O COs #P sin d 

(49) 
COS O0 = oz COS O cos 8d - sin Oh COS #N sin 0 

and the tangents of the azimuthal angles are 
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ly -- sind sinod tan i ix sin Oh COS Od-COS Oh COS pd sin Od 

(50) 
OY _ sindsinOd 

ta 0 ox sin Oh COS Od+COS Oh COS kd sin Od 

[0172] To perform the inverse map, the halfway vector may be first computed as: 

h = (i + o)/||i + o|| 

(51) 

which lies in the zx-plane (have 0 y component). Then 

hL = (-hz, 0, hx) 

(52) 

[0173] Thus, the original parametric angles may be inferred via: 

COS - Oh= hz 

cos80,= i-h=0-h 

sin 0 = d -cos 2 0d (53) 

COS (Pd - =sn 

sin #Od 
sinlOd sin Od 

[0174] In the general case, the azimuthal angle of the halfway vector is not 0; i.e. (Ph 

0. To convert from parametric coordinates to in/out directions involves an additional 

rotation of both i and o around z via the 3D rotation: 

R (#P) =sinP # OS cosP# 0 (54) 
= COS (Ph - sifljPh 01 

0 0 1 

[0175] To convert to parametric coordinates from general in/out directions, one may 

first determine: 

(Ph= tan-'() 

(55) 

28



WO 2016/003747 PCT/US2015/037566 

and then rotate the in/out directions by the inverse of the matrix above: RT(#k). This 

may ensure the halfway vector lies in the zx-plane and the previous formulae in Equation 

(53) apply.  

V. Derivation of Parametric Weighting for an Isotropic BRDF 

[0176] As derived above, an isotropic BRDF may be parameterized by three angles: 

Oh, 0 , and P, which determine the in (light) and out (view) directions via 

ix = sin Oh COS 8d - COS Oh COS #d sin 0 

i, = - sin P sin 0, 

iz = COS Oh COS Bd + sin O COS #d sin Bd 

ox = sin Oh COS Od + COS Oh COs #P sin 0B (56) 

o, = sin P sin 0, 

oz = COS Oh COS 8d - sin O COS #d sin Bd 

[0177] Let T(O,0, Pd) denote the above transformation that goes from (O, # 0d) 

parameter space (3D input space) to (i, o) output space (6D input space). Then the 

volume form, df, induced by the above parameterization may be denoted as: 

df = det(aTT T) dOft dO dod (57) 

where aT is the (6 x 3) Jacobian of the transformation T. The product g = aT T aT is the 

(3 x 3) metric tensor of the transformation, and the square root of its determinant scales the 

volume form after a coordinate transformation.  

[0178] Taking derivatives and evaluating: 

2(cos2 0 + sin2 B P cos2 #d) 0 0 

g= 0 2 0 (58) 
0 0 2 sin 2 Od 

and so 

d = detgd~adOddpd= 

V8 sin2 O (cos2 Ba + sin2 B cos2 #P ) dB d01 ddpd (59) 

[0179] It is noted that this does not depend on O.  

[0180] If the parameterization is in terms of O' = O rather than Oh itself, then 

dOh= 20h'dOf' (60) 
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[0181] The differential volume may be evaluated at the center of each 

parameterization bin, or for more accuracy, may be averaged over the whole bin via 

numerical integration.  

[0182] Further, the importance of the BRDF sample may also be multiplied by 

w = max(O, cos Bj) max(O, cos O,) = max(O, iz) max(O, cos oz) (61) 

since the power of light reflected to the observer per unit area on the surface depends on 

these factors.  

VI. Aspects of Certain Embodiments 

[0183] Features discussed herein are provided as example embodiments that may be 

implemented in many different ways that may be understood by one of skill in the art of 

data processing, without departing from the spirit of the discussion herein. Such features 

are to be construed only as example embodiment features, and are not intended to be 

construed as limiting to only those detailed descriptions.  

[0184] For example, a system includes an apparatus that includes a computer-readable 

storage medium storing executable code, the executable code including a reflectance 

representation manager that includes a data acquisition module that obtains a plurality of 

measured sample data points associated with reflectance on a surface of a material. A 

representation generator generates a non-parametric densely tabulated one-dimensional 

representation for a plurality of factors in a microfacet model, using the obtained sample 

data points.  

[0185] A representation generator generates a non-parametric densely tabulated one

dimensional representation for a plurality of factors in a microfacet model, using the 

obtained sample data points.  

[0186] Obtaining the plurality of measured sample data points includes obtaining the 

plurality of measured sample data points representing measurements of an appearance of 

brightness of points on the surface.  

[0187] Obtaining the plurality of measured sample data points includes obtaining the 

plurality of measured sample data points representing measurements of an appearance of 

brightness of points on the surface, based on the brightness perceived under a plurality of 

different views and light positions.  

[0188] The representation generator generates the non-parametric densely tabulated 

one-dimensional representation using a fitting metric that is calculated using a sum-of
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squares weighting, wherein the weighting includes a non-constant function of 

measurement magnitudes of the obtained plurality of measured sample data points.  

[0189] The fitting metric is minimized using an alternating weighted least squares 

(AWLS) numerical technique.  

[0190] The representation generator generates the non-parametric densely tabulated 

one-dimensional representation using three one-dimensional functions that are factors in 

the microfacet model, using the obtained sample data points.  

[0191] The factors include a Fresnel factor (F) that represents a dependence of the 

reflectance on a spread angle Od, a normal distribution function (D) that is a probability 

distribution function representing a probability that a microfacet normal makes an angle of 

Oh with a surface macro-scale normal, and a geometric factor (G) that represents a micro

geometry shadowing and inter-reflecting light onto the micro-geometry itself, as a 

function of one or more of an obliquity of a light direction or an obliquity of a view 

direction.  

[0192] The representation generator generates the non-parametric densely tabulated 

one-dimensional representation by applying the microfacet model independently for each 

color channel of a measurement spectrum.  

[0193] The representation generator generates the non-parametric densely tabulated 

one-dimensional representation by applying the microfacet model independently as a 

three-channel measurement each of a red channel, a green channel, and a blue channel, for 

an RGB (red-green-blue) measurement spectrum.  

[0194] For example, a plurality of measured sample data points associated with 

reflectance on a surface of a material are obtained. The measured sample data points are 

fitted to a model by applying a model fitting metric to the obtained sample data points, the 

model fitting metric calculated using a nonnegative, nonzero power of a ratio of a first 

function and a second function, the first and second functions defined over normalized 

values of the plurality of measured sample data points, the first function defined as a 

compressive function, the second function defined as a non-asymptotically increasing 

function.  

[0195] The obtained plurality of measured sample data points includes a plurality of 

measured sample data points representing reflectance on a surface of a material.  

[0196] The model fitting metric includes a volume form weighting based on a three

angle parameterization.  
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[0197] The model fitting metric includes a bidirectional reflectance distribution 

function (BRDF) importance weighting based on a BRDF in a local shading integral over 

incident lighting directions.  

[0198] The model fitting metric is minimized using an alternating weighted least 

squares (AWLS) numerical technique.  

[0199] The measured sample data points include a measured sample of high dynamic 

range (HDR) data points that include a set of data points having values greater than a 

predetermined threshold.  

[0200] For example, a plurality of measured sample data points associated with 

reflectance on a surface of a material are obtained. The measured sample data points are 

fitted to a model by applying a fitting metric to the obtained sample data points, the fitting 

metric calculated using a sum-of-squares weighting, the sum-of-squares weighting 

including a non-constant function of measurement magnitudes of the obtained plurality of 

measured sample data points.  

[0201] The sum-of-squares weighting includes squared differences between 

predictions of the model and actual measurement values.  

[0202] Obtaining the plurality of measured sample data points includes obtaining the 

plurality of measured sample data points representing measurements of an appearance of 

brightness of points on the surface.  

[0203] The fitting metric is calculated using a plurality of subweights, the subweights 

including a volume form weighting based on a three-angle parameterization.  

[0204] The fitting metric is calculated using a plurality of subweights, the subweights 

including a bidirectional reflectance distribution function (BRDF) importance weighting 

based on a BRDF in a local shading integral over incident lighting directions.  

[0205] A non-parametric densely tabulated one-dimensional representation for a 

plurality of factors in a microfacet model is generated, using the obtained sample data 

points.  

[0206] One skilled in the art of data processing will understand that there may be many 

ways of determining reflectance representations, without departing from the spirit of the 

discussion herein.  

[0207] Customer privacy and confidentiality have been ongoing considerations in data 

processing environments for many years. Thus, example techniques for determining 

reflectance representations may use user input and/or data provided by users who have 

provided permission via one or more subscription agreements (e.g., "Terms of Service" 
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(TOS) agreements) with associated applications or services associated with such 

techniques. For example, users may provide consent to have their input/data transmitted 

and stored on devices, though it may be explicitly indicated (e.g., via a user accepted 

agreement) that each party may control how transmission and/or storage occurs, and what 

level or duration of storage may be maintained, if any. Further, identifiers that may be 

used to identify devices used by a user may be obfuscated, e.g., by hashing actual user 

information. It is to be understood that any user input/data may be obtained in accordance 

with the privacy laws and regulations of any relevant jurisdiction.  

[0208] Implementations of the various techniques described herein may be 

implemented in digital electronic circuitry, or in computer hardware, firmware, software, 

or in combinations of them (e.g., an apparatus configured to execute instructions to 

perform various functionality).  

[0209] Implementations may be implemented as a computer program embodied in 

signals (e.g., a pure signal such as a pure propagated signal). Such implementations will 

be referred to herein as implemented via a "computer-readable transmission medium," 

which does not qualify herein as a "computer-readable storage medium" or a "computer

readable storage device" as discussed below.  

[0210] Alternatively, implementations may be implemented via a machine usable or 

machine readable storage device (e.g., a magnetic or digital medium such as a Universal 

Serial Bus (USB) storage device, a tape, hard disk drive, compact disk (CD), digital video 

disk (DVD), etc.), storing executable instructions (e.g., a computer program), for 

execution by, or to control the operation of, a computing apparatus (e.g., a data processing 

apparatus), e.g., a programmable processor, a special-purpose processor or device, a 

computer, or multiple computers. Such implementations may be referred to herein as 

implemented via a "computer-readable storage medium" or a "computer-readable storage 

device" and are thus different from implementations that are purely signals such as pure 

propagated signals (and thus do not qualify herein as a "computer-readable transmission 

medium" as discussed above). Thus, as used herein, a reference to a "computer-readable 

storage medium" or a "computer-readable storage device" specifically excludes signals 

(e.g., propagated signals) per se.  

[0211] A computer program, such as the computer program(s) described above, can be 

written in any form of programming language, including compiled, interpreted, or 

machine languages, and can be deployed in any form, including as a stand-alone program 

or as a module, component, subroutine, or other unit suitable for use in a computing 
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environment. The computer program may be tangibly embodied as executable code (e.g., 

executable instructions) on a machine usable or machine readable storage device (e.g., a 

computer-readable medium). A computer program that might implement the techniques 

discussed above may be deployed to be executed on one computer or on multiple 

computers at one site or distributed across multiple sites and interconnected by a 

communication network.  

[0212] Method steps may be performed by one or more programmable processors 

executing a computer program to perform functions by operating on input data and 

generating output. The one or more programmable processors may execute instructions in 

parallel, and/or may be arranged in a distributed configuration for distributed processing.  

Example functionality discussed herein may also be performed by, and an apparatus may 

be implemented, at least in part, as one or more hardware logic components. For example, 

and without limitation, illustrative types of hardware logic components that may be used 

may include Field-programmable Gate Arrays (FPGAs), Program-specific Integrated 

Circuits (ASICs), Program-specific Standard Products (ASSPs), System-on-a-chip 

systems (SOCs), Complex Programmable Logic Devices (CPLDs), etc.  

[0213] Processors suitable for the execution of a computer program include, by way of 

example, both general and special purpose microprocessors, and any one or more 

processors of any kind of digital computer. Generally, a processor will receive 

instructions and data from a read only memory or a random access memory or both.  

Elements of a computer may include at least one processor for executing instructions and 

one or more memory devices for storing instructions and data. Generally, a computer also 

may include, or be operatively coupled to receive data from or transfer data to, or both, 

one or more mass storage devices for storing data, e.g., magnetic, magneto optical disks, 

or optical disks. Information carriers suitable for embodying computer program 

instructions and data include all forms of nonvolatile memory, including by way of 

example semiconductor memory devices, e.g., EPROM, EEPROM, and flash memory 

devices; magnetic disks, e.g., internal hard disks or removable disks; magneto optical 

disks; and CD ROM and DVD-ROM disks. The processor and the memory may be 

supplemented by, or incorporated in special purpose logic circuitry.  

[0214] To provide for interaction with a user, implementations may be implemented 

on a computer having a display device, e.g., a cathode ray tube (CRT), liquid crystal 

display (LCD), or plasma monitor, for displaying information to the user and a keyboard 

and a pointing device, e.g., a mouse or a trackball, by which the user can provide input to 
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the computer. Other kinds of devices can be used to provide for interaction with a user as 

well; for example, feedback provided to the user can be any form of sensory feedback, 

e.g., visual feedback, auditory feedback, or tactile feedback. For example, output may be 

provided via any form of sensory output, including (but not limited to) visual output (e.g., 

visual gestures, video output), audio output (e.g., voice, device sounds), tactile output 

(e.g., touch, device movement), temperature, odor, etc.  

[0215] Further, input from the user can be received in any form, including acoustic, 

speech, or tactile input. For example, input may be received from the user via any form of 

sensory input, including (but not limited to) visual input (e.g., gestures, video input), audio 

input (e.g., voice, device sounds), tactile input (e.g., touch, device movement), 

temperature, odor, etc.  

[0216] Further, a natural user interface (NUI) may be used to interface with a user. In 

this context, a "NUI" may refer to any interface technology that enables a user to interact 

with a device in a "natural" manner, free from artificial constraints imposed by input 

devices such as mice, keyboards, remote controls, and the like.  

[0217] Examples of NUI techniques may include those relying on speech recognition, 

touch and stylus recognition, gesture recognition both on a screen and adjacent to the 

screen, air gestures, head and eye tracking, voice and speech, vision, touch, gestures, and 

machine intelligence. Example NUI technologies may include, but are not limited to, 

touch sensitive displays, voice and speech recognition, intention and goal understanding, 

motion gesture detection using depth cameras (e.g., stereoscopic camera systems, infrared 

camera systems, RGB (red, green, blue) camera systems and combinations of these), 

motion gesture detection using accelerometers/gyroscopes, facial recognition, 3D displays, 

head, eye, and gaze tracking, immersive augmented reality and virtual reality systems, all 

of which may provide a more natural interface, and technologies for sensing brain activity 

using electric field sensing electrodes (e.g., electroencephalography (EEG) and related 

techniques).  

[0218] Implementations may be implemented in a computing system that includes a 

back end component, e.g., as a data server, or that includes a middleware component, e.g., 

an application server, or that includes a front end component, e.g., a client computer 

having a graphical user interface or a Web browser through which a user can interact with 

an implementation, or any combination of such back end, middleware, or front end 

components. Components may be interconnected by any form or medium of digital data 
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communication, e.g., a communication network. Examples of communication networks 

include a local area network (LAN) and a wide area network (WAN), e.g., the Internet.  

[0219] Although the subject matter has been described in language specific to 

structural features and/or methodological acts, it is to be understood that the subject matter 

5 defined in the appended claims is not necessarily limited to the specific features or acts 

described above. Rather, the specific features and acts described above are disclosed as 

example forms of implementing the claims. While certain features of the described 

implementations have been illustrated as described herein, many modifications, 

substitutions, changes and equivalents will now occur to those skilled in the art. It is, 

10 therefore, to be understood that the appended claims are intended to cover all such 

modifications and changes as fall within the scope of the embodiments.  

[0220] Throughout this specification and claims which follow, unless the context 

requires otherwise, the word "comprise", and variations such as "comprises" and 

"comprising", will be understood to imply the inclusion of a stated integer or step or group 

15 of integers or steps but not the exclusion of any other integer or step or group of integers 

or steps.  

[0221] The reference in this specification to any prior publication (or information 

derived from it), or to any matter which is known, is not, and should not be taken as an 

acknowledgment or admission or any form of suggestion that that prior publication (or 

20 information derived from it) or known matter forms part of the common general 

knowledge in the field of endeavour to which this specification relates.  
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THE CLAIMS DEFINING THE INVENTION ARE AS FOLLOWS: 

1. A system comprising: 

at least one processor; and 

a computer-readable storage medium that stores executable code which, when 

executed by the at least one processor, causes the at least one processor to: 

obtain measured three-dimensional (3D) sample data associated with reflectance 

on a surface of an isotropic material; 

fit the 3D sample data to a microfacet model comprising one-dimensional (ID) 

functions that are factors in the microfacet model by iteratively updating an individual 

factor while holding the remaining factors constant to generate a non-parametric densely 

tabulated ID representation of the reflectance; and 

render one or more images using the non-parametric densely tabulated ID 

representation.  

2. The system of claim 1, wherein the measured 3D sample data represent 

measurements of an appearance of brightness of points on the surface of the isotropic 

material.  

3. The system of claim 2, wherein: 

the appearance of brightness is based at least on brightness perceived under 

different views and light positions relative to the surface of the isotropic material.  

4. The system of claim 1, wherein the executable code further causes the at least one 

processor to: 

fit the 3D sample data to the microfacet model using a fitting metric that is 

calculated using a sum-of-squares weighting, wherein the sum-of-squares weighting 

includes applying a non-constant function of measurement magnitudes of the measured 3D 

sample data.  

5. The system of claim 4, wherein the executable code further causes the at least one 

processor to: 

minimize the fitting metric using an alternating weighted least squares (AWLS) 

numerical technique.  
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6. The system of claim 1, wherein the ID functions of that are the factors in the 

microfacet model include three ID functions corresponding to three dimensions of the 

measured 3D sample data.  

7. The system of claim 6, wherein: the factors include: 

a Fresnel factor (F) that represents a dependence of the reflectance on a spread 

angle Od, 

a normal distribution function (D) representing a probability that a microfacet 

normal makes an angle of Oh with a surface macro-scale normal, and 

a geometric factor (G) that represents a micro-geometry shadowing and inter

reflecting light onto the micro-geometry itself, as a function of one or more of an obliquity 

of a light direction or an obliquity of a view direction.  

8. The system of claim 1, wherein the executable code further causes the at least one 

processor to: 

generate the non-parametric densely tabulated 1D representation by applying the 

microfacet model independently for each color channel of a measurement spectrum.  

9. The system of claim 1, wherein the executable code further causes the at least one 

processor to: 

generate the non-parametric densely tabulated 1D representation by applying the 

microfacet model independently as a three-channel measurement each of a red channel, a 

green channel, and a blue channel, for an RGB (red-green-blue) measurement spectrum.  

10. A computer-implemented method comprising: 

obtaining measured three-dimensional (3D) sample data associated with 

reflectance on a surface of an isotropic material; 

fitting the measured 3D sample data to a model that includes one-dimensional (ID) 

functions to generate a 1D representation of the model, the fitting including applying a 

model fitting metric to the measured 3D sample data, the model fitting metric calculated 

using a nonnegative, nonzero power of a ratio of a compressive function and a non

asymptotically increasing function, the compressive function and the non-asymptotically 

increasing function defined over normalized values of the measured 3D sample data; and 
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rendering one or more images based at least on the ID representation of the model.  

11. The method of claim 10, wherein: 

the model fitting metric includes a volume form weighting based at least on a 

three-angle parameterization corresponding to three dimensions of the measured 3D 

sample data.  

12. The method of claim 10, wherein: 

the model fitting metric includes a bidirectional reflectance distribution function 

(BRDF) importance weighting based at least on a BRDF in a local shading integral over 

incident lighting directions.  

13. The method of claim 10, further comprising: 

minimizing the model fitting metric using an alternating weighted least squares 

(AWLS) numerical technique.  

14. The method of claim 10, wherein: 

the measured 3D sample data include high dynamic range (HDR) data points with 

values greater than a predetermined threshold.  

15. A system comprising: 

at least one data processing apparatus; and 

a computer-readable storage medium storing executable code which, when 

executed by the at least one data processing apparatus, causes the at least one data 

processing apparatus to: 

obtain measured three dimensional (3D) sample data associated with reflectance on 

a surface of an isotropic material; 

fit the measured 3D sample data to a model that includes ID functions to generate 

a one-dimensional (ID) representation of the model by applying a fitting metric to the 

measured 3D sample data, the fitting metric calculated using a sum-of-squares weighting, 

the sum-of-squares weighting including a non-constant function of measurement 

magnitudes of the measured 3D sample data; and 

render one or more images using the ID representation.  
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16. The system of claim 15, wherein: 

the sum-of-squares weighting includes squared differences between predictions of 

the model and actual measurement values.  

17. The system of claim 15, wherein: 

the measured 3D sample data represent an appearance of brightness of points on 

the surface of the isotropic material.  

18. The system of claim 15, wherein the executable code further causes the at least one 

data processing apparatus to: 

calculate the fitting metric using a plurality of subweights, the plurality of 

subweights including a volume form weighting based at least on a three-angle 

parameterization corresponding to three dimensions of the measured 3D sample data.  

19. The system of claim 15, wherein the executable code further causes the at least one 

data processing apparatus to: 

calculate the fitting metric using a plurality of subweights, the plurality of 

subweights including a bidirectional reflectance distribution function (BRDF) importance 

weighting based at least on a BRDF in a local shading integral over incident lighting 

directions.  

20. The system of claim 15, wherein: 

the ID representation is a non-parametric densely tabulated ID representation for 

the ID functions in the model.  
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