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PERSONAL ALERTING DEVICE AND 
METHOD 

FIELD 

0001 Embodiments of the present invention relate gener 
ally to a personal alerting device and method, and, more 
particularly, to a personal alerting device and method for 
detecting an approaching Sound source. 

INTRODUCTION 

0002 Portable music players and other media devices 
have become widespread. These devices allow people to 
enjoy music and other types of media in places that lack ready 
access to electrical outlets. In particular, people are now more 
able to enjoy music outdoors while engaging in various out 
door activities, such as jogging or walking. Earphones are 
often used with these portable music players and provide a 
convenient and cost-effective way of limiting the amount of 
noise that is broadcast out into the environment so as not to 
disturb other nearby persons. 
0003. However, music from earphones also tends to inter 
fere with or block out nearby sounds, thereby diminishing the 
user's awareness of his or her Surroundings. Often no signifi 
cant danger is posed through use of earphones. But it may 
sometimes happen that users of earphones end up in poten 
tially dangerous situations, where audible warning sounds 
that would have alerted them to the imminent threat are not 
heard over the music coming through the earphones. In some 
instances, the music may drown out the Sound made by the 
footsteps of an approaching person. If the approaching person 
is a would-be assailant, and/or if the user happens to be in an 
isolated area at the time, he or she could be vulnerable to 
attack that would result in serious bodily harm. Joggers who 
go out late at night or who run through deserted parks alone, 
for example, may face this risk by listening to music through 
earphones. Situations like the ones described could poten 
tially even become life threatening for the user. Several such 
unfortunate incidents have been long reported in the media. 
0004. In other instances, earphones can cause the user to 
not hear the horns from nearby vehicles. Drivers of oversized 
vehicles especially, Such as buses, garbage trucks, and Snow 
plows, often have poor rear sightlines. Consequently there is 
a potential risk that the vehicle will back up into somebody 
causing serious bodily harm. Because of the poor sightlines 
involved, the drivers of these oversized vehicles cannot 
always be relied upon to avert the potential danger them 
selves. Even for a person who is not wearing earphones, 
excessive ambient noise may still drown out or disguise the 
audible warning sounds that would otherwise have alerted the 
person to a nearby danger. 
0005. Other human senses, most notably eyesight, can 
also provide a means of detecting imminent danger. However, 
like hearing, eyesight can also sometimes be limited. Dark 
ness or excessive glare from the Sun may diminish a person's 
ability to perceive dangers. But even in good lighting condi 
tions, a person's normal field of view stops at their peripheral 
vision, meaning that eyesight is not ordinarily an effective 
way to perceive dangers that approach from behind. The risks 
are that much greater when all the above factors are com 
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bined, as may be the case for a person who is out for a jog or 
walk late at night and who is listening to music through 
earphones. 

SUMMARY 

0006. The embodiments described herein provide in one 
aspect, a method of detecting an approaching Sound source. 
The method comprises: a) detecting environmental sounds 
and providing a Sound signal representing the detected envi 
ronmental sounds to a sound analyzer; b) analyzing the Sound 
signal to determine a baseline Sound pattern comprising a 
plurality of distinct sounds, and storing the baseline Sound 
pattern in memory; c) monitoring the sound signal; d) com 
paring the monitored Sound signal against the baseline Sound 
pattern stored in memory to determine whether a target Sound 
pattern is present in the sound signal, the target Sound pattern 
being related to the baseline sound pattern; and e) providing 
an alert when it is determined that the target Sound pattern is 
present in the Sound signal. 
0007. The embodiments described herein provide in 
another aspect, a system for detecting an approaching Sound 
Source. The system comprises: a) a detector for detecting 
environmental Sounds and for providing a Sound signal rep 
resenting the detected environmental sounds; b) a Soundana 
lyZer coupled to the detector for receiving the Sound signal, 
wherein the Soundanalyzer comprises: (i) a signal windowing 
function for monitoring the Sound signal; and (ii) a Sound 
pattern processor for processing the sound signal to deter 
mine a baseline Sound pattern comprising a plurality of dis 
tinct Sounds, and for comparing the monitored sound signal 
against the baseline sound pattern to determine whether a 
target Sound pattern is present in the Sound signal, the target 
Sound pattern being related to the baseline sound pattern; and 
c) an output device coupled to the Sound analyzer for gener 
ating an alert when the Sound analyzer determines that the 
target Sound pattern is present in the sound signal. 
0008. The embodiments described herein provide in yet 
another aspect, a computer program product for use on a 
computer system to detect an approaching Sound source. The 
computer program product comprises a computer-readable 
recording medium, and instructions recorded on the record 
ing medium for instructing the computer system, wherein the 
instructions are for: a) detecting environmental sounds and 
providing a Sound signal representing the detected environ 
mental Sounds to a Sound analyzer; b) analyzing the Sound 
signal to determine a baseline Sound pattern comprising a 
plurality of distinct sounds, and storing the baseline Sound 
pattern in memory; c) monitoring the sound signal; d) com 
paring the monitored Sound signal against the baseline Sound 
pattern stored in memory to determine whether a target Sound 
pattern is present in the sound signal, the target Sound pattern 
being related to the baseline sound pattern; and e) providing 
an alert when it is determined that the target Sound pattern is 
present in the Sound signal. 
0009 Further aspects and advantages of the embodiments 
described herein will be understood from the following 
description and accompanying drawings. 

DRAWINGS 

0010 For a better understanding of the embodiments 
described herein and to show more clearly how they may be 
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carried into effect, reference will now be made to the accom 
panying drawings, which show at least one exemplary 
embodiment, and in which: 
0011 FIG. 1A is a schematic diagram of a system for 
detecting an approaching Sound source: 
0012 FIG. 1B is a schematic diagram of another system 
for detecting an approaching Sound source: 
0013 FIG. 2 is a schematic diagram of a sound analyzer 
included in a system for detecting an approaching Sound 
Source: 
0014 FIG. 3A is a flowchart illustrating the steps of a 
method for detecting an approaching Sound source; and 
0015 FIG. 3B is a flowchart illustrating the steps of 
another method for detecting an approaching Sound Source. 
0016. It will be appreciated that for simplicity and clarity 
of illustration, elements shown in the figures have not neces 
sary been drawn to scale. For example, the dimensions of 
Some of the elements may be exaggerated relative to other 
elements for clarity. Where convenient, the elements are 
Sometimes only presented Schematically or symbolically. 

DESCRIPTION OF VARIOUSEMBODIMENTS 

0017. It will be appreciated that for simplicity and clarity 
of illustration, where considered appropriate, reference 
numerals may be repeated among the figures to indicate cor 
responding or analogous elements or steps. In addition, 
numerous specific details are set forth in order to provide a 
thorough understanding of the exemplary embodiments 
described herein. However, it will be understood by those of 
ordinary skill in the art that the embodiments described herein 
may be practiced without these specific details. In other 
instances, well-known methods, procedures and components 
have not been described in detail so as not to obscure, or 
otherwise convolute, aspects of the embodiments described 
herein. This description is moreover in no way to be consid 
ered as limiting the scope of the embodiments described 
herein, but rather as merely describing exemplary implemen 
tations of the various embodiments. 

0.018. Reference is first made to FIG. 1A, which schemati 
cally illustrates a personal alerting device 1 for detecting an 
approaching Sound source according to an aspect of an 
embodiment of the present invention. The device 1, which is 
portable and generally fastened through some means to the 
user, comprises a Sound detector 6, a Sound analyzer 8 and an 
output device 10. Sound detector 6 detects environmental 
sounds emitted in the vicinity of the sound detector 6, and 
converts those detected Sounds into an electrical sound signal. 
Sound analyzer 8 analyzes the sound signal provided by 
sound detector 6 to determine whether or not a target sound 
pattern can be detected in the Sound signal. The target Sound 
pattern may correspond to a sound source 4 that is approach 
ing the Sound detector 6, and may be detected by the Sound 
analyzer 8 based on a previously determined baseline sound 
pattern, which may correspond to a reference Sound Source in 
the vicinity of the sound detector 6. The reference sound 
Source may be stationary or moving. In particular, the base 
line sound pattern may comprise the Sounds made by the 
user's footsteps, and the target Sound pattern may comprise 
the Sounds made by the footsteps of an approaching person. 
When the sound analyzer 8 detects the presence of the 
approaching Sound source 4 by detecting the target Sound 
pattern in the Sound signal, the output device 10 is instructed 
to emit an alert to the user. 
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0019 Sound detector 6 is coupled to sound analyzer 8 and 
comprises a microphone for detecting Sound. The micro 
phone converts acoustic waves into an electrical Sound signal 
using a suitable acoustic to electric transducer. For example, 
the microphone 4 may be a dynamic or condensertype micro 
phone, as well as any other type of microphone that works 
suitably well in noisy environments. The microphone 4 
should be sensitive enough to detect the baseline and target 
Sound patterns even when other sources of ambient (i.e. back 
ground) noises are transduced. In some embodiments the 
sensitivity of the microphone is adjustable and can be set 
according to the background noise level. 
0020. Different microphone directivities may also be 
selected for the microphone depending on its mount orienta 
tion on the user. For example, if the microphone is fastened on 
the user to be rear facing, then some form of unidirectional 
microphone, Such as a cardioid microphone, may be included 
in the sound detector 6. If however the microphone is 
mounted in other or variable orientations, then abidirectional 
or omnidirectional microphone may be included. If for 
example the microphone is worn on the user's wrists, which 
are constantly changing orientation, then an omnidirectional 
microphone may be more effective than an unidirectional 
microphone. It should be understood that microphones hav 
ing different directivities may be included, but preferably the 
chosen microphone will have good sensitivity to Sound ema 
nating from behind the user. These sounds may represent 
possible dangers approaching the user, including the foot 
steps of an approaching person, which the user would not 
ordinarily be expected to detect using other or faculties, such 
as eyesight. 
0021. The sound signal produced by the sound detector 6 
may be an analog signal or alternatively a digital signal. 
Therefore, in some embodiments the sound detector 6 further 
comprises an analog to digital converter 28 for generating a 
digital representation of the analog Sound signal transduced 
by the microphone. The analog to digital converter 28 may 
also sample the analog Sound signal as part of the conversion. 
It should be understood, however, that an analog to digital 
converter 28 could equivalently be included in other elec 
tronic components of the device 1. As will be seen, in some 
embodiments the Sound analyzer 8 comprises an analog to 
digital converter 28 for sampling and digitizing the trans 
duced Sound signal. 
0022. The sound analyzer 8 receives and processes the 
Sound signal generated by the Sound detector 6 in order to 
determine whether or not a target Sound pattern is present in 
the Sound signal, corresponding to the Sound source 4 in the 
vicinity of and approaching the Sound detector 6. As dis 
cussed in greater detail below, the Sound analyzer 8 processes 
the Sound signal to determine a baseline sound pattern, and 
then compares the Sound signal against the baseline Sound 
pattern in order to determine if the target Sound pattern is 
present in the Sound signal. For this purpose, the Soundana 
lyZer 8 also continually monitors the digitized sound signal. 
Once the sound analyzer 8 positively determines that the 
Sound Source 4 is approaching the user, output device 10 is 
instructed to alert the user of the device 1 to the potential 
danger posed by the approaching Sound source 4. The Sound 
analyzer 8 can be implemented either as software or as hard 
ware components. 
0023 The output device 10 is coupled to the sound ana 
lyzer 8 and provides one or more different types of alerts 
when instructed to do so by the sound analyzer 8. For 
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example, the output device 10 may comprise earphones or a 
speaker for providing an audible alert, which may comprise a 
verbal message or a series of short beeps. To emit the audible 
alert, the output device 10 may even interrupt a separate audio 
stream to better ensure that the alert registers with the user. 
The output device 10 may also comprise a vibrator for pro 
viding the user with a tactile alert. Alternatively the output 
device 10 may comprise a display for providing the user with 
a visual alert, Such as a sequence of flashing lights. It should 
be understood that the device 1 may also comprise more than 
one output device 10 for providing more than one type of 
alert. Different combinations of alerts may be desirable 
depending on how the device 1 is physically embodied. 
0024. The device 1 may be embodied as a standalone 
system that is used only for detecting approaching Sounds 
Sources. In some embodiments, the sound detector 6, Sound 
analyzer 8 and output device 10 are all included within the 
same casing, which may be composed of plastic, metal, glass, 
or any other combination of suitable materials. As mentioned, 
the device 1 can be mounted on the user in different possible 
orientations that provide good sensitivity to Sounds emanat 
ing from behind the user. Accordingly, the device 1 may 
attach to the waistband of the user's pants using a clip, or 
alternatively to the user's wrist using a pair of straps and a 
clasp. The device 1 may also be housed in more than one 
casing. For example, the sound detector 6 and sound analyzer 
8 may be encased together and configured to attach to a 
waistband, while the output device 10 is encased separately 
and configured to attach to the user's wrist. In that case, the 
Soundanalyzer 8 may send the instruction to the output device 
10 wirelessly using short range RF frequencies. It should be 
understood that different physical embodiments are possible. 
0025 Reference is now made to FIG. 1B, which illustrates 
an embodiment of a system 2 for detecting an approaching 
Sound source that is integrated with a portable music player or 
other audio device. Like components of systems 1 and 2 have 
been assigned the same reference number and will only be 
described in as much detail as is necessary. The system 2 
generally differs from the device 1 in that the output of the 
sound analyzer 8 is multiplexed with the audio stream from 
the portable music player 16, thereby allowing interruption of 
the audio stream in order to communicate the alert to the user 
through earphones 14. Device 1 in contrast comprises output 
device 10 that is dedicated to emitting the alert, whereas in 
system 2 earphones 14 serve as an output device for both the 
portable music player 16 (e.g. to play music) and the Sound 
analyzer 8 (e.g. to emit the alert). The audio stream from the 
portable music player 16 can be interrupted by adjusting its 
Volume and overlaying the audible alert from the Soundana 
lyzer 8. Alternatively, the audio stream can be muted alto 
gether to provide the audible alert. 
0026. Multiplexer 12 is coupled on its input side to the 
Sound analyzer 8 and the portable music player 16, and on its 
output side to the earphones 14. In this way, multiplexer 12 
can by default select the audio stream from the portable music 
player 16 and relay it to the earphones 14. However, when 
given an appropriate instruction by the Sound analyzer 8, 
multiplexer 12 can Switch to an alternate audio stream that 
includes the audible alert. As mentioned, the alternate audio 
stream may comprise just the audible alert, in which case 
multiplexer 12 would mute the audio stream from the portable 
music player 16. Alternatively, the alternate audio stream 
comprise the audible alert mixed with the audio stream from 
the portable music player 16, for example the later reduced in 
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volume and overlaid with the audible alert. Accordingly, mul 
tiplexer 12 also comprises signal amplifiers, Switches, mix 
ers, and other logic circuitry to provide the herein described 
function. 

0027 Sound analyzer 8 and multiplexer 12 can be directly 
integrated into the hardware and/or Software components of 
portable music player 16. Sound detector 6 may also be 
integrated into portable music player 16, but it may also be 
included as a distinct component of the system 2. For 
example, Sound detector 6 may be mounted onto earphones 
14 in order to be rear facing. Sound detector 6 may also be 
integrated with earphones 14. Additional output devices 10 
(not shown) may be included in system 2. Alternatively, the 
sound analyzer 8 and multiplexer 12 may be physically 
embodied in separate encasings from portable music player 
16. In other words, portable music player 16 can be any 
conventional audio device, and multiplexer 12 can be used to 
splice the audio stream from portable music player 16 with 
the output from the Sound analyzer 8. In this case, the input 
jack from the earphones 14 would plug into multiplexer 12 as 
opposed to directly into portable music player 16. 
0028. Reference is now made to FIG. 2, which schemati 
cally illustrates a sound analyzer 8 that may, according to 
aspects of embodiments of the present invention, be included 
in a system for detecting an approaching Sound source. Such 
as systems 1 and 2. As illustrated, the Sound analyzer 8 com 
prises sound pattern processor 20 coupled to memory 22, 
windowing function 24, and peak detector 26. The sound 
analyzer 8 receives a sound signal provided by the Sound 
detector 6 and instructs output device 10 to emit an alert 
whenever the Sound pattern processor 20 detects a target 
Sound pattern in the Sound signal (corresponding to a Sound 
Source 4 approaching the user). The sound analyzer 8 can be 
embodied on Software components, hardware components, or 
Some combination of the two. The Sound analyzer 8 may also 
comprise analog to digital converter 28 for sampling and 
digitizing analog Sound signals. Alternatively, analog to digi 
tal converter 28 may be included in the sound detector 6. 
0029. The sound analyzer 8 may also comprise filter 30 for 
pre-processing the digitized sound signal. Filter 30 may pro 
vide both a frequency and again response. For example, filter 
30 may comprise a low-pass or a band-pass filter in order to 
reduce high frequency (and in Some cases also low frequency) 
noise that is present in the sound signal. Some level of high 
frequency noise is usually present in analog circuits. Wind in 
the vicinity of the microphone may introduce low frequency 
noise. The filter 30 may also provide pre-amplification of the 
Sound signal, as needed, to compensate for the transducer 
gain of the microphone. As is well understood, filter 30 may 
comprise a single filter, or alternatively a plurality of filters, 
and may be implemented as a Finite Impulse Response (FIR) 
filter. 

0030 Windowing function 24 is coupled to analog to digi 
tal converter 28 and may be used to store and provide access 
to present and historical samples of the digitized sound signal. 
Accordingly, windowing function 24 may be a simple rect 
angular (also known as a Dirichlet) window with a width of N 
samples, though other non-rectangular windowing functions 
are possible as well. The chosen width, N, of the windowing 
function 24 may depend on the sampling rate of the analog to 
digital converter 28. However, the width should be chosen 
Such that enough samples of the digital sound signal are 
resolved in the windowing function 24 for Sound patterns 
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(including the baseline and target Sound patterns) to emerge 
and be detected by the sound pattern processor 20. 
0031. For example, it may be desirable for the windowing 
function 24 to resolve about 4 seconds of digitized sound 
signal (which would correspond to a width of N=4000 if the 
analog to digital converter 28 samples at a rate of 1 kHz). Note 
that it may also be convenient for the width of the windowing 
function 24 to equal a power of two. Such as 4096 samples, to 
reduce computational complexities in the signal processing 
performed by sound pattern processor 20. Windowing func 
tion 24 can be implemented using one or more registers, 
which, as mentioned, can be embodied in hardware (e.g. 
using transistor gates) or Software (e.g. in computer memory 
Such as memory 22). 
0032. The windowing function 24 is used by the sound 
pattern processor 20 to process the digitized sound signal by 
storing and providing access to the last N samples of Sound 
transduced by the sound detector 6. Each new sound sample 
provided by the analog to digital converter 28 replaces the 
oldest Sound sample still stored in the one or more registers. 
In this way, the windowing function 24 advances one sample 
each time step, thereby allowing the sound pattern processor 
20 to continually monitor the digitized Sound signal. In par 
ticular, the sound analyzer 8 can monitor the windowed sound 
signal to detect the presence of the target Sound pattern and 
optionally, as will be seen, to determine new baseline Sound 
patterns. 
0033. The sound pattern processor 20 analyzes the sound 
signal to determine a baseline sound pattern, in other words to 
discern a baseline sound pattern that emerges in the Sound 
signal. The baseline Sound pattern can comprise a plurality of 
distinct Sounds of Substantially the amplitude (i.e. loudness) 
and that are separated by Substantially equal time intervals. 
Thus, any distinct sound from a singular source that is 
repeated at regular intervals may constitute the baseline 
Sound pattern. It is noted, however, that the respective ampli 
tude and time intervals of the plurality of distinct sounds do 
not need to be identically equal for the plurality of sounds to 
form the baseline Sound pattern, so long as the respective 
values of these parameters are Substantially equal over the 
entire plurality of distinct sounds (for example within +10% 
of each other over). Other characteristic features of the dis 
tinct sounds may also be used in the definition of the baseline 
Sound pattern. Thus, in some embodiments the distinct 
Sounds forming the baseline Sound pattern also all have Sub 
stantially the same pitch, duration, harmonic content, and so 
O 

0034. The baseline sound pattern determined by the sound 
pattern processor 20 should comprise at least a minimum of 3 
distinct sounds. Starting with a first distinct Sound, at least 2 
additional sounds would be needed to determine that the 
distinct sounds had substantially equal amplitudes and were 
occurring at Substantially equal time intervals. Thus no few 
than 3 distinct sounds should comprise the baseline Sound 
pattern. However, there is no specific limitation on this num 
ber. Including a larger number of Sounds may increase con 
fidence in the identified baseline sound pattern and provide 
for more accurate detection of the target Sound pattern. In 
Some embodiments, the baseline Sound pattern comprises 
between 3 and 5 distinct sounds. In other embodiments, how 
ever, the baseline sound pattern may comprise all such dis 
tinct sounds as are resolved by the windowing function 24 at 
that moment in time. 

Dec. 2, 2010 

0035. The sound pattern processor 20 can determine the 
baseline Sound pattern only once during an operating time 
interval of the device 1. Alternatively, at least once during the 
operating time interval, the Sound pattern processor 20 can 
dynamically determine a new baseline Sound pattern to 
replace all previous baseline sound patterns. In some embodi 
ments, a new baseline sound pattern is determined periodi 
cally during the operating time interval. 
0036. For example, the sound pattern processor 20 can 
determine a new baseline sound pattern at regular intervals of 
10 or 30 seconds. The new baseline sound pattern can be 
determined independently of the previous baseline sound pat 
tern, for example where the update time interval of the base 
line Sound pattern is longer than the width of the windowing 
function 24 (in which case the sound pattern processor 20 
would no longer have access to the samples from which the 
previous baseline sound pattern was determined). Alterna 
tively, where the update time interval is shorter than the width 
of the windowing function 24, the new baseline sound pattern 
may be determined by updating the previous baseline Sound 
pattern based on the samples of the Sound signal in the time 
since the most recent baseline Sound pattern was determined. 
0037. In a special case, the sound pattern processor 20 can 
process the Sound at each time step of the windowing function 
24. Such that the Sound pattern processor 20, in effect, updates 
and maintains the baseline Sound pattern in real-time. In this 
case, for each distinct sound in the baseline Sound pattern that 
passes into and out of the windowing function 24, the Sound 
pattern processor 20 could update the baseline sound pattern 
accordingly by adding or removing that distinct sound from 
the pattern. Thus it should be understand that, although the 
Sound pattern processor 20 may continually process the 
Sound signal, not every time step advance will generate a new 
baseline pattern. 
0038 Continual updating of the baseline sound pattern 
may be advantageous where the pattern has a high rate of 
change over time. That may be the case, for example, if the 
distinct sounds forming the baseline sound pattern corre 
spond to the Sounds made by the user's footsteps and the user 
is frequently stopping or changing pace. Continual updating 
of the baseline sound pattern would provide an effective 
means of tracking the changes with no or only short lag. Of 
course, even in embodiments where the new baseline Sound 
pattern is determined periodically at regular intervals, 
changes in the pattern could also be tracked only with a longer 
lag. 
0039. The sound pattern processor 20 can determine the 
baseline sound pattern by compiling a log of all distinct 
Sounds that can be isolated in the monitored Sound signal. 
Such a log may list all distinct sounds resolved in the win 
dowing function 24 at a particular time step, including values 
for each distinct Sound corresponding to an amplitude, time, 
and optionally pitch and duration. The log can be updated and 
maintained in real-time by adding to and removing log entries 
as distinct sounds pass into and out of the windowing function 
24. Alternatively, the log can be newly compiled once for each 
time the sound pattern processor 20 is called upon to deter 
mine a new baseline sound pattern, or at other regular inter 
vals, for example once every 20 or 50 samples. 
0040. Once compiled, the sound pattern processor 20 can 
parse the log entries (corresponding to different distinct 
Sounds) to determine the baseline Sound pattern. The parsing 
algorithm used by the sound pattern processor 20 should be 
able to identify, from among all distinct sounds in the log, a 
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plurality (or pluralities) of distinct Sounds having Substan 
tially the same amplitude and time intervals. Once isolated, 
selection criteria can be used to select a single plurality of 
distinct sounds from among the identified pluralities of dis 
tinct Sounds (assuming the parsing algorithm isolates more 
than one) to serve as the baseline sound pattern. The selection 
criteria may comprise expected values for the amplitude, 
pitch and time interval of the user's footsteps, which may be 
determined experimentally and inputted during calibration of 
the Sound analyzer 8. In some embodiments, only a single 
plurality of distinct sounds is identified and taken as the 
baseline sound pattern without having to apply selection cri 
teria. 
0041. The parsing algorithm used by the sound pattern 
processor 20 may comprise, for each possible grouping of at 
least 3 distinct Sounds in the log, determining a time interval 
between each pair of Successive sounds in the grouping. Sta 
tistical means can then be used to determine if the distinct 
Sounds in the grouping have Substantially equal amplitudes 
and time intervals. For example, the Sound pattern processor 
20 can calculate a mean and standard deviation for each of 
those two parameters. If the calculated standard deviations 
are each less than a chosen maximum, indicating that the 
amplitudes and time intervals for all sounds in the grouping 
are Substantially equal, then the Sound pattern processor 20 
can determine that the particular grouping of Sounds is a 
possible candidate for forming the baseline Sound pattern. 
The maximum standard deviation can be an adjustable 
parameter used to provide a finer or coarser parsing algo 
rithm, and it can be defined as a percentage of the given 
parameter mean. 
0042. For example, the maximum standard deviation for 
substantial correspondence can be 10% of the mean value of 
the given parameter. Of course, other values are possible as 
well. Finally, as mentioned previously, if the sound pattern 
processor 20 identifies two or more candidate groupings, then 
selection criteria can be used to select one of the groupings as 
the baseline Sound pattern. Once the baseline sound pattern is 
determined, the Sound pattern processor 20 can represent the 
baseline Sound pattern interms of average amplitude and time 
interval, as well as is terms of any other characteristic features 
used in the definition of the baseline sound pattern. These 
average values can be stored in memory 22. 
0043. It should also be understood that the parsing algo 
rithm described herein represents but one algorithm for deter 
mining the baseline Sound pattern, and that different modifi 
cations or variations to the algorithm are possible. It should 
also be understood that the described algorithm may be used 
at any time by the Sound pattern processor 20 during the 
operating time interval, and that it would work equally well to 
determine an initial baseline sound pattern as it would to 
update the baseline Sound pattern or determine a completely 
new baseline sound pattern. It should also be understood that, 
with suitable modification as discussed further below, the 
sound pattern processor 20 should be able to use the same 
parsing algorithm to detect the target Sound pattern. 
0044 Peak detector 26 is used by the sound pattern pro 
cessor 20 to identify distinct sounds in the monitored sound 
signal, in general, by isolating segments of the sound signal 
that are characterized by local spectral energy peaks. In other 
words, segments of the Sound signal characterized by greater 
spectral energy than Surrounding segments may be inter 
preted by the peak detector 26 as comprising a distinct Sound. 
To calculate spectral energy, peak detector 26 can define a 
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Sub-window comprising M samples of the sound signal. M 
being less than N, and then compute the root mean square 
(rms) of the sound signal over the M samples in the sub 
window to represent the average spectral energy of the signal 
at that time step. Like the windowing function 24, the Sub 
window may have any suitable shape, including rectangular 
windows, Hamming windows, and the like. Differently 
shaped windows, it should be understood, would calculate 
differently weighted rms values. 
0045 An rms value may be determined for each time step 
to generate a spectral energy signal (i.e. rms spectral energy 
as a function of time). Peaks in the spectral energy signal will 
correspond to distinct sounds in the sound signal. Peak detec 
tor 26 can detect spectral energy peaks using a Suitably con 
figured filter that extracts the rate of change of the spectral 
energy signal. A Sustained positive rate of change followed by 
a Sustained negative rate of change, corresponding to an 
increase and Subsequent decrease in spectral energy, may 
indicate a spectral energy peak. Because of possible noise and 
other artifacts in the spectral energy signal, it may be conve 
nient for the filter to include a smoothing function to achieve 
good results. Once peak detector 26 has detected a spectral 
energy peak, the Sound pattern processor 20 can record the 
average rms value and center of the spectral peak to represent 
the amplitude and time of the distinct Sound, respectively, and 
update the log accordingly. The filter used by peak detector 26 
can be implemented as a FIR filter and is configurable. Dif 
ferent logic functions may also be used to interpret the output 
of the filter. For example, spectral energy peaks can be 
required to have a certain height or width to be interpreted as 
representing a distinct Sound. 
0046. It should be appreciated that other filtering tech 
niques may be implemented in peak detector 26 as well. As an 
example, instead of in addition to tracking rate of change, the 
peak detector 26 may perform threshold analysis on the spec 
tral energy signal. Segments of the signal wherein spectral 
energy crosses above a pre-determined threshold value, or 
comprises a minimum number of samples above the thresh 
old, may be taken to represent a distinct Sound. As before, the 
distinct sound may then be characterized by the average rms 
value and center of the corresponding spectral peak. 
0047. In some embodiments, the sound analyzer 8 further 
comprises a noise estimator 32 for estimating a level of back 
ground noise present in the digitized Sound signal. Noise 
estimator 32 can operate in conjunction with peak detector 26 
to isolate distinct sounds in the sound signal. By having the 
noise estimator 32 determine a noise threshold to represent an 
estimate of the background noise level in the sound signal, the 
Sound pattern processor 20 can reject, as corresponding to 
distinct sounds, all spectral energy peaks isolated by the peak 
detector 26 that fall within the noise threshold of the sound 
signal. In other words, the Sound pattern processor 20 can, for 
the purpose of determining the baseline sound pattern, simply 
discard these spectral peaks as artifacts of background noise 
and not as corresponding to distinct sounds. 
0048. The noise estimator 32 can determine the noise 
threshold as the average spectral energy of the Sound signal in 
the time intervals between distinct sounds. The estimate can 
be provided, for example, by monitoring the rms spectral 
energy of the Sound signal to isolate segments in which rms 
spectral energy remains relatively constant at Some “low 
energy level for one or more sustained periods. The rate of 
change of the rms spectral energy signal can be determined, as 
before, using a suitable FIR filter, and the rms spectral energy 
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during these periods can be averaged to provide the noise 
threshold. During the operating time interval, the noise esti 
mator 32 should converge on a reasonable approximation of 
the background noise level in the Sound signal. 
0049. The sound pattern processor 20 uses the baseline 
Sound pattern in determining whether or not the target Sound 
pattern is present in the Sound signal. Like the baseline sound 
pattern, the target Sound pattern comprises a plurality of dis 
tinct sounds, which, through its characteristic features, can be 
related to the baseline sound pattern. In other words, distinct 
Sounds that may comprise the target Sound pattern can be 
identified based on, and in relation to, the distinct sounds 
previously determined as comprising the baseline Sound pat 
tern. The converse is true also. Sounds can be rejected as 
possibly comprising the target Sound pattern based on how 
certain of their characteristic features relate to corresponding 
features of the baseline sound pattern. Where the sound pat 
tern processor 20 determines that the target Sound pattern is 
present in the Sound signal, as mentioned, the output device 
10 is instructed to emit an alarm. 

0050. In some embodiments, the baseline line pattern cor 
responds to the sounds made by the user's footsteps. It is a 
reasonable assumption that, at least over a short period of 
time, the sounds of these footsteps should have substantially 
equal amplitude and time interval. The target Sound pattern 
may then correspond to the Sounds made by the footsteps of 
an approaching person or other possible dangers. In that case, 
the relation between the baseline and target Sound patterns 
may be as follows. The target sound pattern would be char 
acterized by distinct Sounds separated by a second time inter 
val, which is shorter than a first time interval by which distinct 
Sounds in the baseline sound pattern are separated, to reflect 
the fact that the approaching Sound source is moving a greater 
speed relative to the user. The target Sound pattern may be 
further characterized by the amplitudes of the distinct sounds 
being lower, relative to the amplitudes in the baseline sound 
pattern, and increasing over time, to reflect the fact that the 
approaching sound source is getting nearer to the user. 
0051. Of course, the target sound pattern can be related to 
the baseline sound pattern in other ways. The above relation is 
exemplary only. For example, the above relation would not 
necessarily hold true if the approaching person has a longer 
stride length than the user. In Such a case, the time interval in 
the target Sound pattern may be equal to or even shorter than 
the time interval in the baseline sound pattern. Moreover, if 
the approaching person has a heavier step than the user 
(which may be the case if the user is walking but the 
approaching person is running), the amplitudes of the distinct 
Sounds in the target Sound pattern may be as large or even 
larger than in the baseline Sound pattern. In these other cases, 
the baseline Sound pattern may be used in positively identi 
fying the target Sound pattern as much to negatively filter out 
other spurious sound patterns attributable to environmental 
noise. Minimally, the baseline sound pattern may be deter 
mined so that sound analyzer 8 does not detect the user's own 
footsteps as the target Sound pattern. Embodiments of the 
present invention cover all such possible relations between 
the baseline and target Sound patterns. 
0052. Using a similar parsing algorithm to the one used in 
determining the baseline sound pattern, pluralities of distinct 
Sounds can be isolated in the log that have the characteristic 
features of the target sound pattern, however it is defined. For 
example, if the target Sound pattern comprises sounds of 
increasing amplitude and shorter time interval than the base 
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line sound pattern, the sound pattern processor 20 can search 
over all distinct sounds in the log fitting those criteria. Plu 
ralities of distinct sounds, even ones sharing certain other 
characteristic features, can be rejected. If the Sound pattern 
processor 20 isolates the target Sound pattern, it can then 
instruct the output device 10 to emit the alarm, thereby alert 
ing the user to a possible approaching Sound source 4. 
0053. The baseline and target sound patterns detected by 
the sound pattern processor 20 have been described as com 
prising a plurality of distinct sounds characterized by certain 
characteristic features of the sounds, e.g. amplitude, time 
interval, pitch, duration. It should be understood that different 
Sound patterns could be detected by the sound pattern proces 
sor 20 with suitable modification. For example, the sound 
pattern processor 20 may detect more complex patterns of 
distinct sounds, as well as single or harmonic frequency 
noises, such as sirens and other forms of Sustained sound. In 
Such cases, the Sound pattern processor 20 may not necessar 
ily determine a baseline sound pattern and may instead 
directly detect the target Sound pattern in the Sound signal. 
The sound pattern processor 20 can be configured to detect a 
wide variety of different sound patterns. 
0054 Reference is now made to FIG.3A, which illustrates 
the steps of a method 300 for detecting an approaching Sound 
Source according to an aspect of an embodiment of the present 
invention. It should be appreciated that the steps of method 
300 can be performed generally by suitably configured hard 
ware or Software components. In particular, the steps of 
method 300 can be performed by different components of 
systems 1 and 2, including the Sound pattern processor 20. It 
should also be appreciated that certain steps of the method 
300 can be modified or removed altogether to provide varia 
tions of method 300, all of which relate to different embodi 
ments of the present invention. 
0055 Step 305 comprises detecting environmental sounds 
using a sound detector, Such as a microphone or other acoustic 
to electric transducer. The microphone should be sensitive 
enough and correctly oriented in order for a certain Sound 
pattern of interest to be detected. In some embodiments, the 
Sound pattern of interest comprises the Sounds made by a 
person's footsteps. Once transduced into an electrical signal 
by the microphone, the detected Sound signal is transmitted to 
a Sound analyzer for signal analysis in Subsequent steps of 
method 300. 
0056 Step 310 comprises sampling and digitizing the 
electric sound signal provided by the microphone in step 305. 
A suitably configured analog to digital converter (ADC) can 
be used. For example, the ADC can comprise any of a direct 
conversion, Successive approximation, or delta-encoded ana 
log to digital converter. The chosen ADC should have suffi 
cient precision and a fast enough sample rate so as to provide 
a reasonably good digital approximation of the Sound signal. 
Minimally the digital representation should be good enough 
so that the digitized sound signal is processable to determine 
Sound patterns occurring therein. 
0057 Step 315 comprises analyzing the digitized sound 
signal to determine a baseline sound pattern. In some embodi 
ments, the baseline Sound pattern comprises a plurality of 
distinct sounds, wherein the distinct Sounds have substan 
tially the same amplitude and are spaced apart in time by 
substantially equal time intervals. At least three distinct 
sounds should be included in the plurality in order to form the 
baseline sound pattern, but there is no general restriction on 
the number of distinct sounds that may form the pattern. In 
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some embodiments, there are between 3 to 5 distinct sounds. 
A Suitably configured microprocessor or hardware compo 
nent, such as a Field Programmable Gate Array (FPGA), can 
be used in determining the baseline sound pattern. 
0058. Determining the baseline sound pattern in step 315 
can comprises applying a windowing function to the digitized 
Sound signal in order to store and provide access to present 
and historical values of the signal, compiling a log of all 
distinct sounds that are resolved by the windowing function, 
and searching across all distinct Sounds in the log using sta 
tistical means to identify a plurality (or pluralities) of distinct 
Sounds having Substantially equal amplitudes and time inter 
vals. If needed, selection criteria can be applied in order to 
select a single plurality of distinct sounds from among mul 
tiple pluralities of distinct sounds to serve as the baseline 
Sound pattern. Compiling the log of all distinct sounds 
resolved by the windowing function can comprise generating 
a spectral energy signal for the Sound signal by calculating the 
averagerms spectral energy of the signal as a function of time, 
wherein peaks in the spectral energy signal correspond to 
distinct Sounds in the Sound signal. Searching across all dis 
tinct Sounds in the log can comprise, for each possible group 
ing of at least three distinct sounds, calculating a mean and 
standard deviation for the amplitudes and time intervals of the 
spectral peaks in the grouping, in order to identify groupings 
of distinct sounds whose amplitudes and time intervals have a 
standard deviation that is less than some chosen maximum. 
0059 Step 320 comprises monitoring the sound signal by 
continually detecting, Sampling and digitizing environmental 
Sounds to provide a real-time digital signal representing envi 
ronmental sounds detected in the vicinity of the sound detec 
tor. Only the N most recent samples of the signal may be 
stored by applying the windowing function to the real-time 
digital signal, thereby making the data flow in the micropro 
cessor more manageable. As described in more detail below, 
the monitored signal can also be used to update the baseline 
Sound pattern or to determine a completely new baseline 
Sound pattern. Additionally, the monitored sound signal can 
be processed to detect a target Sound pattern present in the 
sound signal. That determination can be made in decision 325 
using similar steps as in the determination of the baseline 
Sound pattern. 
0060. In some embodiments, the target sound pattern com 
prises a plurality of distinct Sounds, wherein the amplitudes of 
each distinct Sound are increasing and lower than the ampli 
tudes of the distinct sounds in the baseline sound pattern. The 
distinct Sounds in the target Sound pattern are also separated 
by a second time interval that is shorter than a first time 
interval separating distinct sounds in the baseline Sound pat 
tern. Accordingly, determining whether the target Sound pat 
tern is present in the monitored signal comprises isolating a 
plurality of distinct sounds in the Sound signal that satisfy the 
required relation to the baseline Sound pattern by performing 
a similar search overall possible groupings of distinct sounds 
using a similar parsing algorithm. 
0061. If it is determined in decision 325 that the target 
Sound pattern is present in the monitored Sound signal, then 
method 300 branches to step 330, in which an alarm is emit 
ted. The type of the alarm that is emitted alarm can vary. In 
Some embodiments the alarm is an audible alarm, while in 
other embodiments the alarm is a visual or a tactile alarm. 
When the alarm is an audible alarm, emitting the alarm may 
Sometimes comprise quieting, muting or otherwise interrupt 
ing a music stream from a portable music player, and over 
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laying the audible alarm. It is also possible in step 330 to emit 
multiple alarms of different types sequentially or simulta 
neously. Thus, it is possible for example to provide the user 
with an audible alert together with a vibratory alert applied to 
the skin or body. 
0062. If however it is determined in decision 325 that the 
target Sound pattern is not present in the monitored Sound 
signal, then method 300 branches to decision 335, in which it 
is determined whether or not an update time interval for 
determining a new baseline sound pattern has elapsed. It 
should be appreciated that decision335 may be omitted from 
some embodiments of method 300 wherein the baseline 
sound pattern is only determined once. On the other hand, if 
a new baseline sound pattern is to be determined periodically 
to replace all previous baseline sound patterns, decision 335 
may be included. New baseline sound patterns may be deter 
mined to account for the possibility that one or more charac 
teristic features of the baseline sound pattern may change 
over time. For example, if the baseline sound pattern corre 
sponds to the user's footsteps, over time the pattern may 
change with the user's changing stride length, as might hap 
pen if the person begins to jog or run. 
0063. If it is determined in decision 335 that the update 
time interval has elapsed, then method 300 branches back to 
step 315 for determination of a new baseline sound pattern, 
and from there the method continues as described. If however 
it is determined in decision 335 that the time interval has not 
elapsed, in which case the existing baseline Sound pattern 
may still be used, then method 300 branches back to step 320 
for monitoring of the Sound signal, and from there the method 
continues as described. It should be understood that in some 
embodiments, as the baseline sound pattern is only to be 
determined once, decision 335 is omitted altogether. In that 
case, the branch of decision 325 leading to decision 335 
instead can lead back to step 320 for monitoring of the sound 
signal. 
0064. It should also be understood that method 300 may 
start with step 305 or alternatively some form of initialization 
step and, though not shown explicitly, that method 300 may 
stopped by exiting one of the two parallel loops branching out 
of decision 335 using some chosen stop condition, like an 
on/off button. Finally, it should also be understood that 
method 300 has been presented to be exemplary only and may 
comprise other additional steps not explicitly illustrated. 
0065 Reference is now made to FIG.3B, which illustrates 
the steps of a method 350 for detecting an approaching sound 
Source according to aspects of embodiments of the present 
invention. As with method 300, the steps of method 350 can 
be performed by any suitably configured hardware or soft 
ware components. Like steps from methods 300 and 350 have 
also been assigned the same reference number and will only 
be described in as much detail as is necessary. In particular 
steps, method 350 differs from method 300 in the replace 
ment of decision 335 with step 355. 
0.066 Step 355 comprises continually updating the base 
line Sound pattern in a special case where the Sound signal is 
analyzed at every time step of the windowing function to 
determine if the baseline sound pattern should be updated. 
(The loop in method 350 executes once per time step.) This 
differs from method 300 in which a new baseline sound 
pattern is determined only at periodic intervals, as indicated 
by decision 335. Of course, it should be understood that step 
355 may only result in the determination of a new baseline 
Sound pattern where new distinct Sounds are resolved in the 
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windowing function or old distinct sounds are discarded. 
Thus, while the parsing algorithm may be executed at every 
time step, it is not necessarily the case that a new baseline 
sound pattern will be determined. 
0067. The steps of methods 300 and 350 can be performed 
on computer systems using a computer program product, 
Such as Software or some other routine or compilation of 
machine code. The computer program product can comprise 
Some form of non-volatile computer memory, including read 
only memory (ROM), flash memory, optical discs and various 
types of magnetic storage devices. The non-volatile memory 
can store instructions for instructing the computer system to 
perform the steps of the methods. Use of the computer pro 
gram product on the computer system, therefore, provides a 
way for the method to be performed. The computer system is 
not generally limited and may comprise a microprocessor and 
memory integrated directly into a portable music player. 
Alternatively, the microprocessor and memory can be imple 
mented in a standalone system, such as the previously 
described device 1 for detecting an approaching Sound 
SOUC. 

0068 While certain features of embodiments of the inven 
tion have been illustrated and described herein, many modi 
fications, Substitutions, changes, and equivalents may occur 
to those of ordinary skill in the art. The appended claims, it 
should understood, are presented with the intention of cover 
ing all Such modifications and changes that fall within the 
scope of the described invention. 

1. A method of detecting an approaching Sound Source 
comprising: 

a) detecting environmental Sounds and providing a Sound 
signal representing the detected environmental sounds 
to a sound analyzer; 

b) analyzing the Sound signal to determine a baseline Sound 
pattern comprising a plurality of distinct Sounds, and 
storing the baseline sound pattern in memory; 

c) monitoring the Sound signal; 
d) comparing the monitored Sound signal against the base 

line sound pattern stored in memory to determine 
whether a target Sound pattern is present in the Sound 
signal, the target Sound pattern being related to the base 
line sound pattern; and 

e) providing an alert when it is determined that the target 
Sound pattern is present in the Sound signal. 

2. The method of claim 1, wherein the baseline sound 
pattern comprises a plurality of distinct sounds of Substan 
tially equal amplitudes and separated by time intervals all 
Substantially equal a first time interval. 

3. The method of claim 2, wherein the baseline sound 
pattern comprises between 3 and 5 of said distinct Sounds. 

4. The method of claim 2, wherein the target sound pattern 
comprises a second plurality of distinct sounds, wherein the 
distinct sounds in the second plurality of distinct Sounds have 
increasing amplitudes and are separated by time intervals all 
Substantially equal to a second time interval. 

5. The method of claim 4, wherein the second time interval 
is shorter than the first time interval and the amplitude of at 
least one distinct Sound in the second plurality of distinct 
Sounds is less than the amplitudes of each distinct sound in the 
plurality of distinct sounds. 

6. The method of claim 1, wherein (b) comprises determin 
ing the baseline Sound pattern by detecting signal peaks in the 
Sound signal, corresponding to distinct Sounds in the Sound 
signal, and recording an amplitude and time of each signal 
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peak to determine a plurality of distinct sounds of Substan 
tially equal amplitudes and spaced apart in time by time 
intervals all substantially equal to a first time interval. 

7. The method of claim 6, wherein (d) comprises determin 
ing whether the target Sound pattern is present in the Sound 
signal by determining, in the Sound signal, a second plurality 
of signal peaks of increasing amplitudes and spaced apart in 
time by time intervals all Substantially equal to a second time 
interval. 

8. The method of claim 7, wherein signal peaks in the 
Sound signal are detected using a signal windowing function 
and a noise threshold. 

9. The method of claim 1, wherein (c) comprises continu 
ously monitoring the sound signal over an operating time 
interval, and the method further comprises analyzing the 
monitored Sound signal to determine a new baseline Sound 
pattern, and comparing the monitored Sound signal against 
the new baseline sound pattern to determine whether the 
target Sound pattern is present in the monitored sound signal. 

10. The method of claim 9, further comprising determining 
the new baseline sound pattern periodically over the operat 
ing time interval. 

11. The method of claim 1, wherein (e) comprises provid 
ing at least one of an audio alert, a visual alert and a tactile 
alert. 

12. A personal alerting device for detecting an approaching 
Sound source comprising: 

a) a detector for detecting environmental sounds and for 
providing a sound signal representing the detected envi 
ronmental Sounds; 

b) a Sound analyzer coupled to the detector for receiving 
the Sound signal, wherein the sound analyzer comprises: 
(i) a signal windowing function for monitoring the 

Sound signal; and 
(ii) a Sound pattern processor for processing the Sound 

signal to determine a baseline Sound pattern compris 
ing a plurality of distinct sounds, and for comparing 
the monitored sound signal against the baseline Sound 
pattern to determine whether a target Sound pattern is 
present in the Sound signal, the target Sound pattern 
being related to the baseline sound pattern; and 

c) an output device coupled to the Sound analyzer for 
generating an alert when the Sound analyzer determines 
that the target Sound pattern is present in the Sound 
signal. 

13. The device of claim 12, wherein the baseline sound 
pattern comprises a plurality of distinct Sounds of Substan 
tially equal amplitudes and spaced apart in time by time 
intervals all substantially equal a first time interval. 

14. The device of claim 13, wherein the baseline sound 
pattern comprises between 3 and 5 of said distinct Sounds. 

15. The device of claim 13, wherein the target sound pat 
tern comprises a second plurality of distinct sounds, wherein 
the distinct sounds in the second plurality of distinct sounds 
have increasing amplitudes and are separated by time inter 
vals all Substantially equal to a second time interval. 

16. The device of claim 15, wherein the second time inter 
val is shorter than the first time interval and the amplitude of 
at least one distinct Sound in the second plurality of distinct 
Sounds is less than the amplitudes of each distinct sound in the 
plurality of distinct sounds. 

17. The device of claim 12, wherein the sound analyzer 
further comprises a peak detector for detecting signal peaks in 
the Sound signal, corresponding to distinct sounds in the 
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Sound signal, and the Sound pattern processor determines the 
baseline Sound pattern by recording an amplitude and time of 
each signal peak detected by the peak detector to determine a 
plurality of distinct sounds of Substantially equal amplitudes 
and spaced apart in time by time intervals all Substantially 
equal to a first time interval. 

18. The device of claim 17, wherein the sound pattern 
processor determines whether the target Sound pattern is 
present in the Sound signal by determining a second plurality 
of distinct Sounds of increasing amplitudes and spaced apart 
in time by time intervals all Substantially equal to a second 
time interval. 

19. The device of claim 17 wherein the sound analyzer 
further comprises a noise estimator for generating a noise 
threshold representing an estimate of background noise 
present in the Sound signal, and the peak detector determines 
signal peaks in the Sound signal based on the noise threshold. 

20. The device of claim 12, wherein the sound analyzer 
continuously monitors the sound signal over an operating 
time interval using the signal windowing function, and the 
Sound pattern processor processes the monitored Sound signal 
to determine a new baseline sound pattern, and compares the 
monitored sound signal against the new baseline sound pat 
tern to determine whether the target Sound pattern is present 
in the monitored Sound signal. 

21. The device of claim 20, wherein the sound pattern 
processor determines the new baseline Sound pattern periodi 
cally over the operating time interval. 

Dec. 2, 2010 

22. The device of claim 12, wherein the detector comprises 
a microphone for converting the environmental Sounds into 
the Sound signal. 

23. The device of claim 12, wherein the output device is 
operable to provide at least one of an audio alert, a visual alert 
and a tactile alert. 

24. A computer program product for use on a computer 
system to detect an approaching Sound source, the computer 
program product comprising a physical computer-readable 
recording medium, and instructions recorded on the record 
ing medium for instructing the computer system, where the 
instructions are for: 

a) detecting environmental Sounds and providing a Sound 
signal representing the detected environmental sounds 
to a sound analyzer; 

b) analyzing the Sound signal to determine a baseline Sound 
pattern comprising a plurality of distinct Sounds, and 
storing the baseline sound pattern in memory; 

c) monitoring the Sound signal; 
d) comparing the monitored sound signal against the base 

line sound pattern stored in memory to determine 
whether a target Sound pattern is present in the Sound 
signal, the target Sound pattern being related to the base 
line sound pattern; and 

e) providing an alert when it is determined that the target 
Sound pattern is present in the Sound signal. 
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