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57) ABSTRACT 
A voice recognition apparatus capable of recognizing 
any word utterance by using a neural network, the 
apparatus includes a unit for inputting an input utter 
ance and for outputting compressed feature variables of 
the input utterance a unit using a neural network and 
connected to the input unit for receiving the com 
pressed feature variables output from the input unit and 
for outputting a value corresponding to a similarity 
between the input utterance and words to be recog 
nized. The neural network unit has a first unit for out 
putting a value which corresponds to a similarity in 
partial phoneme series of a specific word among vocab 
ularies to be recognized with respect to the input utter 
ance. The neural network also has a second unit con 
nected to the first unit for receiving all of the values 
output from the first unit and for outputting a value 
corresponding to a similarity in the specific word with 
respect to the input utterance. And the neural network 
also has a third unit connected to the second unit for 
receiving all of the values output from the second unit 
and for outputting a value corresponding to a classifica 
tion of voice recognition in which the input utterance 
belongs. 
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SPEECHRECOGNITION SYSTEM WITH NEURAL 
NETWORK 

This is a continuation of copending application(s) Ser. 
No. 07/635,851, filed on Dec. 28, 1990, now aban- 5 
doned. 

BACKGROUND OF THE INVENTION 
1. Field of the Invention 
The present invention relates to a voice recognition 

apparatus which employs a neural network and is capa 
ble of recognizing any word voiced by unspecified 
persons. More particularly, the invention relates to the 
voice recognition apparatus which provides more 
highly efficient nonlinear matching along time axis. 

2. Description of the Related Arts 
Today, a neural network, which is a modelling sys 

tem of neurons in a human brain, has been applied to a 
voice recognition field. The inventors of the present 
application know that various approaches using the 
neural network have been attempted such as a multi 
layer perceptron type neural network using an error 
back propagation method (BP method, for short), 
which is described in Nakagawa: "Voice Information 
Processing' Bit magazine, September 1989 issue, pp. 
183-195, Vol. 21, No. 11, and Shikano: "Application of 
Neural Network to Voice Information Processing' in 
the Proceedings of the Communications Society, pp. 
27-40, September, 1988. 
Voice recognition apparatuses are generally catego 

rized into two types of systems. For one system, an 
input voice is analyzed at each frame so that feature or 
characteristic vectors (feature or characteristic parame 
ters) are extracted for each frame. The extracted feature 
vectors are applied as two-dimensional patterns ar 
ranged in time series into an input layer of a neural 
network. Meanwhile, a teacher signal for identifying 
the input voice is applied to an output layer of the neu 
ral network, thereby allowing a weight coefficient of 
each link to be obtained using the BP method. Then, by 
making use of the fact that an actually-voiced word has 
a slightly different length each time, even if the same 
word is voiced by the same person while since the num 
ber of units included in the input layer of the neural 
network is constant, the input voice data series are nor 
malized to a predetermined length and the feature vec 
tors of an unknown input voice are applied to the neural 
network which has learned the weight coefficient of 
each link based on the feature vectors. Then, the input 
voice is allowed to be recognized, depending on an 
output value of each unit included in the output of the 
neural network. 

For the other system, referred to as a multi-template 
system, each word voice data given by many, unspeci 
fied speakers are broken into segments. Then, the voice 
data, based on the center of each segment or an average 
value of the voice data belonging to each cluster, are 
stored as a reference pattern. For segmenting the word 
voice data, several algorithms are used in combination. 
Then, for an unknown input voice, the distances be 
tween the feature pattern of the input voice and the 
reference patterns of the stored words are all calculated 
with a DP (Dynamic Programming) matching method 
so that the voiced word is recognized as a word 
matched to a reference pattern with the minimum dis 
tance. 
The foregoing systems both require detection of a 

head and a tail of the input voiced word. The detection 
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2 
of a voice interval defined by the word head and tail 
depends on whether or not a short-period power larger 
than a predetermined threshold value continues for a 
constant time or more. Two threshold values are pre 
pared for the short-period power. The voice interval 
can be detected by using these two threshold values in 
combination. Or, it may be detected by using a Zero 
crossing or a difference between a noise interval and the 
voice interval itself. 
The voiced word is, however, a time-series pattern, 

so that an actually-voiced word has each duration even 
if the same word is voiced and provides nonlinear fluc 
tuation of phonemes with respect to the time. Further, it 
is desirable to prevent false recognition due to a cough 
or paper noise. For distinguishing unnecessary Sound 
from the voice, however, a word-spotting method is 
required for automatically extracting only predeter 
mined words out of the voice reading a manuscript. 
One of the foregoing methods, that is, the multi-tem 

plate system using the DP matching method, requires 
detection of a voice interval before recognition-process 
ing the voice. However, it is not easy to properly detect 
the voice interval and quite difficult to detect a head of 
a word voice, a tail consonant and a low vowel. Fur 
ther, it is necessary to properly remove noises such as a 
respiratory sound added to the voice tail. The afore 
mentioned methods dependent on the short-period 
power, zero crossings or difference between the voice 
interval and the noise interval do not meet those re 
quirements. It results in erroneously detecting the voice 
interval and lowering a recognition rate. 

If the word-spotting method is used, it may bring 
about another shortcoming that the continuous DP 
matching requires a lot of calculations and causes an 
extra word to be added and an actual word phoneme to 
be deleted. 
The foregoing method using the neural network re 

quires the input voice interval to be normalized, because 
the input layer included in the neural network includes 
a predetermined number of units. If the input voice 
interval is linearly normalized, however, it results in 
very often transforming or shifting the time of occur 
rence of the dynamic feature characteristic of the neces 
sary phoneme for identifying the voiced word, thereby 
disallowing the longer or shorter nonlinear word voice 
pattern to be corrected. 

Further, the normal voice recognition apparatus has 
to remove a voiceless interval and a noise interval be 
fore and after the speech, from the signal input by the 
microphone for extracting a voice interval, that is, de 
tecting the voice interval. 
The detection of the voice interval is not so difficult 

if the signal has a high S/N ratio. In this state, the voice 
interval may be defined as a interval where the power 
series extracted from a voice signal are larger than a 
threshold value. 

In actual environments, however, there exist various 
noises so that the S/N ratio may be degraded. Hence, it 
is difficult to detect a weak frictional sound and a 
voiced sound with a small amplitude often provided on 
a head and a tail of voice. Moreover, an unsteady noise 
may be erroneously detected as a voice interval. 
For distinguishing a voice interval from the back 

ground noises, there has been proposed a method for 
selecting a proper voice interval from a plurality of 
interval candidates. 

This method mainly takes the two steps of voice 
recognizing each interval candidate and selecting as a 
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proper voice interval the interval at which the highest 
checking value can be obtained. 
As an improvement of the above method, a method 

has been proposed for setting all the times on the data as 
front endpoint and tail candidates, voice-recognizing all 
the intervals, and finding the interval at which the high 
est checking value can be obtained. One example of this 
method is the word spotting using a continuous DP 
method as mentioned above. 
The voice recognition apparatus employing the word 

spotting method with the continuous DP method has an 
disadvantage that it can offer a low "reject' capability 
and noise-resistance. Moreover, it may add an unneces 
Sary word or drop a word or phoneme and requires a 
great amount of computations and storage, because the 
DP matching has to be always done. 
And, the foregoing voice recognition apparatus has 

to detect the front endpoint in advance and may errone 
ously recognize or reject the subject word if the detec 
tion error is large. 

SUMMARY OF THE INVENTION 

It is an object of the invention to provide a voice 
recognition apparatus using a neural network which is 
capable of obtaining stable weight coefficients and com 
pensating for local time slippage of each phoneme of the 
input utterance fluctuating nonlinearly from the refer 
ence word pattern. 

It is another object of the invention to provide a voice 
recognition apparatus using a neural network which is 
capable of recognizing an input utterance having back 
ground noise. 

It is a third object of the invention to provide a voice 
recognition apparatus using a neural network which can 
greatly reduce the amount of computation. 
An object of the present invention can be achieved by 

a voice recognition apparatus capable of recognizing 
any word utterance by using a neural network, the 
apparatus including a unit for inputting a input utter 
ance and for outputting compressed feature variables of 
the input utterance, a unit using a neural network and 
connected to the input unit for receiving the com 
pressed feature variables output from the input unit and 
for outputting a value corresponding to a similarity 
between the input utterance and words to be recog 
nized, the neural network unit having a first unit for 
outputting a value which corresponds to a similarity in 
partial phoneme series of a specific word among vocab 
ularies to be recognized with respect to the input utter 
ance, a second unit connected to the first unit for receiv 
ing all of the values output from the first unit and for 
outputting a value corresponding to a similarity in the 
specific word with respect to the input utterance, and a 
third unit connected to the second unit for receiving all 
of the values output from the second unit and for out 
putting a value corresponding to a classification of 
voice recognition in which the input utterance belongs. 

Preferably, the first unit is capable of sound analyzing 
the input utterance, whereby feature values are gener 
ated and shifted in a time scale and an input frame is 
selected so as to maximize each of the output values 
output from the first unit corresponding to the similar 
ity among the shifted feature values. 

Further preferably, the first unit includes a plurality 
of event nets for selecting each of the input frames so 
that each of the event nets is enabled to supply a maxi 
mum value as the feature variables being shifted along a 
time axis. 

IO 

15 

20 

4. 
More preferably, the second unit includes one word 

net or a plurality of word nets, each of the word nets 
being connected to a corresponding event net of the 
plurality of event nets for receiving the values output 
from the plurality of event nets and for outputting a 
value corresponding to the similarity in the specific 
word with respect to the input utterance. 
Furthermore preferably, the third unit is a super net 

connected to the word net or the plurality of word nets 
for receiving all the values output from the word net or 
the plurality of word nets and for outputting the value 
corresponding to the classification of voice recognition 
in which the input utterance belongs. 
Each of the first, second and third unit includes an 

input layer for receiving the values output from the 
plurality of event nets, a middle layer connected to each 
of the event nets respectively for receiving a first signal 
output from the input layer and for outputting a second 
signal produced by converting a sum of the first signal 
of the input layer using a sigmoid function, and an out 
put layer for outputting the value corresponding to the 
similarity in the specific word with respect to the input 
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utterance, preferably. 
A number of the neural network is preferably equal to 

a number of the vocabulary to be recognized. 
The input unit preferably includes a unit for receiving 

the input utterance, a unit connected to the receiving 
unit for amplifying the input utterance, a unit connected 
to the amplifying unit for converting the amplified input 
utterance into an electrical signal, a unit connected to 
the converting unit for extracting the feature variables 
from the electrical signal, and a unit connected to the 
extracting unit for compressing the feature variables. 

Preferably, the apparatus further includes a voice 
interval cutting section connected to the compression 
section for defining a voice interval. 
More preferably, the apparatus further includes a 

feature variable storing section connected to the com 
pression section for storing the compressed feature vari 
ables, event net output storing sections connected to the 
plurality of the event net groups respectively for storing 
outputs of the event net groups, and word net output 
storing sections connected to the word nets respectively 
for storing the outputs of the word nets. 
Furthermore preferably, the apparatus further in 

cludes a unit for providing one or more threshold values 
to determine that the maximum value sent from the 
third unit is rejected. 

Preferably, the first unit includes a plurality of event 
nets for receiving feature variables extracted from an 
input utterance, each of the event nets being arranged to 
shift the feature variable within a predetermined range 
from a front endpoint positioned at any time in accor 
dance with a time interval information obtained by 
analyzing speech samples of a plurality of unspecified 
persons and by selecting a location at which a maximum 
output is made possible among the shifted locations of 
the feature variables so that a value corresponding to a 
similarity between the partial phoneme series of the 
corresponding word to be recognized and the input 
utterance is output. 

Further preferably, the apparatus uses a Dynamic 
Programming (DP) method for checking the similarity, 
and a number of the neural network is equal to a number 
of the vocabulary to be recognized. 
More preferably, the unit for receiving the input 

utterance is a microphone. 
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The unit connected to the receiving unit for amplify 
ing the input utterance is preferably an amplifier. 
The unit connected to the amplifying unit for con 

verting the amplified input utterance into an electrical 
signal is preferably an analog to digital converter, with 
the electrical signal being a digital signal. 
The unit connected to the converting unit for extract 

ing the feature variables from the electrical signal is a 
bandpass filter groups, each of the groups being com 
posed of a plurality of low pass filter, preferably. 
The unit connected to the extracting unit for com 

pressing the feature variables is a compression devices, 
preferably. 

In operation, the voice recognition apparatus accord 
ing to the first aspect of the invention works as follows. 
The event nets serve to output a value matching to 
similarity between the input utterance and the partial 
phonemes series of the specific word in the recognition 
vocabulary. Then, the word net serves to receive all the 
output signals sent from the event nets and output a 
value matching to similarity between the input utter 
ance and the specific word. Finally, the supernet serves 
to receive all the output signals sent from the word net 
and output a value matching to the recognition field of 
the input utterance. Hence, the voice recognition appa 
ratus can take the steps of moving on time axis the 
feature variables obtained by frequency-analyzing the 
input utterance at each frame, and selecting the input 
frame so that each output value of the event nets match 
ing to the similarity is maximized, resulting in allowing 
the input utterance to be recognized. 
Another object of the present invention can be 

achieved by a voice recognition apparatus capable of 
recognizing any word utterance by using a neural net 
work, the apparatus including a unit for detecting a 
front endpoint of an input word utterance on the basis 
of feature variables which are extracted from the input 
utterance, the feature variables being shifted any time in 
sequence from the detected front endpoint of the input 
utterance in accordance with a time interval informa 
tion extracted from a plurality of speech samples of 
unspecified persons, a plurality of event nets for receiv 
ing an input utterance at each input layer and for out 
putting a value corresponding to a similarity between 
partial phoneme series of a corresponding word in 
cluded in a vocabulary to be recognized at each output 
layer, and the input utterance being frequency analyzed 
at each frame to extract the feature variables of the 
input utterance, the plurality of even nets serving to 
select each input frame so that each of the event nets is 
enabled to supply a maximum value as the feature vari 
ables being shifted along a time axis, one or more word 
nets connected to the corresponding plurality of event 
nets for receiving all the inputs of the corresponding 
plurality of event nets and for outputting a value corre 
sponding to a similarity between the input utterance and 
the corresponding word, a number of the neural net 
work consisting of one word net and a plurality of event 
nets being equal to a number of the vocabulary to be 
recognized, and a super net connected to the one or 
more word nets for receiving all the inputs of the one or 
more word nets and for outputting a value correspond 
ing to the word to be recognized which corresponds to 
the input utterance, with each net consisting of a multi 
layer perceptron neural network and having at least an 
input layer, a middle layer and an output layer. 
The voice recognition apparatus according to the 

second aspect of the invention works as follows. The 
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6 
detecting unit serves to detect the front endpoint of the 
input utterance based on the feature variables obtained 
by frequency-analyzing the input utterance at each 
frame and apply the detecting result to the event net. 
The event net serves to shift the feature variables within 
a predetermined time range based on the time interval 
information obtained from the speech samples of many 
speakers and output a value representing to similarity 
between the input utterance and the partial phoneme 
series of the specific word in the vocabulary when the 
feature variables being moved on time axis become 
maximum. Then, the word net receives the output sig 
nals from the event net and outputs a value representing 
to similarity between the input utterance and the spe 
cific word. Finally, the super net serves to receive all 
the output signals sent from the word net and to output 
a value representing to the recognition field of the input 
utterance. 
The third object of the present invention can be 

achieved by a voice recognition apparatus capable of 
recognizing any word utterance by using a neural net 
work, the apparatus includes a plurality of event nets 
for receiving an input utterance, one or more word nets 
for performing an initial learning by computing connec 
tion coefficients between the adjacent layers in accor 
dance with an input data corresponding to a specific 
conditions and teacher data, the connection coefficients 
being used for identifying a specific word, and for per 
forming a main learning by computing the connecting 
coefficients in accordance with the input utterance sent 
from the event net with the connecting coefficients 
computed in the initial learning to be set as initial values, 
a supernet for performing an initial learning by comput 
ing connecting coefficients between adjacent layers, in 
accordance with an input utterance corresponding to a 
specific condition and teacher data, the connection 
coefficient being used for identifying a category of the 
input utterance sent from the word, and for performing 
a main learning by computing the connecting coeffici 
ents in accordance with the input utterance sent from 
the word net with the connecting coefficients computed 
in the initial learning to be set as the initial values, each 
of the nets consisting of a multilayer perceptron neural 
network and having at least an input layer, a middle 
layer and an output layer. 
The voice recognition apparatus according to the 

third aspect of the invention works as follows. The 
word net serves to initially learn the input data meeting 
the specific condition and the teacher data and compute 
the connecting coefficients between the adjacent layers 
of the word net for identifying a specific word from 
another word. With the computed connecting coeffici 
ents as an initial value, the word net further computes 
the connecting coefficients between the adjacent layers 
of the word net for an input utterance based on the 
output value of the event net. Then, the supernet serves 
to initially learn the input data meeting the specific 
condition and the teacher data and compute the con 
necting coefficients between the adjacent layers of the 
supernet for identifying the recognition category of the 
input utterance. With the computed connecting coeffi 
cients as an initial value, the super net further learns the 
output value of the word net for the actual input utter 
ance and computes the connecting coefficients for the 
input utterance. 

It results in allowing a specific word to be identified 
without sequentially computing the output values of the 
event net and the word net when learning, thereby 
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making it possible to achieve a high "reject' capability 
for the input utterance not to be recognized and high 
identifying efficiency. 
The event net receives the feature variables obtained 

by frequency-analyzing the input utterance at each 
frame, shifts the feature variables input to each event 
net along a time axis within a predetermined range, 
based on the time interval information between the 
adjacent event nets obtained by analyzing the speech 
samples of many, and unspecified speakers, and deter 
mines whether or not the input utterance is included in 
the recognition vocabulary. Then, the event net selects 
the specific variable providing the largest value out of 
the specific variables shifted along the time axis and 
outputs a value representing to similarity between the 
input utterance and the partial phoneme series of a spe 
cific word of the recognition vocabulary. The word net 
receives the output given by the event net and outputs 
a value representing to similarity between the input 
utterance and the specific word. Then, the super net 
receives the output given by the word net and outputs 
a value representing to the recognition word corre 
sponding to the input utterance. 

It results in more efficiently doing the word spotting 
and automatically extracting only the recognition vo 
cabulary out of the continuous word utterances without 
erroneously functioning any other word utterance than 
the recognition vocabulary, thereby improving voice 
recognition in the context of background noises. 

Further objects and advantages of the present inven 
tion will be apparent from the following description of 
the preferred embodiments of the invention as illus 
trated in the accompanying drawings. 
BRIEF DESCRIPTION OF THE DRAWINGS 
FIG. 1 is a block diagram showing a voice recogni 

tion apparatus according to a first embodiment of the 
invention; 
FIG. 2 is a view illustrating how the networks are 

arranged according to the first embodiment of the in 
vention; 
FIGS. 3 and 4 are views showing how event nets are 

arranged according to the first embodiment of the in 
vention; 
FIG. 5 shows a label and a central frame of the event 

net according to the first embodiment of the invention; 
FIG. 6 is a view showing the relation between a 

power of a bandpass filter and an input frame of the 
event net according to the first embodiment of the in 
vention; 
FIGS. 7A and 7B are views showing how word nets 

are arranged according to the first embodiment of the 
invention; 
FIG. 8 is a view showing how a supernet is arranged 

according to the first embodiment of the invention; 
FIG. 9 is a flowchart showing how a recognized 

result determining section works according to the first 
embodiment of the invention; 
FIG. 10 is a block diagram showing a voice recogni 

tion apparatus according to a second embodiment of the 
invention; 
FIG. 11 is a view showing how nets are arranged 

according to the second embodiment of the invention; 
FIG. 12 is a view showing how a word “hachi” 

(meaning "a bee)' is processed in the second embodi 
ment of the invention; 
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FIG. 13 is a view showing how a word net is ar 

ranged according to a third embodiment of the inven 
tion; 
FIG. 14 is a flowchart showing how the word net 

learns; 
FIG. 15 is a view showing an input pattern of the 

word net used in the learning method of FIG. 14; 
FIG. 16 is a flowchart showing how the word net 

learns; 
FIG. 17 is a view showing an input pattern of the 

word net used in the learning of FIG. 16; 
FIG. 18 is a view showing how a super net is ar 

ranged according to the third embodiment of the inven 
tion; 
FIG. 19 is a flowchart showing how the super net of 

FIG. 18 learns; 
FIG. 20 is a view showing an input pattern of the 

super net in the learning method of FIG. 19; 
FIG. 21 is a view showing how the super net of FIG. 

17 learns in another manner; 
FIG. 22 is a view showing an input pattern of the 

super net of FIG. 21; 
FIG. 23 is a block diagram showing the voice recog 

nition apparatus according to the third embodiment of 
the invention; 

FIG. 24 is a block diagram showing a voice recogni 
tion apparatus according to a fourth embodiment of the 
invention; 
FIG. 25 is a view showing a feature vector storing 

section included in the voice recognition apparatus; 
FIG. 26 is a chart showing relation between a current 

time and an assumed front endpoint; 
FIG. 27 is a view showing how the neural networks 

5 are arranged in the fourth embodiment; and 
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FIG. 28 is a view illustrating selection of a maximum 
value among the outputs of the event nets. 

DESCRIPTION OF THE PREFERRED 
EMBODEMENTS 
First Embodiment 

Now, a first embodiment of the invention will be 
discussed with reference to FIGS. 1 to 9. 

FIG. 1 is a block diagram showing the voice recogni 
tion apparatus. In the apparatus, a voice is input at a 
microphone 101 and sent to an amplifier 102 at which it 
is amplified. Then, the amplified signal is converted into 
a digital signal in an A/D converter 103 and is applied 
to a frequency-analyzing section 104, in which a band 
pass filter 105 serves to frequency-analyze the voice and 
output a power value at each frame, resulting in form 
ing a feature vector. For reducing the network in size, 
the feature vectors are compressed by K-L transforma 
tion so that the dimensions of the feature vectors can be 
reduced. 
The feature vectors of the input utterance are applied 

into an event net group 114 (see also FIG. 2) consisting 
of a plurality of event nets 107. Each event net group 
114 applies an output to each word net 108. The count 
of the combination consisting of the event net group 114 
and the word net 108 is equal to the count of word 
categories into which a recognition vocabulary (all the 
words to be recognized) is divided. Each word net 108 
applies an output to a super net 109. 

FIG. 2 shows arrangement of a voice recognition 
apparatus designed according to the first embodiment 
of the invention. 



5,404,422 
Turning to FIG. 2, the defined range of the feature 

vectors 110 of the input utterance is applied into an 
input layer of the event net 107. The defined range 
matches to an input frame 111 of the input layer. For 
inputting a specific word to the input layer, the input 
frame 111 is shifted 5 times on a time axis so as to pre 
pare five input frames 111. The event net 107 serves to 
check similarity between the feature vectors 110 formed 
by the input frame 111 and the partial phoneme series of 
the specific word and output a value representing to the 
similarity to the word net 108. The word net 108 serves 
to check similarity between the input utterance and the 
specific word to be identified by the word net 108 and 
output a value representing to the similarity. Hence, the 
number of the word nets 108 is equal to that of the 
recognition vocabulary. Each value output by each 
word net 108 is applied to an input layer of the supernet 
109. 
The supernet 109 also includes an output layer which 

provides thirty units each representing to a category 
number of the recognition vocabulary and one unit 
representing "reject”. The super net 109 serves to de 
fine a weight coefficient of each link. If the input utter 
ance is included in the recognition vocabulary, the 
weight coefficient is defined so that the unit for the 
category number of the input utterance can output the 
largest value among the other units. 

If, on the other hand, the input utterance is not in 
cluded in the recognition vocabulary, the weight coeffi 
cient of each link is defined so that the unit for the reject 
can output the largest value among the other units. 
The value output by the super net 109 is sent to a 

recognized result determining section 112. The section 
112 serves to retrieve and output the category number 
of the unit outputting the largest value in the output 
layer of the supernet 109. Then, the unit number is sent 
from the section 112 to a result output section 113 in 
which the recognized result is displayed. 
The overall flow from the frequency-analyzing sec 

tion 104 to the recognized result determining section 
112 is preferably implemented using a digital signal 
processor. 
The following description sets forth how to obtain 

the weight coefficient of each link included in the neu 
ral network, that is, a learning method with reference to 
FIGS. 3 and 4. 

(A) Learning Method of the Event Net 
The event net 107 designed according to this embodi 

ment consists of a three layer perceptron neural net 
work. 
FIG.3 shows how input-layer units 201, middle-layer 

units 202 and an output-layer unit 203 are connected 
with each other. The input-layer units 201 are restricted 
by the feature vectors. That is, they are oriented toward 
the feature vectors (in FIG. 3, perpendicularly with 
respect to the paper). The number of them are equal to 
the dimensions of the feature vectors. In voice recogni 
tion, several frames of the bandpass filter are normally 
compressed in light of efficiency, because the adjacent 
frames indicate high correlation with each other. The 
present embodiment employs data formed by compress 
ing two frame-powers of 16-channel bandpass filter into 
six dimensions by the K-L transforming operation and 
seven-dimension feature vectors consisting of all the 
frame-powers of the bandpass filter. The input-layer 
units 201 are thus oriented in parallel to the seven fea 
ture vectors. And, since the analyzing period is 10 ms 
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10 
and two frames are compressed to one frame, it results 
in the time difference between the adjacent input-layer 
units 201 (in FIG. 3, transversely with respect to the 
paper) being equal to 20 ms. 
The middle-layer units 202 includes five units ori 

ented in parallel to the feature vectors. Each of the 
middle-layer units 202 is connected to all the input-layer 
units 201. 

Likewise, the output-layer units 203 include two units 
oriented in parallel to the feature vectors. Each of the 
output-layer units 203 is connected to all the middle 
layer units 202. 
To represent input-output characteristics of the mid 

dle-layer units 202 and the output-layer units 203, a 
sigmoid function is employed. 
FIG. 4 shows the small-scaled event net 107 in which 

the connecting lines between the middle-layer units 202 
and the input-layer units 201 are reduced in number for 
faster processing. 

In the voice recognition, the connecting lines can be 
reduced, because the feature vectors separated far away 
from each other are not adversely effected with each 
other. 

Next, the description will be directed to how the 
event net learns the input data. At first, with a spectro 
gram, the feature vectors of the input utterance are 
categorized as the labels shown in TABLE 1 in accor 
dance with the phonemes of the input utterance. In a 
word included in any category of the recognition vo 
cabulary, assume that Lk denotes the k-th label of the 
word, t{(n) denotes a time when the border appears 
between the label Lk and the label Lk 1, that is, a time 
when the label Lk appears with a front endpoint set as a 
time 0, W(n) denotes a word length (overall time 
length) and Nc denotes the number of words included 
in the category, an average time tk when the border 
appears between the label Lk and the label Lk 1 can be 
obtained by the following equation (1): 

N 
N. W(t) 

The label border appearing on the average border 
appearing time tk is termed as label reference pattern. 
FIG. 5 shows the label reference pattern of a word 

"ichi', in which each of arrows indicates the central 
frames of the feature vectors 110 to be input to the event 
net 107 (the central frame means the fourth frame 
counted from the first frame since the input layer of the 
event net 107 has seven frames as mentioned above). 
The central frame of each feature vector 110 is so 

defined that the central frames of the first to the fifth 
event nets 107 are ranged at equal intervals as shown in 
FIG. 2. 
Turning to FIG. 5, in learning, the central frame of 

each event net 107 is defined at the position where input 
are the feature variables of the same partial phoneme 
series determined by comparing the reference pattern 
with the label pattern of the input utterance. 

If the feature vector 110 of the word utterance is 
input to the input layer of the event net 107 at the posi 
tion where each central frame is defined, it is possible to 
keep constantly the feature vector 110 having the con 
stant partial phoneme series even if the fluctuation of 
voice results in providing the nonlinear time series of 
the phonemes. 

(1) 
Ne tk(n) -- k ni W(n) 
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Assuming that Eii denotes the j-th event net 107 for 

recognizing the i-th word category of the recognition 
vocabulary, the event net Ejhas two units cij, Cijin the 
output layer. When the event net Eji receives the partial 
phoneme series to be recognized therein, it supplies a 
teacher signal of 

(ci Ci)=(1,0) (2) 

When the event net Eji receives the other phonemes, it 
supplies a teacher signal of 

(ci, Ci)=(0, 1) (3) 

To speed up the learning process, it may be possible 
to change the teacher signal from 1 to 0.9 and from 0 to 
0.1. And, for more easily creating the teacher signal, 
when the event net Ej receives the word to be recog 
nized therein, it may supply a teacher signal of 

(di Ci)=(1,0) (4) 

When the event net Eji receives any other word, it may 
supply a teacher signal of 

(ci, Ci)=(0, 1) (5) 

This is how the weight coefficient of each link is 
defined in the event net Eji. 
When the event net Eji learns any word except the 

word to be recognized therein, the central frame of each 
event net Ejis defined in a manner that each event net 
Ejis located at equal intervals, which is the same as the 
method where the central frame is defined on the refer 
ence pattern. 
The resulting event net Eji, that is, the event net Eji 

learning any other word, allows the unit cito output a 
maximum value and the unit Cito output a minimum 
value if it receives the partial phonemes of the word to 
be recognized therein. Conversely, the event net Eji 
allows the unit cit to output a minimum value and the 
unit Ci to output a maximum value if it receives the 
other phonemes of the word. 
The number of the event net Eji is not restricted as 

five. It may be changed for each word to be recognized. 
For example, the number of the event net Eji may be 
two plus the number of syllables of the word to be 
recognized. 

(B) Learning Method of the Word Net 
In actual voice recognition, it is necessary to properly 

position the event net Eji before receiving the feature 
vector 110 of the input utterance. The position of the 
event net Ejis defined so that the output-layer unit cof 
the event net Ej can output a maximum value. 
According to the present embodiment, when defining 

the central frame of the event net Eji, the event net Ei 
is shifted along the time axis and the output values given 
by the output-layer units are compared three times. The 
number of comparison may be adjusted in light of the 
amount of computations. 

Herein, assume that the 5x3 = 15 event nets Ei are 
arranged at equal intervals for more easily obtaining the 
location of each event net Ej. 
Each event net Ejincluding the shifted one is located 

in the same manner that the central frame of the event 
net Ejis defined on the label reference pattern. 
At first, each event net Ejis referred to as Eil-1, Eil-2 

Eil-3, . . . , Eis-1, Eis-2, and Eis-3. The event net Eii-2 is 
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12 
located in a manner that the central frame is located 20 
ms later than the front endpoint of the input utterance, 
the event net Eis-2 is located in a manner that the central 
frame is located 20 ms earlier than the tail of the word, 
the event nets E1-3 to Eis-1 located between Eil-2 and 
Eis-2 are located at equal intervals, and the event nets 
E1-1 and Eis-3 are located to keep the same interval as 
the above, resulting in allowing all the event nets Eij to 
be ranged at equal intervals. 

In the event nets Ei ranged as above, consider one 
event net Eji. The event net Eji is shifted to Eji-1, Ej-2 
and E-3 which respectively provide output values. 
Then, the maximum value of them is applied to the 
input-layer unit of the word net 108. This operation is 
done for the five event nets Eiji 
FIG. 6 shows the relation between the time series of 

the power 301 provided by the 16-channel bandpass 
filter and the input frame 111 by which the feature 
vectors are formed. In the portion representing the 
power 301 output by the 16-channel bandpass filter (the 
lower halfportion of FIG. 6), the vertical axis indicates 
a channel number of the bandpass filter and the horizon 
tal axis indicates a time. Each curve is sketched along 
the output values given by the sixteen channels. 
FIG. 6 shows how the event net E2 is shifted on time 

axis. As shown, the event net Et2 is shifted to Ei2-1, EI2-2 
and E2-3 which respectively receive the feature vectors 
formed by the input frame 111 and supply the value ci2", 
ci2" and c2". The maximum value of these values is 
applied to the input-layer unit of the word net 108 as 
shown in FIG. 2. 
Turning to the word net 108, as shown in FIG. 7A, 

the word net 108 consists of a three layer perceptron 
type neural network. 
The input-layer of the word net 108 includes ten units 

501 each receiving the output of the output-layer unit 
203 (see FIG.3 or 4) of each event net Eji. The middle 
layer includes five units 502 and the output layer in 
cludes two units 503. The output-layer units 503 are 
referred to as ci and Ci. 
The network may be scaled down and arranged to 

employ the two layer perceptron type neural network 
as shown in FIG. 7B for speeding up the voice recogni 
tion processing. In the arrangement, when the word net 
108 starts learning, it is better to set the weight coeffici 
ents of the links of cici and Ci, Cias positive and those 
of the links of ci, Ciand Cicias negative for the pur 
pose of converging the weight coefficient faster. 

In learning, when the word net 108 receives a word 
to be recognized therein, it supplies a teacher signal of 

(ci, C)=(1,0) (6) 

when the word net 108 receives any other word, it 
supplies a teacher signal of 

(ci, Ci)=(0, 1) (7) 

In the learning of the word net 108, the weight coeffi 
cient of each link of the event net Ejis fixed. The learn 
ing continues until the weight coefficient of each link of 
the word net 108 is converged to a sufficient level. 
To enhance the efficiency of recognition, the follow 

ing method is executed. At first, the event net Ej and 
the word net 108 are linked to arrange a four layer or 
five layer perceptron type neural network. The ar 
ranged network employs the values obtained by the 
foregoing method as the initial value of the weight 
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coefficient of each link. With this method, the weight 
coefficient of each link may be more finely adjusted 
than that adjusted with the single event net E. When 
the event net Ejlearns the word, it requires the teacher 
data for specific partial phonemes, resulting in making 
the learning result ambiguous and contradictory in light 
of the phoneme level. This method can correct these 
adversely-effective respects. 

(C) Learning Method of the Super Net 
As shown in FIG. 8, the super net 109 consists of a 

three layer perceptron neural network. The input layer 
of the super net 109 includes 60 units, because the num 
ber of words to be recognized is 30 in this embodiment. 
The input-layer units 601 receive the output values sent 
from the word net 108. The middle-layer of the super 
net 109 includes 30 units 602. The output-layer includes 
30 units 603 each matching to the category number of 
the words to be recognized and one unit representing 
"reject”. 

(a) If the input utterance is included in the recogni 
tion vocabulary, and assuming that the input utterance 
belongs to the category number 1, the super net 109 
applies to the output-layer units c1, c2, ..., c31 a teacher 
signal of 

(c1 c2, . . . , c1, . . . , c31)=(0,0, . . . , 1,...,0) 

That is, the teacher signal provides 1 with only the I-th 
unit and 0 with any other unit. 

(b) If the input utterance is not included in the recog 
nition vocabulary. 
The supernet 109 supplies to the output-layer units a 

teacher signal of 

(c1 c2, . . . , C30, c31)=(0,0,..., 0,11) (9) 

That is, the teacher signal provides 1 with only the unit 
c31 and 0 with any other unit. 
With the aforementioned method, the weight coeffi 

cient of each link is obtained in each network. 
Next, the description will be directed to the process 

of recognizing the word utterance. When the word 
utterance is input to the event net Ej, the frontendpoint 
and tail frames of the word are extracted by cutting out 
the power threshold values. The location of the central 
frame for each event net Ejis defined using the method 
wherein the word net 108 is used in learning. One event 
net Ej is shifted three times for selecting a maximum 
one of three output values ciprovided by three shifted 
event nets Ei-1, Ej-2 and E-3. This operation is done for 
five event nets Eii. As a matter of fact, it is done for all 
the event nets, the number of which is equal to the 
recognition vocabulary. 

If the disposition of the event net Eji is defined, the 
input-layer unit of the event net Ejreceiving the feature 
vector 110 results in providing the output value sent 
from the output-layer unit of the super net 109. The 
output value is sent to the recognized result determining 
section 112 in which the recognized result is obtained. 
The algorithm used for determining the result is 

shown in FIG. 9. In FIG. 9, the maximum output value 
CI of the super net 109 is rejected at a time. When the 
value Cr is smaller than the predetermined threshold 
value 6. In this embodiment, 6=0.5 is used. 

In the above-mentioned process, at first, the maxi 
mum output value Cris obtained among the Ci (i-1,2,. 
. . , 30,31) units (step S1), then the obtained maximum 
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14 
output value Cr is compared with a threshold value 6 
(step S2). 

In step S2, in a case that the maximum output value 
CI is smaller than the threshold value 0, then the value 
Cris rejected (step S3). On the other hand, in a case that 
the maximum output value CI is not smaller than the 
threshold value 6, then the value I is checked whether 
or not it is equal to 31 (step S4). 

In step S4, at a time when the value I is equal to 31, 
then the value Cris rejected (step S3). However, when 
the value I is not equal to 31, then the I-th class of the 
maximum output value CI is set as a recognized result 
(step S5). 

Second Embodiment 

Next, the voice recognition apparatus designed ac 
cording to the second embodiment will be described 
with reference to FIGS. 10 to 12, in which the elements 
having the same numbers as those of the first embodi 
ment indicate the same elements as described in the first 
embodiment. 

In the apparatus, a voice is input at a microphone 101 
and sent to an amplifier 102 at which it is amplified. 
Then, the amplified signal is converted into a digital 
signal in an A/D converter 103 and is applied to a fre 
quency-analyzing section 104, in which a bandpass filter 
105 serves to frequency-analyze the voice and output a 
power value at each frame, resulting in forming feature 
vectors. For reducing the network in size, the feature 
vectors are compressed by K-L transformation in a 
compression section 107 so that the dimensions of the 
feature vectors can be reduced. 
The compressed feature vectors 106 are sent to a 

word-head detecting section 100 which serves to detect 
the front endpoint. If the front endpoint is detected as 
the start end of the input utterance, the word-head de 
tecting section 100 send the word utterance to each 
event net 107 included in an event net group 114 (see 
FIGS. 11 and 12). 

If, on the other hand, the front endpoint is not de 
tected, the feature vectors 110 are not applied to the 
event net group 114. 
The word-head detecting section 100 basically em 

ploys a short-period power as a detecting standard. The 
short-period power depends on whether or not a larger 
value than a threshold value is continued for a constant 
time or more. In addition, the word-head detecting 
section 100 may employ a low-pass power ratio and a 
high-pass power ratio, the latter two of which uses the 
number of zero crossings or the result analyzed by the 
bandpass filter. 
The feature vector 110 is sent to the event net group 

114 at a little earlier time than when the front endpoint 
is detected. Hence, the compression section 106 has to 
store the feature vector series 110' consisting of a plural 
ity of compressed feature vectors 110, which feature 
vector series match to a predetermined number of 
frames (see FIGS. 10 and 11). 
The feature vector 110 of the input utterance is input 

to each event net 107. The vent net 107 provides an 
output to each word net 108. The number of combina 
tion consisting of the event nets 107 and the word net 
108 is equal to the number of categories included in the 
recognition vocabulary. Then, the output of the word 
net 108 is sent to a super net 109. 
The defined area of the feature vector 110 of the input 

utterance is applied into an input layer of the event net 
107. The defined area matches to an input frame 111 of 
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the input layer. For inputting a specific word to the 
input layer, the input frame 111 is shifted N times on 
time axis so as to prepare N input frames 111 (N is a 
positive integer). In this embodiment, N is equal to five. 
Then, how to shift the input frame 111 along a posi 

tive time axis will be discussed when the input voice is recognized. 
Assuming that Ej denotes the j-th event net 107 for 

recognizing the i-th word category of the recognition 
vocabulary, the event net Eji has to units ci, Ci in the output layer. 
When the event net Eji receives the partial phoneme 

series of the word (i-th word) to be recognized by Ei 
(Assuming that the time length of the word is 1, the 
partial phoneme series match to the length from the 
word head to the j/N-th phoneme), the event net Eji 
learns; 

(ci, C)=(1,0) (8) 

When it receives the other phonemes, the event net 
Ejlearns; 

It means that C has a high value at a certain time 
point of the word to be recognized by Eji. 
The shifting interval of the input frame 111 along the 

time axis matches to one frame of the compressed fea 
ture vector 110. If the shifting interval is designed to 
match to two frames, it results in reducing the amount 
of computations. 
Assuming that the shifting amount of the input frame 

111 along the time axis, that is, the number of the input 
frames 111 is n, Ejis referred to as Eiji, Eip,..., Ein in 
sequence from the start, which respectively provide the 
outputs of Cil, Cif2,..., Cin. Then, the maximum value 
of n outputs is sent to the word net 108. 
The value of n depends on Eii. In this embodiment, as 

shown in FIG. 11, n is 5 for Eii and n is 7 for E2. The 
searching area of each event net 107 is indicated by a 
horizontal arrow bar. The bold real line indicates the 
location at which the maximum value of C1 (j=1,2,. 
. . , 5) is selected. For example, for Eil, Eil2 is selected 
and for E2, E25 is selected. 
The searching area of Eil may be defined to have the 

constant amount, for example, respective three frames 
before and after the detected front endpoint or to have 
a constant number of times as long time as a standard 
deviation of a word time length determined according 
to the statistic based on many and unspecified speakers. 
The searching area of Eij (j> 1) can be derived on an 

average m and a standard deviation of of a time differ 
ence between Eij and Ej-1 (a symbol of - is effective in 
only "j') predetermined on the statistic. How to derive 
it will be discussed below. The average m is constant 
independently of j. The location of Ej-1 depends on the 
maximum one of C-1, C2, ..., Cin. For example, in 
FIG. 10, C12 is the maximum value for j=2. 
The searching area of Ei ranges from n-kot to 

m+koi based on the maximum location of C-1, 
wherein K is a constant such as 2 or 3. If the maximum 
location of C-1 is smaller than m-ko, the searching area 
can be defined as m-koi That is, assuming that the 
searching area is defined as (L, R), Ljand Rjare repre 
sented as; 

Li=MAX (m-ko maximum location of C-1) 
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FIG. 12 shows the relation between the time series of 
a power output by the 16-channel bandpass filter and 
the input frame 111 input to the event net Eji. In the 
portion representing the power 301 output by the 16 
channel bandpass filter (the lower halfportion of FIG. 
11), the vertical axis indicates a channel number of the 
bandpass filter and the horizontal axis indicates a time. 
Each curve is sketched along the output values given by 
the sixteen channels. 
FIG. 11 shows how the event net Ei2 is shifted on 

time axis. As shown, the event net EI2 is shifted to Et2-1, 
Ei2-2 and E2-3 which respectively receive the feature 
vectors formed by the input frame 111 and supply the 
values ci21, ciz2, . . . ci27. The put out of the event net 
Ei(1 = 1, 2, ..., 7) providing the maximum value is 
applied to the input-layer unit of the word net 108. 

Herein, a bold real line indicates E.25 from which the 
maximum value is output. A label represents the pho 
neme symbols of a speech sample "hachi' (meaning 
"bee" in Japanese) in a manner that h matches to h), a 
to (a), cl to a silent section, ch to t and i to i). 
Turning to FIG. 12, since Eil2 is selected, the search 

ing area of Et2 starts from Eil 3. 1 is defined from 1 to 7 
based on the aforementioned time interval information. 

For j=2, the maximum value C25 of C21, C22, ..., 
C27 is selected. 
When selecting the maximum value, the following 

transformations may be considered on the quality and 
computing amount of the event net without being 
uniquely defined to MAX (Cl). 

First, if the values of C1 (1 = 1,2,...,n) are all small, 
the center of the searching range, that is, 1 = m can be 
selected without selecting the maximum value. The 
selection allows unnecessary matching to be prevented 
if any word except the one to be recognized by Ei is 
input. It results in enhancing a "reject” capability. 

Second, if the values of C1 (1 = 1, 2, ..., n) are all 
large, like the first transformation, 1 = m can be se 
lected. This selection allows unnatural matching to be 
prevented if the similar feature vectors are kept long, 
which case may result from long vowels, for example. 

Third, if the values of C1 (1 = 1, 2, ..., n) are all 
small, the searching area is made wider by a constant 
amount a to masm--a. Then the value of C1 is ob 
tained about 1=n-1, m--2, ... m--a for selecting the 
maximum value of the obtained values. This selection is 
effective especially in a sample voiced slowly. 

Fourth, when the values of Care all small until the 
j-th event net, without computing the event nets later 
than (j-i-1)th one, (0,1) is provided to the word net 
connecting those event nets. That is, this method is 
designed to stop the computation when the i-th word is 
being processed and start the processing of the (i-1)th 
word. The proper value of j is 2 or 3. If the recognition 
vocabulary has a small number of analogous words to 
the input utterance, the computing amount is reduced to 
about a half. 
As set forth above, the event net 107 serves to output 

a value matching to similarity between the feature vec 
tor 110 of the input frame 111 and the partial phoneme 
series of a specific word to be recognized by the event 
net 107. The outputs of the five event nets 107 are all 
applied to the input layer of the word net 108. The word 
net 108 serves to output a value matching to similarity 
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between the input utterance and a specific word to be 
recognized by the word net 108. Hence, assuming that 
the recognition vocabulary has 30 words, it is natural 
that 30 word nets 108 are prepared. All the outputs are 
input to the input layer of the super net 109. The super 
net 109 provides at the output layer 30 units matching to 
the category numbers of the words to be recognized 
and one unit representing "reject'. If the input utter 
ance is included in the recognition vocabulary, the 
super net 109 serves to define a weight coefficient of 
each link so that the output-layer unit matching to the 
category number can supply the largest output value 
among the other output-layer units. 

If, on the other hand, the input utterance is not in 
cluded in the recognition vocabulary, the super net 109 
serves to define a weight coefficient of each link so that 
the output-layer unit representing "reject' can supply 
the largest output value among the other output-layer 
units. The output of the supernet 109 is sent to a recog 
nized result-determining section 112 which serves to 
retrieve and output the unit number of the output-layer 
units of the super net 109 providing the largest output. 
The output unit number is input to a result output sec 
tion 113 in which the recognized result is displayed. 
The overall flow from the frequency analyzing sec 

tion 104 to the recognized result determining section 
113 may be built on a digital signal processor. 

In actual voice-recognizing process, the computation 
of the event net Eil of each reference pattern is started 
immediately after the front endpoint is detected. That is, 
Eii, Ei2, . . . , Eis are computed synchronously as Eil, 
E2, ..., Eis sequentially receive the feature vectors to 
be recognized by each event net Eil. 

Next, immediately after Eis finishes its computation, 
without awaiting the finish of another event net, the 
corresponding word net 108 starts its computation. 
When all the word nets 108 finishes their computations, 
the super net 109 starts to compute, after which the 
control is shifted to the recognized result determining 
section. 

Unlike the normal apparatus, which starts the recog 
nition processing after a word tail is detected, the pres 
ent voice recognition apparatus starts the processing 
immediately after a front endpoint is detected and acti 
vates the event net Eji to do recognition processing 
along the time when a word is being voiced, thereby 
greatly reducing the recognition-response time. 

In this embodiment, how the event net, the word net 
and the super net obtain a weight coefficient of each 
link of the neural network, that is, the learning method 
of the neural network is the same as that described in 
the first embodiment. Refer to (A) Learning Method of 
the Event Net, (B) Learning Method of the WordNet, 
and (C) Learning Method of the Super Net described 
about the first embodiment. 

Third Embodiment 

FIG.13 shows arrangement of a word net included in 
the voice recognition apparatus designed according to 
the third embodiment. 

1011 denotes a word net which consists of three layer 
perceptron type neural network. The input layer 1012 
of the word net 1011 has five units 1013, the middle 
layer 1014 has five units 1015, and the output layer 1016 
has one unit 1017. The number of the middle-layer unit 
1015 depends on how complicated the divided areas of 
the middle layer 1014 are. 
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The output of the middle-layer unit 1015 is produced 

by converting the sum of the outputs of the input-layer 
units 1013 connected to the unit 1015 itself based on a 
sigmoid function. The output of the output-layer unit 
1016 is analogously produced by converting the sum of 
the outputs of the middle-layer units 1015 connected to 
the unit 1017 itself based on the sigmoid function. 
Then, the description will be directed to the initial 

learning method of the word net 1011. 
(A) Initial Learning of the Word Net 

a. First Learning Method 
It is assumed that one event net group 1033 (see FIG. 

23) consists of five event nets 1032 (see FIG. 23). Each 
event net 1032 has one unit in the output layer. 
The output-layer units of each event net 1032 learn in 

a manner that it can supply a value of 1 when the partial 
phoneme series to be recognized are input to the event 
net 1032, while it can supply a value of 0 when the other 
phoneme series are input thereto. 
The word net 1011 receives an output sent from the 

output-layer unit of the event net 1032. Then, the word 
net 1011 determines whether or not the word to be 
recognized is input. If yes, it supplies a value of 1 and, if 
no, a value of 0. 
When the input series (1,1,1,1,1) is input to the word 

net 1011, the word net is designed to supply an output 
value of 1. When the other input series, that is, those 
including at least one value of 0 such as (0,0,0,0,0), 
(0,0,0,0,1),..., (1,1,1,1,0) are input to the word net, it 
supplies an output value of 0. 
The word net 1011 thus learns in a manner that when 

(1,1,1,1,1) is input to the input layer 1012 of the word 
net 1011, a teacher signal of 1 is supplied to the output 
layer 1016, while when the other input series are input 
thereto, a teacher signal of 0 is supplied to the output 
layer 1016. It results in being able to obtaining a con 
necting coefficient between a unit of one layer and a 
unit of another layer. 
Turning to FIG. 14, the initial learning operation of 

the word net flows as follows. At first, the input series 
of {0,1} is generated (step S11). Since the value of 0,1) 
is allowed as an output value of the event net 1032, a 
random number of 0, d02 is assigned to a value of 0 
contained in the input series and a random number of 
d61, 1 is assigned to a value of 1 contained therein. 
These random numbers are sent to the input layer 1012 
(step S11). Then, it is determined whether or not the 
values input to the input unit 1013 are all d61, 1 (step 
S12). If yes, a teacher signal of 1 is given to the output 
layer 1016 (step. S13). If no, a teacher signal of 0 is 
given to the output layer 1016 (step S14). Next, the 
operation corrects a connecting coefficient between 
both layers, that is, a connecting coefficient between a 
unit of one layer and a unit of another layer with the 
error back propagation method (step 15). The error 
back propagation keeps going on until the coefficient is 
focused. 
FIG. 15 shows the input space of the word net 1020 

used in the first learning method. Herein, the word net 
1020 receives two inputs. In this learning method, an 
area I learns the teacher signal of 1, an area II learns the 
teacher signal of 0, and an area III does not learn. 

b. Second Learning Method 
With reference to FIG. 16, the description will be 

directed to the second learning method of the word net 
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which makes it possible to more enhance a recognizing 
capability. 
An input series {ai} consisting of a random number is 

input to the input layer 1012 (step S16). For the input 
series {ai}, d is given by the equation; 

(X) 
5 

d = \S. (1 - a) is 1 

wherein Osai=1 (step S17). d is used for determining 
the following relations; 

(1) dCd63 a teacher signal= 1 (step S19) 
(2) d) d04 a teacher signal=0 (step S20) 
(3) d63S dS d64 not doing the learning 

The connecting coefficient between both layers is cor 
rected with the error back propagation method (step 
S22). The error back propagation keeps going on until 
the coefficient is converged (step S22). 

d61, d62, d63 and d64 are constants obtained on the 
number of units provided in the input layer 1012 of the 
word net 1011 and how the output value of the event 
net 1032 is distributed. Herein, it is assumed that 
d61=0.75, d82=0.25, d03=0.25, and d64=0.75. 
FIG. 17 shows the input space of the word net 1011 

used in the second learning method. Herein, the word 
net has two inputs. 

In FIG. 17, the area I matches to the case of the 
foregoing relation (1), the area II matches to the case of 
the relation (2), and the area matches to the case of the 
relation (3). 
FIG. 18 shows the arrangement of the super net. 
As shown, the supernet 1018 consists of a three layer 

perceptron type neural network. The input layer 1019 
of the super net 1018 has thirty units 1020, the middle 
layer 1021 has thirty units 1022, and the output layer 
1023 has thirty-one units. 
The number of the middle-layer unit 1022 depends on 

how complicated the divided areas of the middle layer 
28. 

The output of the middle-layer unit 1022 is produced 
by converting the sum of the outputs of the input-layer 
units 1020 connected to the unit 1022 itself based on a 
sigmoid function. The output of the output-layer unit 
1024 is analogously produced by converting the sum of 
the outputs of the middle-layer units 1022 connected to 
the unit 1024 itself based on the sigmoid function. 
Then, the description will be directed to the initial 

learning method of the super net 1018. 
(A) Initial Learning of the Super Net 

a. Third Learning Method 
Assuming that the number of the word to be recog 

nized is 30, the super net 1018 has 30 input-layer units 
1020 matching to the number of the word nets 1011. 
The number of the output-layer units 1024 of the 

super net 1018 matches to the category number of the 
recognition vocabulary. That is, when the i-th (i is a 
positive integer) category word is input to the input 
layer 1019 of the super net 1018, the i-th unit of the 
output layer 1023 supplies the largest output value 
among the other output-layer units 1024. 
The 31-th unit of the output layer 1023 supplies the 

largest output value when the other words except those 
to be recognized are input to the input layer 1019 of the 
super net 1019. 
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To make the super net 1018 learn, when the supernet 

1018 receives the input series (0, 0,..., 0, 1 i-th), 0, . . 
..,0) having a value of 1 only at the i-th output unit 1024, 
a teacher signal of (0, 0, . . . , 0, 1 i-th), 0, . . . , 0, 0) 
having a value of 1 only at the i-th output unit 1024 is 
given to the output layer 1023. 
When the super net 1018 receives the input series (0, 

0, ...,0) having all zeros or (0, ..., 0, 1, 0, . . . , 0, 1, 
0, ...) having two or more values of 1, a teacher signal 
(0, 0,..., 0, 1) having a value of 1 at the 31-th output 
unit 1024 is given to the output layer 1023. The teacher 
signal is referred to as a reject teacher signal. It results 
in being able to obtaining a connecting coefficient be 
tween a unit of a layer and a unit of another layer. 
FIG. 19 shows the third learning method of the super 

net 1018. 
At first, the input series of (0,1} is generated (step 

S23). Since the value of 0,1) is allowed as an output 
value of the word net 1011, a random number of 0, d6s 
is assigned to a value of 0 contained in the input series 
and a random number ofd746, 1) is assigned to a value 
of 1 contained therein. These random numbers are sent 
to the input layer 1012 (step S24). Then, it is determined 
whether or not (0, ..., 0, 1, 0,...,0) is the input series 
having a value of 1 only at the i-th output unit 1024 (step 
S25). If yes, a teacher signal of (0, ..., 0, 1, 0,...,0) 
having a value of 1 only at the i-th output unit 1024 is 
given to the output layer 1023 (step S26). If no, a reject 
teacher signal of (0, ..., 0,..., 0, 1) having a value of 
1 only at the 31-th output unit 1024 is given to the out 
put layer 1023 (step S27). Then, the operation corrects 
a connecting coefficient between a unit of one layer and 
a unit of another layer with the error back propagation 
method (step S28). The error back propagation is kept 
in operation until the coefficient is focused (step S28). 
FIG. 20 shows the input space of the super net 1018 

used in the third learning method. Herein, the super net 
1018 receives two inputs. 

In the third learning method, an area I learns the 
teacher signal of (0, 0, . . . , 1, 0, 0) having a value of 1 
only at the i-th output unit 24, an area II learns the 
teacher signal of (0, 0,..., 0, . . . , 0, 1) having a value 
of 1 only at the 31-th output unit 1024. 

b. Fourth Learning Method 
With reference to FIG. 21, the direction will be di 

rected to the fourth learning method of the super net 
which makes it possible to more enhance a reject capa 
bility. 

This learning method of the super net flows as fol 
lows. At first, an input series {ai} is created with a ran 
dom number and is input to the input layer 1019 (step 
S29). For the input series {ai}, di is given by the equa 
tion; 

30 
di = \(1 - a) + S. af ji=lji/1 

wherein 02a;21 (step S29). The value of diis used for 
determining the following relations (step S30). 

(4) If only one value of i meets the relation of diCd67, 
the teacher signal is (0, ..., 0, 1, 0, . . . , 0, 0) It 
means that only the i-th value has 1 (step S31). 

(5) If all the values of i meets the relation of di>d68, 
the teacher signal is 0, . . . , 0, 0, 0, . . . , 0, 1) It 
means that only the 31-th value has 1 (step S32) 

(6) The other case not doing the learning 
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As the supernet 1018 is doing the learning, the connect 
ing coefficient between both layers is being corrected 
with the error back propagation method (step S34). The 
error back propagation method is kept in operation until 
the coefficient is focused (step S34"). 

d6s, d66, d07 and d68 are constants which are ob 
tained on the number of units 1020 provided in the input 
layer 1019 of the super net 1018 and how the output 
value of the word net 1011 is distributed. Herein, it is 
assumed that d65=0.25, d66=0.75, d07 = 0.25, and 
d68=0.75. 
FIG.22 shows the input space of the space net 1018 

used in the third learning method. Herein, the super net 
has two inputs. 

In FIG. 22, the area I matches to the foregoing rela 
tion (4), the area II matches to the relation (5), and the 
area matches to the relation (6). 
The resulting connecting coefficient between the 

input-layer unit 1020 of the super net 1018 and the out 
put-layer unit 1017 of the word net 1011 may be used as 
the connecting coefficients between the adjacent layers 
of the word net 1011 and between the adjacent layers of 
the super net 1018. To recognize the input utterance 
more efficiently, with the resulting connecting coeffici 
ent being used as an initial value, it is necessary to make 
the word net 1011 learn the output value of the event 
net 1032 based on the actual input utterance and the 
super net 1018 learn the output value of the word net 
1011 based on the actual input utterance. The resulting 
correcting coefficient makes it possible to recognize the 
voice better. 
The foregoing learning methods are used for not only 

the voice recognition apparatus but also a character 
pattern recognition apparatus. 
FIG. 23 shows one arrangement of a voice recogni 

tion apparatus providing the word net 1011 and the 
super net 1018. 
The voice recognition apparatus shown in FIG. 23 

includes a microphone 1025, amplifier 1026 connected 
to the microphone 1025, an analog-to-digital converter 
(referred to as an A/D converter) connected to the 
amplifier 1026, a frequency-analyzing section 1029 con 
nected to the A/D converter 1027, the frequency 
analyzing section 1029 having a plurality of bandpass 
filters 1028 located in parallel, a compression section 
1030 connected to the frequency-analyzing section 
1029, a voice interval cutting section 1031 connected to 
the compression section 1030, a plurality of event net 
groups 1033 connected to the voice interval cutting 
section 1017, the event net group 1033 having a plural 
ity of event nets 1032 located in parallel, a plurality of 
word nets 1011 respectively connected to the event net 
groups 1033, a super net 1018 connected to the word 
nets 1011, a recognized result determining section 1034 
connected to the super net 1018, and a result output 
section 1035 connected to the recognized result deter 
mining section 1034. 
Then, the description will be directed to how the 

voice recognition apparatus works. 
A word utterance is input through the microphone 

1025 to the amplifier in which it is amplified. The ampli 
fied voice is converted into a digital signal in the A/D 
converter 1027. Then, the digital signal is sent to the 
frequency-analyzing section 1029 in which the digital 
voice signal is frequency-analyzed through the band 
pass filters 1028 and each bandpass filter 1028 outputs a 
power at the corresponding frame. 
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For reducing the network in scale, the resulting fea 

ture vectors of the input utterance is sent to the com 
pression section 1030 in which the feature vectors are 
compressed for reducing the dimensions of the feature 
vectors by the K-L transformation. 
The compressed data is sent to the voice interval 

cutting section 1031 in which the voice interval of the 
input utterance is defined. The feature vectors con 
tained in each voice interval are sent to the correspond 
ing event net 1032. 
As mentioned above, a plurality (herein, five) of 

event nets 1032 are provided. The feature vectors are 
input to each event net 1032 as they are being moved 
within a predetermined range at a predetermined rate. 
The largest value is selected as a true output among the 
outputs of the event nets 1032, The largest value means 
the largest similarity between the input feature vectors 
and the partial phoneme series of a word to be recog 
nized by each word net 1032. 
The largest one of the outputs supplied from the 

event nets 1032 is sent to the corresponding word net 
1011. The plurality of event nets 1032 connected to one 
word net 1011 are referred to as an event net group 
1033. The number of combinations of the event net 
group 1033 and the word net 1011 corresponds to the 
number of the words included in the recognition vocab 
ulary. 
The word net 1011 supplies an output to the super net 

1018. The super net 1018 supplies an output to the rec 
ognized result determining section 1018. 
The recognized result determining section 1034 

serves to retrieve and output the number of the unit 
providing the largest output among the output-layer 
units 1024 of the super net 1018. The output number of 
unit is input to the result output section 1035 in which 
the recognized result is displayed. 

Fourth Embodiment 

Then, the description will be directed to a fourth 
embodiment of the invention with reference to FIGS. 
24 to 28, in which the same reference numbers as those 
shown in the third embodiment indicate the same ele 
meats. 
FIG. 24 shows arrangement of a voice recognition 

apparatus designed according to the fourth embodi 
ment. 
The voice recognition apparatus shown in FIG. 24 

includes a microphone 1025, an amplifier 1026 con 
nected to the microphone 1025, an analog-to-digital 
converter (referred to as an A/D converter) 1027 con 
nected to the microphone 1025, a frequency-analyzing 
section 1029 connected to the A/D converter 1023, the 
frequency-analyzing section 1029 having a plurality of 
bandpass filters 1028 disposed in parallel, a compression 
section 1030 connected to the frequency-analyzing sec 
tion 1029, a feature vector storing section 1031 con 
nected to the compression section 1030, a plurality of 
event net groups 1033 respectively connected to the 
feature vector storing section 1031, each event net 
group 1033 having a plurality of event nets 1032 con 
nected in parallel, an event net output storing section 
1036 connected to each event net 1032 and provided for 
each event net group 1033, a plurality of word nets 1011 
respectively connected to the plurality of event net 
groups 1033, a plurality of word net output storing 
section 1037 respectively connected to the plurality of 
word nets 1011, a super net 1018 connected to the plu 
rality of word nets 1011, a result determining section 
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1034 connected to the super net 1018, and a result out 
put section 1035 connected to the result determining 
section 1034. 

Next, the description will be directed to how the 
voice recognition apparatus shown in FIG. 24 works. 
The voice is input through the microphone 1025 to 

the amplifier 1026 in which the voice is amplified. The 
amplified voice signal is converted from an analog sig 
nal to a digital one in the A/D converter 1027. Then, 
the digital signal is sent to the frequency-analyzing 10 
section 1029. 

In the frequency-analyzing section 1029, the bandpass 
filters 1028 serve to frequency-analyze the digital signal 
and output powers at the respective frames. 
The frequency-analyzing section 1029 may employ 15 

not only the bandpass filters but also parameters ob 
tained by a liner predictive coding system (referred to 
as an LPC system) or a cepstrum analyzing system. 
The compression section 1030 serves to reduce the 

dimensions of the feature vectors of the input voice 20 
with the K-L transformation, for the purpose of reduc 
ing the scale of the network. 
The feature vector storing section 1031 sequentially 

receives the feature vectors compressed in the compres 
sion section 1030. 25 

Immediately after the apparatus is activated, in ac 
tual, no voice is applied from the microphone. Hence, 
the feature vector storing section 1031 serves to store 
the feature vectors of a noise or an out of vocabulary 
period for T seconds in a pseudo manner (A value of T 30 
depends on the number of the recognition vocabulary). 

Since this voice recognition apparatus does not detect 
a front endpoint, all the frame signals output by the 
feature vector storing section 1031 are sent to the event 
net 1032. As shown, a plurality of event nets 1032 con-35 
nected in parallel compose the event net group 1033. 
The feature vector storing section 1031 consists of a 

ring buffer as shown in FIG. 24. The current feature 
vector is stored at the storing position indicated by a W 
pointer (writing). An F pointer indicates an assumed 40 
time (frame) of a front endpoint. In actual, since each 
word has the corresponding time length, the value of T 
should be defined on each word (where r=1,2,..., R, 
with R denotes the number of vocabulary) for more 
efficient processing. The word r is a reference pattern 45 
arranged in the event net and the word net. 
Assuming that the current time is th, the W pointer is 

th and the head of the word r is tyr. 
The value of T should be set as about the largest time 

of the word included in the vocabulary. Herein, it is set 50 
as 1.2 seconds. 
When the current time is th the front endpoint as 

sumed for the word r is assumed to match to all the 
frames in the period tyr, tyr-i-A), where 
A=th-ty-Tmin and Tmin denotes the smallest possi- 55 
ble time length of the word r. 

FIG. 26 shows relation among the current time tb, the 
front endpoint t? of the word r, the smallest possible 
time Tnin, and A. 

Next, the description will be directed to how this 60 
voice recognition apparatus detects the front endpoint. 
At first all the frames in the periodt?, ty+A), that is, 

tf, t?--1, ty+2, . . . , t?--A are assumed as a front endpoint. 
Ift?matches to the front endpoint, the searching area.65 

of the event net E-1 matched to the head of the word r 
is set to range from -K and +K frames based on the 
event net E.1. In this case, the frames to be recognized 

24 
by the event net Eri stay within the range of t?-3, 
tf-2, ... , t?+3. 

If t+1 matches to the front endpoint, the frames to 
be recognized by the event net E-1 stay within the range 
of ty-2, ty-1, . . . , t?+4. Of these frames, t?-2, 
tf’-1, . . . , t?--3 have been already computed and 
stored in the event net output storing section 1036 when 
tfis assumed as the front endpoint. Hence, the comput 
ing results can be used in this case. 

Like the feature vector storing section 1031, the 
event net output storing section 1036 employs a ring 
buffer structure. As shown in FIG. 24, the event net 
output storing section 1036 is provided in each event net 
group 1033 matching to the word r. That is, Nevent net 
output storing sections 1030 are prepared for one word 
r (N means the number of the event net groups 29. 
Herein, N=5). 

If ty+ 1 matches to the front endpoint, in actual, the 
event net E-1 is required to process a frame of ty+4 
only. 

Like the event net E1, the remaining event nets E2, 
E3, E4 and Ers, each uses the overlapped computing 
portions read from each event net output storing section 
1036. And, the newly computed results are written in 
each event net output storing section 1036. 
When the front endpoint is assumed as t? to t?--A, 

the output of the event net 1032 at the current time this 
obtained as mentioned above. 

Next, the front endpoint defined on the largest value 
of the event net E, within the period oft?, t?+A) is 
represented as fit, f2, ..., f, wherein p has a value 
meeting the condition of p<A, normally, 2 or 3. 
The word net output storing section 1037 stores the 

output of the word net 11 provided when the event net 
Eri selects the front endpoint ff0-1,2,...,p). 
Then, the largest value stored in the word net output 

storing section 1037 is selected and output to the super 
net 1018. 
Then, the description will be directed to how the 

event net 1032, the word net 1011 and the super net 
1018 basically function. 

In FIG. 27, the specific feature vectors to be recog 
nized by each event net 1032 are input to the input layer 
of the event net 1032. 
For inputting a specific word to the input layer, the 

input frame is shifted N times on time axis so as to pre 
pare N input frames 111 (N is a positive integer). In this 
embodiment, N is equal to five. 
The value of N depends on each word. If the word 

has four or less syllables, N is preferably set as 5. If the 
word has five or more syllables, N is preferably set as 
N=m/2-3.5 (where m denotes the number of sylla 
bles and x denotes the largest integer but not larger 
than x). 
Then, the description will be directed to how to ship 

the feature vector series on time axis when the input 
utterance is being recognized. 
Assuming that Eij denotes the j-th event net for rec 

ognizing the i-th word category of the recognition vo 
cabulary, the event net Eji has two units ci, Ci in the output layer. 
When the event net E receives the partial phoneme 

series of the word (i-th word) to be recognized by Ei 
(Assuming that the time length of the word is 1, the 
partial phoneme series match to the length from the 
front endpoint to the j/N-th phoneme), the event net 
Eii is made to learn so that the two units are; 
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(cii, C)=(1,0) (9) 

When it receives the other phonemes, the event net 
Eij is made to learn so that the two units are; 

(ci, C)=(0,1) (10) 

It means that Cihas a high value at a certain time point 
of the word to be recognized by E. 
The shifting interval of the feature vector series along 

time axis is denoted as the compressed one-frame fea O 

ture vector series. To reduce the amount of computa 
tion more, it may be denoted as the two-frame feature 
vector series. 
Assuming that the shifting amount (which is equal to 

the same number of frames in the searching area) is n, 
the value of n depends on each event net Eii. In FIG. 26, 
the event net Eil has a value of n=5. The event net E2 
has a value of n=7. 
The event net Ejis indicated as Eiji, Eip, ..., Ein in 

sequence from the start. The output of the event net Epi 
is generally indicated as C1, C2, ..., Cin. In FIG. 26, 
as an example, Eill, Eil2, Eil3, E21, Ei22, C11 and Cil2 
are shown. The largest value of Cyl, Cif2, ..., Cin is 
selected for each i value. 
The searching area of the event net Eil is defined to 

have the constant amount, for example, respective three 
frames before and after the detected front endpoint or 
to have a constant number of times as long time as a 
standard deviation of a word time length according to 
the statistic based on many and unspecified speakers. 

In FIG. 27, the searching area of the event net Ejis 
indicated by a horizontal arrow bar. The bold real line 
indicates the location at which the maximum value of 
C1 (j= 1, 2, . . . , 5) is selected. For example, for Eil, 
Ei2 is selected and for Eil2, E25 is selected. 
Then, the event net E-1 indicates the event net one 

before the event net Ej (ja 1). (For example, the event 
net one before the event net E4 is E4-1, that is, Eis. 
Hereinafter, a symbol of - is effective in only "j”). 
The searching area of Ej (d. 1) can be derived on an 

average m and a standard deviation of of a time differ 
ence between Ej and Eii-1 (a symbol of - is effective in 
only "j') predetermined on the statistic. How to derive 
it will be discussed below. m is constant independently 
of j. 
By selecting the largest value out of the outputs C-1, 

Ci-2, . . . , Cin, the location of the event net Ej-1 is 
defined. 
The searching area of the event net Ej ranges from 

m-kotom--kojbased on the location where the output 
C-1 is the largest. K is a constant, and could be 2 or 3, 
for example. 
That is, assuming that the searching area is (L, R), 

Li=max (m-ko, a location where the output C-1 is the 
largest), 

As an example, when j=2, the output Ci25 is selected 
as the largest value from the outputs C21, C22, . . . , 
Cr27 (see FIGS. 26 and 27). 
When selecting the maximum value, the following 

transformations may be considered on the quality and 
computing amount of the event net without being 
uniquely defined to MAX (Ciil). 

First, if the values of C1 (1,2,...,n) are all small, the 
center of the searching range, that is, 1 = m can be se 
lected without selecting the maximum value. The selec 
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tion allows unnecessary matching to be prevented if any 
word except the one to be recognized by Ejis input. It 
results in enhancing a "reject' capability. 
Second, if the values of C1 (1 = 1, 2, ..., n) are all 

large, like the first transformation, 1 = m can be se 
lected. This selection allows unnatural matching to be 
prevented if the similar feature vectors are kept long, 
which case may result from long vowels, for example. 

Third, if the values of C1 (1 = 1, 2, ..., n) are all 
small, the searching area is made wider by a constant 
amount a to m=m--a. Then the value of C1 is ob 
tained about 1 =m--1, m--2, ..., m--a for selecting 
the maximum value of the obtained values. This selec 
tion is effective especially in a sample voiced slowly. 
Then, the description will be directed to the learning 

methods of the event net 1032, the word net 1011 and 
the super net 1018. 
The event net 1032, the word net 1011 and the super 

net 1018 respectively consist of a multilayered percep 
tron type neural network. Those nets are made to learn 
with the error back propagation method. 
The event net 1032, the word net 1011 and the super 

net 1018 can learn the speech sample and the noise 
sample or the out of vocabulary sample, that is, noise 
interval. 
When these nets learn the noise sample (noise inter 

val), a teacher signal of 

is given to the event net so that the noise sample is not 
the partial phoneme series to be recognized by the event 
net. 

If, however, the phoneme series to be recognized by 
the event is a long voiceless interval such as a double 
consonant, the teacher signal is not given thereto. 
Whether or not the noise sample (the teacher signal) 

is given is determined by retrieving a sample with a 
large error and removing the sample out of the later 
learning process if it is the noise sample. 

If the noise sample is input to the word net, a teacher 
signal of 

(C,C) = (0,1) 

is given to the word net so that the noise sample is the 
word to be recognized by the word net. 
When such a word net sends an output to the super 

net, a value of 1 is given to the unit in charge of "reject” 
in the learning process of the super net. 
The actual voice-recognizing process takes the step 

of setting thas the current time and incrementing th one 
frame by one frame such that th-1, th+2, th+3,. . . . In 
synchronous to it, the front endpoint t?is incremented 
one frame by one frame. 
When the front endpoint ty is all incremented one 

frame by one frame, the front endpoint t? has the same 
value independently of the word r. 
By referencing the computed result of the event net 

E at the interval ty, ty+A), stored in the event net 
output storing section 1036, it is possible to skip the 
frame at which the event net E-1 outputs the low value, 
for the purpose of more efficient computation. 

If the relation C1<01 is met at ty+i (1sis A), 
wherein 01 is a threshold value (normally, 0.1 to 0.2), t?' 
is set to be increment by i-1, that is, the next front 
endpoint assumed frame is ty+i--1. 
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In the foregoing method, at the current time th, there 
exist a plurality of front endpoint candidates for each 
word r. Yet, the largest output can be selected as an 
output of each word net 1011. 
The selected output is sent to the super net 1018 

which can compute the output at each current time th 
The super net 1018 sends the output to the result deter 
mining section 1034 in which the output is determined 
on the threshold value. The recognized result is sent to 
the result output section 1035. 
How to determine the recognized result in the result 

determining section 1034 will be discussed below. 
Assume that Ci is an output of the output-layer unit 

for the i-th word included in the super net 1018, n is the 
number of vocabulary, C-1 is a value of the output 
layer unit for "reject' included in the super net 1018, 8. 
and 6d are threshold values, herein, 6 is 0.6, and 6d is 
0.1. 
Then, the following rules are used for determining 

the output of the super net 1018. 
Ifmax (C)<6a (1s is n), the output is rejected (Rule 

1) 
If max (C) (1 Sisn)-max (C) (1 Sisn, i-A) (6d 

(where I is a value meeting max(C)= Cl), the output is 
rejected (Rule 2) 

If Cn 1>6a, the output is rejected (Rule 3) 
If Ci does not meet with any of these Rules, the recog 

nized result is I meeting the equation of max (C)= CI 
(1Sisn) (Rule 4) 
The recognized result is sent to the result output 

section 35 in which it is displayed. 
In addition, the event net 1032, the word net 1011 and 

the supernet 1018 may employ a voiced word for learn 
ing except the recognition vocabulary. They learn it 
with the same learning method as the noise sample. 
As a result of increasing the learning sample, the 

learning needs a longer time. However, it is possible to 
improve a "reject' capability to any word except the 
recognition vocabulary and find out a word included in 
the recognition vocabulary from the continuously word 
utterances. 

The present voice recognition apparatus is thus effec 
tive for a comparatively stationary noise. It results in 
allowing the event net 1032 to learn voice samples hav 
ing various levels of stationary noises, thereby being 
able to properly recognize any voice under the various 
stationary noises with the generalizing capability of the 
neural network. 

TABLE 1. 
PATTERN 
SYMBOL PHENOMENON 

cl, *cl CLOSURE INTERVAL OF AFFRICATIVE 
(VOICED) AND PAUSE INTERVAL OF 
DOUBLE CONSONANT 

p, t, k, b, INTERVAL EXCEPT CLOSURE OF 
d, g AFFRICATIVE 

t NASAL CONSONANT INTERVAL 
s, h, sh, z FRICATIVE INTERVAL 

w, y SEMVOWELINTERVAL 
r POST ALVEOLARINTERVAL 
a, i, u, e, o VOWEL INTERVAL 
j PALATAL SEMI-VOWEL INTERVAL 

SYLLABIC NASAL INTERVAL 
ts, ch INTERVAL EXCEPT CLOSURE OF 

AFFRICATIVE 

What is claimed is: 
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1. A voice recognition apparatus capable of recogniz 

ing any word utterance by using a neural network, said 
apparatus comprising: 
means for inputting an input utterance and for output 

ting compressed feature variables of said input 
utterance, said input means including means for 
receiving said input utterance, means connected to 
said receiving means for amplifying said input ut 
terance, means connected to said amplifying means 
for extracting said feature variables from an electri 
cal signal, and means connected to said extracting 
means for compressing said feature variables; 

a word-head detecting section for detecting a front 
endpoint of said input utterance from said com 
pressed feature variables, said word-head detecting 
section outputting said compressed feature vari 
ables if said front endpoint is detected as a start end 
of said input utterance, said word-head detecting 
section not outputting said compressed feature 
variables if said front endpoint is not detected; 

a first means connected to said input means for re 
ceiving said compressed feature variables output 
from said word-head detecting section and for 
outputting a value corresponding to a similarity in 
partial phoneme series of a specific word among 
vocabularies to be recognized with respect to said 
input utterance, said first means being capable of 
sound analyzing said input utterance so that feature 
values are generated and shifted in a time scale and 
an input frame is selected so as to maximize each of 
said output values output from said first means 
corresponding to a similarity among said shifted 
feature values, said first means including a plurality 
of event nets for receiving feature variables ex 
tracted from an input utterance, each of said event 
nets being arranged to shift said feature variables, 
within a predetermined range from a front end 
point positioned at any time, in accordance with 
time interval information obtained by analyzing 
speech samples of a plurality of persons and by 
selecting a location at which a maximum output is 
made possible among shifted locations of said fea 
ture variables so that a value, corresponding to a 
similarity between said partial phoneme series of 
said corresponding word to be recognized and said 
input utterance, is output; 

a second means, connected to said first means, for 
receiving all of said values output from said first 
means and for outputting a value corresponding to 
a similarity in said specific word with respect to 
said input utterance; 

a third means, connected to said second means, for 
receiving all of said values output from said second 
means and for outputting a value corresponding to 
a classification of voice recognition, in which said 
input utterance belongs, so as to output a value 
corresponding to a similarity between said input 
utterance and words to be recognized. 

2. A voice recognition apparatus according to claim 
1, wherein said first means includes a plurality of event 
nets for selecting said input frame so that each of said 
event nets can supply a maximum value as said feature 
variables are shifted along a time axis. 

3. A voice recognition apparatus to claim 2, wherein 
said second means includes at least one word net, each 
of said word nets being connected to a corresponding 
event net and for outputting said value, corresponding 
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to said similarity in said specific word with respect to 
said input utterance. 

4. A voice recognition apparatus according to claim 
3, wherein said third means is a super net connected to 
said word net or said plurality of word nets for receiv 
ing all said values output from said word net or said 
plurality of word nets and for outputting said value 
corresponding to said classification of voice recognition 
in which said input utterance belongs. 

5. A voice recognition apparatus according to claim 
4, wherein each of said first, second and third means 
includes 

an input layer for receiving said values output from 
said plurality of event nets, 

a middle layer connected to each of said event nets 
respectively for receiving a first signal output from 
said input layer and for outputting a second signal 
produced by converting said first signal of said 
input layer using a sigmoid function, and 

an output layer for outputting said value correspond 
ing to said similarity in said specific word with 
respect to said input utterance. 

6. A voice recognition apparatus according to claim 
3, wherein a count of said word nets is equal to a count 
of said vocabularies to be recognized. 

7. A voice recognition apparatus according to claim 
3, wherein said apparatus further comprises: 
a feature variable storing section connected to said 
compressing means for storing said compressed 
feature variables, 

respective event net output storing sections con 
nected to outputs of said plurality of said event nets 
for storing output signals of said event nets, and 
respective word net output storing sections con 
nected to outputs of said word nets for storing 
output signals of said word nets. 
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8. A voice recognition apparatus according to claim 

1, wherein said apparatus uses a Dynamic Programming 
method for checking said similarity between said spe 
cific word and said input utterance, and a count of said 
word nets is equal to a count of said vocabularies to be 
recognized. 

9. A voice recognition apparatus according to claim 
1, wherein said means for receiving said input utterance 
is a microphone. 

10. A voice recognition apparatus according to claim 
1, wherein said means connected to said receiving 
means for amplifying said input utterance is an ampli 
fier. 

11. A voice recognition apparatus according to claim 
1, wherein said extracting means includes an analog-to 
digital converter for converting said amplified input 
voice into said electrical signal, with said electrical 
signal being a digital signal. 

12. A voice recognition apparatus according to claim 
11, wherein said extracting means further includes a 
plurality of bandpass filter groups, each of said groups 
being composed of a plurality of low pass filters, each of 
said low pass filters enabled to extract said feature vari 
able from said electrical signal. 

13. A voice recognition apparatus according to claim 
1, wherein said means connected to said extracting 
means for compressing said feature variables is a com 
pression device. 

14. A voice recognition apparatus according to claim 
1, wherein said word-head detecting section tests for 
presence, in an output signal of said compressing means, 
of a short-period power, said short-period power being 
defined as present whenever at least a predetermined 
threshold value is maintained by said output signal for at 
least a predetermined period of time. 
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