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[DESCRIPTION]
[Title of Invention]
NODE AND METHOD FOR ROUTING PACKETS BASED ON MEASURED

WORKLOAD OF NODE IN LOW-POWER AND LOSSY NETWORK
[Technical Field]

[0001]

This invention relates generally to routing packets in wireless networks, and
particularly to load balanced routing for low power and lossy networks.
[Background Art]

[0002] .

In low-power and lossy networks (LLNSs), nodes and communication links
are constrained. Nodes in the LLN typically operate with resource constrains on
processing power, memory, power consumption, lifetime, rate of activity, and
physical size. The communication links bet\ween the nodes can be characterized by
high loss rate, low data rate, instability, low transmission power, and short
transmission range. There can be from a few dozen up to thousands of nodes
within a practical LLN. Examples of LLN include a smart meter network, and a
wireless sensor network for building monitoring.

[0003]

In contrast with other networks, the LLN can also have constrained traffic
pattern. Multipoint-to-point, e.g., from nodes inside the LLN towards a central.
control or data concentrator node, traffic is dominant. The point-to-multipoint, e.g.,
from a central control point to a subset of nodes inside the LLN, traffic is less
common. The point-to-point, e.g., between nodes in the LLN, traffic is rare. The
control node in LLNs usually acts as data sink and collects data from all other
nodes in LLNs.
[0004]
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LLN applications typically require uneven node deployment and a high
packet delivery rate, which can result in uneven workload of the nodes, referred as
load unbalanced routing. Load unbalanced routing can result in packet loss by LLN
nodes due to small buffer sizes. Also, routing overhead can increase the workload
of LLN nodes, and therefore can result in extra packet loss. Unfortunately, the
conventional routing methods are not designed for workload balancing and routing
overhead minimization suitable for usage in LLN. However, load balanced routing
in LLN can increase bandwidth, imprové reliability, reduce interference and
transmission delay.

[0005]

For example, the internet engineering task force (IETF) has developed an:
IPv6 routing protocol for low-power and lossy networké (RPL). Even though RPL
is a multi-path routing protocol, routes are discovered based on a predefined metric,
such as hop count or expected transmission count. After the routes are discovered,
a node transmits all packets to a single node, called a preferred parent node that is
one “hop” away. As a result, the preferred parent node might have a larger
workload than other nodes. Packets can be data, control or management packets.
[0006]

Fig. 1 shows an example of unbalanced routing in a smart meter network,
including a éoncentrator node C 110, and a set of smart meter nodes (M). The
smart meter nodes, e.g., a node 130, transmit their metering data packets along
certain routes, e.g., a route 140, to the concentrator C. The smait meter network
can include a subset of smart meter nodes, e.g., a set 120, that can be densely
deployed.

[0007]
Based on a shortest path routing protocol, all these smart meter nodes

transmit their metering data packets to concentrator C via node M1 125. Such
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transmission scheme can overload the node 125 when compared with other nodes,
such as nodes M4 150 and M5 155.
[0008]

Accordingly, it is desired to provide load balanced routing suitable for LLNs.
Several conventional routing methods are developed for load balancing. However,
those conventional routing methods are not optimal for LLNs.

[0009]

For example, U.S. Patent 7,936,704 describes a method of configuring the
topology of a communication network as a forest structure comprising trees and
subtrees. However, that method is a single path routing method, because after
discovery of the route, all packets have to be sent to a selected next hop node. Also,
the method increases communication overhead, which must be minimized in LLNs.
[0010] |

U.S. 7,633,940 B1 describes an adaptive load-balanced routing method for
interconnection networks. Approxirhate global congestion is sensed as a function
of channel queues, with routing methods selected in accordance with the sensed
congestion. However, that usage of the channel queue can result in packet loss byv a
LLN node due to limited storage of the nodes.

[0011]

U.S. 7,366,100 describes an architecture that allows multipath packets to be
distributed over multiple paths using a hash function. However, that method is not
a load balanced routing method, but a multipath rou.ting method.

[0012]

U.S. Publication 2008/0112326 describes a method for load-balancing routeé
in multi-hop ad-hoc wireless networks. In accordance with that method, when a
node receives a routing-protocol message, the node waits before retransmitting the

message, where the amount of time that the node waits is based on a value of a
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load metric at the node, which is independent of metrics of any other nodes in the
network. As a result, a node that has a larger load will wait longer to transmit a
routing-protocol message, and consequently, the node is less likely to be selected
for inclusion in the néw route. That method also establishes a single parent node
route.

[0013] A

Load balanced routing provides numerous benefits to LLN, such as
improving network throughput, increasing energy efficiency, prolonging network
operating duration, especially for battery-powered networks, and reducing
communication overhead. Therefore, load balancing under the non-uniform node
distribution is critical. It is desirable to develop a load balanced routing method for
LLNs to deliver data packets and control packets reliably minimizing packet loss
or shortenihg network operability.

[Summary of Invention]
[0014]

Various embodiments of the invention are based on a general realization that
load balancing can be improved by transmitting packets from a node to multiple
neighboring nodes, as contrasted with transmission to a single parent node.
Moreover, if the allocation of the packets transmitted to the neighboring nodes is
based on current workloads of those neighboring nodes, the overall workloads of
the neighboring nodes are balanced.

[0015]

| Some embodiments of the invention are based on another realization that for
allocating packets according to the workloads of neighboring nodes, sometimes it
is not necessary to determine the actual workloads of those nodes, because relative
comparison of the workloads can be sufficient for the allocation. For examplé,

packets can be transmitted more often to a neighboring node having a lower
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workload than packets transmitted to a neighboring node having a higher workload.
Specifically, one exemplar embodiment determines a ratio of workloads indicating
the relative values of the workloads and allocates transmission of the packets to the
neighboring nodes according to that ratio.

[0016]

Some embodiments determine the ratio of the workloads based on local
information collected by the node, e.g., by comparing times of receiving packets
from neighboring nodes. The local information collected during an operation of the
LLN can include information indicative of transmission itself, as contrasted with
global information including content transmitted as part of the packets. Such
approach allows for comparison of the workloads without submitting additional
information. Examples of the collected information include time of transmission, a
number and/or rate of received packets.

[0017]

Accordingly one embodiment discloses a node including a receiver for
receiving a first packet from a first node at a first time and a second packet from a
second node at a second time, a processor for comparing the first time with the
second time to produée a ratio of workloads of the first node and the second node,
and a transmitter for transmitting packets to the first and the second nodes based on
the ratio. This embodiment allows allocating transmission of the packets to
multiple nodes based on workloads of those nodes to achieve a balanced routing.
In some embodiments, the node also includes a timer for delaying transmission of
the packets to implicitly indicate the workload to other nodes. In those
embodiments, the nodes can influence the allocation of the packets.

[0018]
For example, to achieve load balanced routing, a node can determine a first

node having a workload less than a workload of a second node based on time of
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receiving packets from the first and the second nodes, and generate a command to
transmit a set of data packets to the first and the second nodes, such that more
packets from the set are transmitted to the first node than to the second node.
[0019]

A ratio of the packets transmitted to the first and the second nodes can be
determined as a function of the ratio of the workloads. For example, in one
embodiment, the processor updates the ratio of the transmitted packets based on
quality of links connecting the node with the first node and with the second node.
Considering quality of links in determining the ratio can advantageously use the
load balancing to reduce the loss rate of the packets during upward transmission.
[0020] |

Some embodiments of invention provides a delay timer calculation method
to signal the workload of a node. A node uses a time delay mechanism to signal the
workload such that a node with small workload has a shorter time delay in
transmitting route discovery packet, and a node with large workload has a longer
time delay in transmitting route discovery packet. Timer value can be proportional
to workload. In one embodiment, the magnitude of the delay is set such that the
route discovery packet transmission backoff delay incurred by lower layers does
not affect workload signaling.

[0021] |

A node can record the time of receiving a route discovery packet from each
potential parent nodes. An earlier time -indicates that route discovery packet
transmitter has a smaller workload and a later time indicates that route discovery
packet transmitter has a larger workload. Periodic route discbvery allows updating
the workloads dynamically.

[Brief Description of the Drawings]
[0022]
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[Fig. 1] .
Fig. 1 is schematic of a smart meter network with a conventional load

unbalanced routing;
[Fig. 2A]

Fig. 2A is a block diagram of a method suitable for routing packets by a node
in a low-power and lossy network (LLN) according to some embodiments of an
invention;

[Fig. 2B] ,

~ Fig. 2B is a schematic of a structure of thé node performing the method of
Fig. 2A according to some embodiments of an invention;
[Fig. 3]

Fig. 3 is an example of load balanced routing for smart meter networks of
Fig. 1;

[Fig. 4A]

Fig. 4A is a schematic of LLN in which some embodiments of the invention
can operate;
[Fig. 4B]

Fig. 4B is a schematic of routing discovery packet propagation in a LLN;
[Fig. 5] |

‘Fig. 5 is a schematic of a queuing model for relay-based networks;

[Fig. 6] |

Fig. 6 is a timing diagram of a relationship betweeh workload and delay

period according to some embodiments of an Oinvention;
[Fig. 7A]

Fig.r 7A is a schematic of a network ready for priority order assignment;

[Fig. 7B] |

Fig. 7B is a table illustrating an example of priority order assignment
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according to some embodiments of an invention;
[Fig. 8]

Fig. 8 is an example of parent priority order assignment variation according
to some embodiments of an invention; | |
[Fig. 9A]

Fig. 9A is a schematic of routing method for upward transmission according
to some embodiments of an invention;

[Fig. 9B]

Fig. 9B is a schematic of routing method for parent selection and upward
transmission according to some embodiments of an invention;
[Fig. 10]

Fig. 10 is a schematic of routing method for downward transmission
according to some embodiments of an invention; and
[Fig. 11] .

Fig. 11 is a table illustrating packet loss distribution based on buffer size.
[Description of Embodiments)

[0023]

Fig. 2A shows a block diagram of a method for routing packets by a node
200 in a low-power and lossy network (LLN). Fig. 2B shows schematiéally a
structure of the node 200. In various embodiments, the load balancing is achieved
by transmitting the packets to the multiple nodes neighboring the node 200, e.g., at
a rate proportional to the workloads of those neighboring nodes. Such transmittal
allows balancing the load over multiple neighboring nodes, instead of transmitting
all packets to a single parent node in an unbalanced manner. Moreover, the
allocation of the packets transmitted to the neighboring nbdes is based on current
workloads of those nodes to balance the overall workload of the neighboring nodes.

In various embodiments, the:comparison of the workloads is performed without
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increasing communication overhead of the LLN.
[0024]

For example, a first packet 212 is received 210 by the node 200 from a first
node at a first time 214, and a second packet 216 is received 210 by the node 200
from a second node at a second time 218. The first and the second nodes are not
shown on the Figures, but can have structures and functionalities similar to the
structure and the functionality of the node 200. The node 200, and the first and the
second nodes can form at least a part of the LLN. The first and the second nodes
-are the neighboring nodes for the node 200, i.e., are within one hop from the node
200.

[0025]

The node 200 includes a receiver 250 for receiving the packets. The node
200 also includes a processor 270 for comparing the workloads of the neighboring
nodes. The node 200 also includes a transmitter 260 for transmitting packets to the
neighboring nodes. In some embodiments, the first packet and the second packet
include a route discovery packet 440 as shown in Fig. 4B, and the transmitted
packets include data packets.

[0026]

If the processor determines that a first node has a workload less than a
workload of a second node based on packets received }fr'om the first and the second
nodes, then the processor generates a command to the transmitter to transmit a set
of packets to the first and the second nodes, such that more packets from the set are
transmitted to the first node than to the second node. The transmitted packets can
include data packets, and control packets.

[0027] |
In some embodiments, the processor determines 215 the first time 214 and

the second time 218. The processor then determines 220 the workloads of the first
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and the second nodes as a function of the first time 214 and the second time 218.
Based on the workloads 220, the processor determines 225 the ratio of packets to
be transmitted to the first node and the second node. The transmitter transmits 230
packets to the first and the second nodes based on the ratio 225. For example, in
one embodiment, the processor determines a number of packets Z, for transmitting
to the first node according to Z; = (To/(Ty +T,))*Z, wherein the processor
determines a number of packets Z, for transmitting to the second node according to
Z, = (T1/(Ty +T2))*Z, wherein Ty is the first time, T, is the second time, and Z is a
total number of the packets transmitted to the first and the second nodes.

[0028]

In alternative embodiments, the ratio 235 is updated dynamically. For
example, in one embodiment, the processor updates 240 the ratio of the transmitted
packets based on workloads 220 and quality of links 245 connecting the node with
the first node and with the second node. An example, of the ratio of transmission is
given in Equation (8). Considering quality of the links in determining the ratio can
advantageously use the load balancing to reduce the loss rate of the packets during
upward transmission.

[0029]

In alternative embodiment, the processor updates 240 the ratio of the
transmitted packets based on a number of packets 247 received from the first and
the second nodes. For example, in one embodiment, the processor determines a
number of packets Z, for transmitting to the first node according to Z; = (Ry/(R;
+R,))*Z, wherein the processor determines a number of packets Z, for transmitting
to the second node according to Z, = (Ry/(R; +R))*Z, wherein R, is the number of
packets received from the first node, R, is the number of packets received from the
second node, and Z is a total number of the packets transmitted to the first and the

second nodes. This embodiment can further update the ratio of transmission based

10



WO 2014/112250 PCT/JP2013/083146

on statistics collected during the operation of the network without transmitting any
additional information. Also, this embodiment can be advantageous during
downward packets transmission to multiple child nodes based on workload of the
child nodes to achieve load balancing.

[0030]

In some embodiments, the node also includes a timer 280 for delaying
transmission of the packets to implicitly indicate the workload. In those
embodiments, the node 200 and the neighboring nodes can influence the allocation
of the packets. In some embodiments, workload is determined in a distributed
manner such that each node can determine its workload independently. Several
criteria can be used to calculate workload. According to one embodiment, the
average or total number of packets queued in buffer of a memory 290 of the node
within a certain time period indicate the workload of the node.

[0031]

In some embodiments, the processor multiplies the workload of the node
with a delay coefficient 285 to determine a peridd of the delay. Also, the processor
updates the delay coefficient during an operation of the node. The delay coefficient
can be selected based on the structure, density and application of the LLN, such
that the packets of the node with smaller workloads are received earlier that the
packets of the node With heavier workload despite the natural delays in the LLN.
[0032] |

Fig. 3 shows load balanced routing for the smart meter network of Fig. 1.
According to some embodiments of the invention, the workload is distributed by
smart meters forwarding packets to nodes M4 150, M5 155, and M1 125. For
example, some nodes, such as nodes 310 and 320, transmit packets to multiple
nodes. Specifically, in this example, the nodes 310 and 320 transmit to the node

125 as before, but also transmit 330 to the node 150. As a result, because the
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allocation is based on the relative workload of the nodes 125 and 150, the
wbrkloads of the nodes 125 and 150 are balanced.

[0033]

Low-power and lossy network

Fig. 4A shows a schematic of a LLN in which embodiments of the invention
can operate. The LLN includes of a set of nodes 410 and a set of sinks 420. The
LLN nodes and sinks are organized in a two-tier hierarchy. Each sink is
responsible for communicating with a sub-set of nodes. Sinks can transmit control
and management packets to other LLN nodes.

[0034]

All nodes can be data sources. The LLN typically has non-uniform node
distribution. Nodes and sinks form a mesh topology and communicate using
wireless links 430. To ensure connectivity, nodes are arranged such that each node
has a non-empty set of neighboring nodes. Each node in a LLN transmits data
through one or multiple hops to one of the data sinks. A node may also need to
forward packets received from neighbors towards data sinks.

- [0035]

Fig. 4B shows a schematic of route discovery packet propagation in a LLN in
which embodiments of the invention can operate. Transmission of route discovery
packet 440 is initiated by a sink node 420. The first hop neighboring nodes of sink
node 420 receive the route discovery packet 440, select roﬁtes to sink node, update
the route discovery packet and transmit the updated route discovery packets. The
second hop neighboring nodes of sink node 420 receive the route discovery
packets transmitted by the first hop nodes, select routes to sink node, update the
route discovery packets and transmit the updated route discovery packets. This -
process continues until all nodes 410 receive route discovery packets and discovery

routes to sink node.
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[0036]
Load balanced routing

A size of a buffer in a node in a LLN is relatively small. Therefore, a LLN
node can only buffer a relaﬁvely small number of packets. When the buffer is full,
a LLN node has to ignore subsequent packets or delete already buffered packets. In
a multi-hop LLN, most of nodes need to relay packets, especially, nodes near the
sinks. Unbalanced routing can cause buffers of the nodes with large workload to
fill much faster than the buffers of the nodes with smaller workload.

[0037] |

Fig. 5 shows an example of unbalanced routing, in which four source nodes
510 are S1, S2, S3 and S4, and three relay nodes 520 are R1, R2 and R3. All four
source nodes forward their packets to relay node R2 instead of distributing packets
among the three relay nodes. As a result, R2’s buffer is full 530, and R2 starts
losing packet.

[0038]

The packet loss can be caused by an inadequate buffer size. Assume the total
number of packets generated by all source nodes follows a Markov process and the
processing of packets at a relay node i is also Markov process, the system can be
modeled as an M/M/1/q; queue, where q; denotes a buffer size of relay node i.
According to finite queue analysis, the packets are lost when -the number of
arriving packets exceeds the buffer size of the relay- node. The probability of

packet loss by node i is

[ 1

| p=1
) q, +1
Pt 9
P,
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[0039]

Where 0 = A/ and A is the packet arrival rate at node i and y is a service

rate at node i. Based on the equation (1), the number of packet sources has a
critical role in determining the ratio of the packet arrival and departure rates. In
addition, the buffer size at the relay node significantly affects the packet loss rate.
Therefore, the buffer size is an important factor to be considered in balanced
routing.
[0040]

There are many metrics that can be used to evaluate the performance of
outing methods. The commonly used metrics are packet delivery rate, end-to-end
delay, routing packet overhead, etc. Some embodiments use packet delivery rate as
the metric to develop a load balanced routing model.

[0041] |

For a node i in a LLN, denote the packet loss rate caused by channel

condition as p; . Using Equation (1), the probability of successfully relaying a

packet to next hop node by node i is

pi=Q-p)1-p;) )
[0042]
For a node i, the probability of successfully sending its packet to the next hop
node is
p; =(-p;) €)
[0043]

Therefore, p; = p; + p; is the packet delivery rate at node i.
[(0044]
| For each node, there may be multiple nodes that can be used as the next hop

nodes. A node decides which workload distribution can result in the maximum
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packet delivery rate. Denote the set of workload distribution using a distribution

matrix as
sll Sln

s=|: . 4
Snl U Snn

where s;; denotes the number of packets forwarded from node i to node j. "The
optimal workload distribution for overéll LLN is given by
§ = argmax zi o ) (3)
where S is set of workload distribution matrices and N is set of nodes in LLN.
[0045]

The optimization process for other performance metrics can be developed
similarly. |
[0046]
Load balanced routing for LLNs

Usually, given a sink, for any routing method, there are only a small number
of non-zero elements in each row of workload distribution matrix given by
equation (4). For example, for a single path routing method such as ad hoc on
demand vector (AODYV), there is only one non-zero element in each row. For a two
path routing method, there are at most two non-zero elements in each row. In
general, for a multipath routing protocol such as RPL, the number of non-zero
elements in a row is less than or equal to the number of next hop candidates of the
corresponding node.
[0047]

In large scale LLNs, it can be impractical to obtain system level optimization
as in Equation (5) because of a lack of system level information. A practical

approach for routing in large scale LLNs is to let the nodes make decisions in a
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distributed fashion. Based on load balanced routing model given by equation (5),
the embodiments of the invention provide a load balancing method that aims to
improve workload balance problem for routing in LLNs and therefore, maximize
the packet delivery rate.

[0048]

To improve the workload balance LLNs, the load balancing of some
embodiments has following features:

a. Distributed: Due to the size of the LLNs and the resource limitations
with the LLN nodes, it is difficult to obtain global information about
communication status of each node. Therefore, a distributed method is
preferred.

b.Non-intrusive: Although there are existing solutions for collecting node
information to strategically select better routing paths, the periodical
information collection and control messages make them unsuitable for
LLNs. A better strategy is to detect and signal workload imbalance in
a non-intrusive way.

c. Reliability: In order to balance workload among 'nodes, some data
traffic may be relayed through a path with imperfect communication
link quality. To maintain reliability, both workload balance and
communication link quality need to be considered.

[0049]

To provide a routing protocol for LLNs, the Internet Engineering Task Force
(IETF) developed IPv6 Routing Protocol for LLNs (RPL). Based on routing
metrics, such as hop count or expected transmission count (ETX), RPL builds a
Directed Acyclic Graph (DAG) topology to establish bidirectional routes for LLNs.
RPL routes are optimized for traffic to or from one or more roots that act as data

sinks. A DAG is partitioned into one or more Destination Oriented DAGS
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(DODAGS), one DODAG per sink. Therefore, DODAG is basic logic structure in
RPL. The traffic of LLNs flows along the edges of DODAG, either upwards to the
root or downwards from the root. Upward routes, having the root as destination,
are provided by the DODAG construction mechanism using the DODAG
Information Object (DIO) messages. The root configures the DODAG parameters
such as DQDAG Version Number, DODAGID, and Root Rank and advertises
these parameters in DIO messages. To join a DODAG, a node selects a set of DIO
message senders as parents on the routes towards the root and computes its own
rank. It also selects a preferred parent as next hop for upward traffic. Upon joining
a DODAG, a node transmits the DIO messages to advertise the DODAG
parameters. The Rank of the nodes must monotonically decrease as the DODAG
Version is followed towards the DODAG root. Downward routes, from the root to
other destinations, are provided by these destination nodes transmitting the
Destination Advertisement Object (DAQO) messages.

[0050]

Some embodiments of the invention use RPL for load balanced routing in
LLNs. For simplicity, some embodiments use one data sink to describe the load
balanced method. However, load balanced method can be applied to other routing
protocols and to LLNs with multiple data sinks.

[0051]

In RPL, when establishing a DODAG for data collection, each node selects a
set of parent nodes, referred as parent set, towards data sink. One of the members .
in the parent set is selected as preferred parent for upward data traffic. Depending
on the routing metrics used, the selection of preferred parent may be different.
Most commonly used routing metrics typically belong to a specific layer. For
example, hop count indicates network layer distance, ETX represents the

aggregated link layer communication quality, RSSI (Réceived' Signal Strength
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Indicator) captures the physical layer signal quality for communication.
[0052]

RPL does not consider load balancing. A node forwards all packets to its
preferred parent. In practice, for load balanced packet routing, not only the channel
condition should be considered, but also resource limitations of parents shoﬁld be
- considered. Challenges for distributed load balanced routing are how to determine
workload imbalance, and how to implicitly signal workload imbalance without
increasing the communicatioﬁ overhead.

[0053]

According to RPL, the root of a DODAG initiates DODAG formation
process by transmitting the DIO message containing RPLInstancelD, DODAG
‘identifier, DODAG version number, rank, and other parameters. After a node
receives DIO messages, the node decides whether to join the DODAG or not. If the
node decides to join the advertised DODAG, the node selects a subset of DIO
message transmitters as its DIO parents and computes a rank value for itself. After
joiﬁing DODAG, the node transmits a DIO message with Rank field set to its rank
value. This process continues until DODAG formation is complete.

[0054]

The DIO parents are potential next hop nodes for transmitting upward data to
DODAG root. In RPL, only one parent, called the preferred parent, is used for
upward data transmission. Other parents are used as backup parents.

[0055] |

For downward data transmission, a node selects a subset of DIO parents as
its DAO parents and transmits DAO messages to DAO parents so that downwafd
routes are discovered.

[0056]

Workload determination
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In order to achieve load balanced routing, the nodes according to some
embodiments determine their workload. It is impractical to globally calculate
network-wide workload in large scale LLNs. Therefore, workload calculation is
locally done in a distributed fashion such that each node determines its workload
independently.

[0057]

Several criteria can be used to calculate workload. For example, in some
embodiments the node includes a memory having a buffer for storing the packets,
and the processor of the node determines the workload based on a number of
packets stored in the buffer. Packets queued include paékets received by a node
from its neighbor nodes for forwarding and packets generated by a node itself for
transmission.

[0058]

Other criteria for determining the workloads can also be used. For example,
according to one embodiment, the average number of packets queued in buffer
within a certain time period is defined as the workload of a node. According ‘to
another embodiment, the total number of packets that have been stored in the
buffer within a certain time period is defined as workload of a node.

[0059]
Non-intrusive workload signaling

After a node determines its workload, the node signals to the neighboring
nodes the extent of its workload so that the neighboring nodes can decide whether
or not to forward their packets to the node. One way is to explicitly transmit a
workload announcement packet or incorporate the workload explicitly in a packet
to be transmitted. However, that method transmits more data and therefore
increases overhead in network. The increased overhead increases the bandwidth,

which must be minimized in LLN routing. The embodiments of the invention use
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an 'implicit way to signal workload, without transmitting the workload as a part of
the content of the packets.
[0060]

Fig. 6 shows a schematic of the méthod for indicating the workload of the
node by delaying transmission of the packets. For example, after a node joins a
DODAG, the node starts 620 a delay timer 610 with a delay period 640
proportional to its workload 650 such that the delay period is long when its
workload is large and delay period is short if its workload is small. The delay
length 640 can be determined by multiplying the workload 650 with a delay
coefficient 285. For example, the workload can be determined in a number of
packets and the delay coefficients can be in seconds. Thus, the product of the
" workload and the delay coefficient result in the delay period expressed in seconds.
After a delay time expires 630, node starts DIO message transmission. Thus, in
some embodiments, the node determines the workload, but instead of transmitting
the workload explicitly and increasing the overhead of the network, the node
delays a transmission of a packet proportionally to that workload to signal the
workload implicitly.

[0061]

For example, as shown in Equation (1), buffer storage limitation of a node
significantly affects the probability of packet loss. In some embodiments, the
workload is used in delay pefiod calculation. With the workload, following is a
* method to calculate a delay timer value at a node i.

T; = Ty x Workload, (6)
where T}, is a delay coefficient for the timer calculation. Tj is used in a way such
that back off delay of DIO message transmission does not affect delivery time of
DIO message. That is, if two or more nodes start their DIO delay timers in about

same time, then the DIO message with a longer delay must be received later than a
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DIO message with a shorter delay timer even though DIO message with shorter
delay may have longer back off time than the DIO message with longer delay.
This calculation results in a delay that is proportional to a workload of the node
and can be used for signaling the workload.

[0062]

Non-intrusive workload detection

| Some embodiments of the invention compare the workloads of next hop
parent nodes. A node receives multiple copies of the DIO messages from its parent
nodes. The node records the time at which it receives the DIO message from each
parent. Depending on the time the DIO messages are received from these parent
nodes, the node implicitly determines the workload of parents. An earlier time
indicates a smaller workload and a later time indicates a larger workload. In some
embodiments, the packets received by the node and used for determining the
workloads include a route discovery packet, e.g., DIO, wherein the packets
transmitted by the node include data packets.

[0063]

Fig. 7A and 7B show the workloads allocation based on DIO receiving time.

Fig. 7A shows that node N6 710 select three parents N3, N4 and N5 based on
corresponding DIO messages 720. Fig. 7B shows that node N6 received DIO
message from the node N5 at time 10:00 am, from the node N3 at 10:01 am and
from the node N4 at 10:02am. This time records indicate that the node N5 had
small workload, node N 3 had medium workload, and node N4 had large workload.
Therefore, node N6 assigns a high priority to parent N5, a medium priority to
parent N3, and a low priority to parent N4. As a result of priority assignment, the
node N6 forwards its packets to its parents by distributing packets according to
priority, for example, 50% of packets to parent N5, 30% of packets to parent N3

and 20% of packets to parent N4. In this way, more packets are forwarded to
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parent node with lower workload and fewer packets are forwarded to parent node
with larger workload.
[0064]

In some embodimeﬁts the comparison of workloads are determined for each
time period. Parent selection and priority can vary over the time period. Even for
the same parents, the priority can vary.

[0065]

Fig. 8 shows an example of priority assignment variation at different periods,
in which the nodes N1 820 and N2 830 received DIO message from the root node
810. Node N3 840 receives the DIO messages from nodes N1 and N2. Node N3
also has its children 850. In period I, upon receiving the DIO message from the
root 810, N1 transmits its DIO message 825 without delay due to its small
workload in period I-1. On the other hand, upon receiving DIO message from the
root, node N2 delays the DIO message transmission 835 due to its large workload
in period I-1. Therefore, upon reéeiving DIO messages from nodes N1 and N2,
node N3 840 assigns node N1 a high priority order and assigns node N2 a low
priority order. As a result, N3 forwards more packets 845 to node N1 in period /. |
[0066] _

In period I+, node N1 delayed its DIO message transmission due to its large
workload in period I and node N2 did not delay its DIO message Atransmission due
to small workload in period I. Therefore, in period I+1, node N3 assigns node N1 a
low priority order and assigns node N2 a high priority order. Therefore, N3
forwards more packets 845 to node N2 and fewer packets to node N3 in period /+1.
[0067]

Workload based route discovery |
According to RPL, the root of a DODAG acts as data sink and initiates DIO

message transmission. The root transmits the DIO with new DODAG version
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periodically or non-periodically. Therefore, the DIO period may vary in length. A
new DODAG version indicates a new DODAG formation. After a node receives
DIO message with new version number, the node decides whether to join the new
DODAG or not. The node re-selects parents and computes a rank value. The rank
of a node can be computed according to routing metrics, such as the hop count
distance to the root, or other metrics, according to RPL.

[0068] ,

Different from RPL, to perform workload imbalance detection and signaling
according to some embodiments of the invention, the node does not transmit a DIO
with the new version number immediately. Instead, the node initializes a delay
timer that is proportional to its workload in the previous period, and transmits the
DIO message after the delay timer expires. This DIO transmission procedure
continues at each increased level of the DODAG until the DIO message propagates
to all nodes in network. This delay timer mechanism allows nodes with large
workload to signal neighboring nodes the workloads in a previous period. As a
result, nodes with large workload in previous period may have fewer children or
have lower parent priority. Therefore, workload based route discovery balances
workload among nodes.

[0069]
Load balanced upward data forwarding

Unlike RPL, where a node forwards all its packets to its preferred parent,
based on the parent priority, some embodiments of ‘the invention select & top
priority parent nodes as potential next hop nodes for upward data forwarding.
Moreover, link quality between a node and a parent is also used as parameter for
upward data packets forwarding. The possibility of a node i forwarding data packet

to a particular parent node j is calculated as
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(- p;)x Py
fij= k ’ c : f (8)
zj(]‘_pij)xpij

where p; is the packet loss probability due to channel condition between node i

and node j, and p,-j-( is the priority factor defined as

Py
P

where pj is the priority. A higher priority has a larger value and a lower priority

p ij'c = (9)

has a smaller value.
[0070] |
As a result, the packets forwarded by a node i are distributed among top k

parent nodes based on both the pairwise link qualities and workload of parents.
Moreover, when one of the parent nodes has a large workload during a current data
collection period, that parent node increases the delay in DIO message

tranémission in the next period, and may result in a priority that is not in the top k
| in the parent table of the child node. As a result, this node is not be used as next
hop for data forwarding. Hence, workload imbalance can be reduced. For example,
in Fig. 7A, if node N6 selects top 2 (k = 2) parents, node N6 will not forward
packets to parent node N4.

[0071]

In equation (8), the value of k depends on the applications, network
~ environment and other factors. The priority p;; can be dynamically obtained using

information of successful or failed network-layer transmissions via a media access
control (MAC) layer feedback mechanism. For example, in networks according to

the IEEE 802.11 sfandard, after successfully receiving a unicast packet at the MAC

24



WO 2014/112250 PCT/JP2013/083146

layer, the receiver will reply with an acknowledgement packet to the MAC layer of
the sender. The MAC layer of the sender sends this information to network routing
layer. Hence, the sender knows the transmission was successful. If the sender does
not receive the acknowledgement and the transmission reaches the maximum retry
limit specified by the IEEE 802.11 MAC layer protocol, then the MAC layer
failure is reported to the network layer. |

[0072]

To acquire short-term wireless channel variation, the reachability of top &
priority parent nodes can be verified dynamically. After a top k parent node is
detected unreachable, this parent node is not used as the next hop node. In this case,
the top k-1 parent nodes can be used as next hop nodes or another parent node can
be selected to replace the unreachable parent node. However, such unreachable
parent node can be reused as next hop node when the node becomes reachable.
[0073]

Fig. 9A shows an example of load balanced upward data forwarding, in
which node N3 has two parent nodes N1 and N2. Node Ni signaled a small
wbrkload by using a short DIO message delay time and node N2 signaled a large
workload by using a long DIO message delay time. Also, node N3 detects a better
link quality 910 to node N1 than a link quality 920 to node N2. Therefore, node N3
forwards more its packets to node N1 and fewer packets to node N2 to achieve
load balance.

[0074]

Fig. 9B shows an example of parent selection and load balanced upward data
forwarding, in which based on wireless link 430, node NO 930 has six neighbors
N1 820, N2 830, N3 840, N4 940, N5 950 and N6 960. NO selects three neighbors
N1, N2 and N3 as its parent nodes. Therefore, node NO forwards its packets to

three parent nodes to achieve load balance.
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[0075]
Two methods below provide examples for implementing load balanced
upward data forwarding.
[0076]
Method 1: Node Initialization Procedure
1: Initialize parent set and buffer utﬂization counter
- 2: Update latest received DODAG version number
3: Insert selected DIO message sources to parent set according to the message
arrival time
4: Calculate rank value
5: Set timer value T; according to Equation (6)
6: Generate a DIO ‘message with its own rank number and the latest DODAG
version number |
7: When time T; expires, broadcast a DIO packet with current rank and DODAG
version number ‘
[0077]
Method 2: Load Balanced Routing for RPL
1: A node listéns to the radio channel
2: Once a message M arrives, check the type of the message
3:if M is a DIO message then
4: if New version of DIO then
5 Invoke Sensor Node Initialization Procedure
6: else |
7:  "if Current DIO version then
8 if Rank value carried in the message is less than current node’s rank then
9 Insert the DIO message source to parent set according to message

arrival time
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10: end if
11: else-
12: Discard this message
13: endif
14: end if
- 15: else
16: if M is a DAO message then
17: Process it according to RPL
18: end if
19: else
20: if M is data message then
21: Update buffer utilization counter
22: Forward this message by choosing the first k parent nodes from parent

table, and selecting one as next hop with probability Equation (8)
23: endif |
24: end if
[0078]
Load balanced downward data forwarding

According to RPL, downward routing depends on a mode of operations. In
storing mode, eaéh router node stores downward routes to the nodes in its sub-
DODAG. In non-storing mode, the root stores downward routes to all nodes.
DODAG structure allows multipath routing. Therefore, multiple downward routes
to a destination node are also possible, and load balanced downward data
forwarding can be necessary. |
[0079]

To achieve load balanced downward data routing, a node records the number

of upward data packets the node receives from each of child nodes in a current
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period. If there are multiple downward routes to a destination, then the forwarding
node distributes downward packets to its children oﬁ the multiple routes based on
the upward workload records of the children. The forwarding node sends more
downward packets to a child with smaller upward workload and fewer downward
packets to a child with a larger upward workload. The forwarding node can be any
router node in storing mode and is the root only in non-storing mode.

[0080]

Accordingly, in one embodiment, the node, e.g., the processor of the node,
determines the ratio of the transmitted packets based on a number of packets
received from the children nodes. In another embodiment, the processor updates
the ratio of the transmitted packets based on a number of packets received from the
first and the second nodes.

[0081]

Fig. 10 shows an example of load balanced downward data routing 1010, as
contrasted with upward data routing 1020. Th‘e node N1 1030 transmits downward
packets destined to node N4 1040. Node 1 forwards more downward packets to
node N2 1050 and fewer packets to node N3 1060, because upward workload 1055
of the node N2 is smaller than upward workload 1065 of the N3.

[0082]
Performance éomparison

Fig. 11 shows a table illustrating a number of lost packets based on buffer
size 1110 in LLN nodes. When the buffer size at each node is smaller, more
packets are lost due to buffer limitation. However, nodes using non-balanced
routing method 1120 lose much more packets. When buffer is larger, the nodes
using balanced routing 1130 do not loose packets.

[0083]

The above-described embodiments of the present invention can be
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implemented in any of numerous ways. For example, the embodiments may be
implemented using hardware, software or a combination thereof. When
implemented in software, the software code can be executed on any suitable
processor or collection of processors, whether provided in a single computer or
distributed among multiple computers. Such processors may be implemented as
integrated circuits, with one or more processors in an integrated circuit component.
Though, a processor may be implemented using circuitry in any suitable format.
The processor can be connected to memory, transceiver, and input/outpuf
interfaces as known in the art.

[0084]

Also, the various methods or processes outlined herein may be coded as
software that is executable on one or more prdcessors that employ any one of a
variety of operating systems or platforms. Alternatively or additionally, the
invention may be embodied as a computer readable medium other than a
computer-readable storage medium, such as signals. |
[0085]

The terms “program” or “software” are used herein in a generic sense to refer
to any type of computer code or set of computer-executable instructions that can be
empl‘oyed to program a computer or other processor to implement various aspects

of the present invention as discussed above.
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[CLAIMS]
[Claim 1]

A node, comprising:

a receiver for receiving a first packet from a first node at a first time and a
second packet from a second node at a second time;

a processor for determining the first time and the second time and for
comparing the first time with the second time to produce a ratio of workloads of
the first node and the second node; and

a transmitter for transmitting packets to the first and the second nodes based
on the ratio of workloads.

[Claim 2]

The node of claim 1, wherein the first packet and the second packet include a -
route discovery packet, wherein the transmitted packets include data packets, and
wherein the first time is earlier than the second time, such that data packets
transmitted to the first node are transmitted more often than data packets
transmitted to the second node.

[Claim 3]

The node of claim 1, wherein the processor determines a ratio of the packets
transmitted to the first and the second nodes based on the ratio of the workloads.
[Claim 4]

The node of claim 3, wherein the processor updates the ratio of the
transmitted packets based on quality of links connecting the node with the first
node and with the second node.

[Claim 5]

The node of claim 3, wherein the processor updates the ratio of the

transmitted packets based on a number of packets received from the first and the

second nodes.
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[Claim 6]

The node of claim 1, wherein the processor determines a number of packets
7., for transmitting to the first node according to

Z, = (Ty/(T, +T2))*Z,
wherein the processor determines a number of packets Z, for transmitting to the
second node according to

Zy = (T/(T1 +T2))*Z,
wherein T; is the first time, T, is the second time, and Z is a total number of the
packets transmitted to the first and the second nodes.
[Claim 7]

The node of claim 1, wherein the processor determines a workload of the
node, the node further comprising:
a timer operatively connected to the processor and to the transmitter for delaying
the transmitting of a route discovery packet based on the workload.
[Claim 8]

The node of claim 7, wherein the processor multiplies the workload of the
node with a delay coefficient to determine an extent of the delaying.
[Claim 9]

The node of claim 8, wherein the processor updates the delay coefficient
during an operation of the node.
[Claim 10]

The node of claim 7, further comprising:

a memory having a buffer for storing the packets, wherein the processor
determines the workload based on a number of packets stored in the buffer.
[Claim 11]

The node of claim 10, wherein the processor multiplies the number of

packets with a delay coefficient to determine an extent of the delaying.
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[Claim 12]

The node of claim 1, wherein the node, the first node and the second node
form a part of a low-power and lossy network.
[Claim 13] |

A method for routing packets by a node in a low-power and lossy network,
comprising:

determining a first node having a workload less than a workload of a second
node based on packets received from the first and the second nodes; and

generating a command to transmit a set of data packets to the first and the
second nodes, such that more packets from the set are transmitted to the first node
than to the second node, wherein steps of the method are performed ny a processor
of the node.
[Claim 14]

The method of claim 13, wherein the determining comprises:

comparing a first time of receiving a route discovery packet from the first
node with a second time of receiving a route discovery packet from the second
node.
[Claim 15]

The method of claim 14, further comprising:

determining a number of packets Z scheduled for transmission;

determining a number of packets Z; for transmitt‘ing to the first node
according to

Z; = (To/(T1 +T,))*Z; and
determining a number of packets Z, for transmitting to the second node according
to

Z, = (T(T1 +T2)*Z,
wherein T, is the first time, T, is the second time.
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[Claim 16]

The method of claim 13, wherein the determining comprises:

comparing a number of packets received from the first node with a number
of packets received from the second node.
[Claim 17]

The method of claim 14, further comprising:

multiplying the workload with a delay coefficient to determine the delay.
[Claim 18]

A node, comprising;:

a receiver for receiving route discovery packets from neighboring nodes;

a processor for comparing workloads of the neighboring nodes in response to
the receiving to produce a ratio of workloads; and

a transmitter for transmitting data packets to the neighboring nodes according
to the ratio.
[Claim 19]

The node of claim 18, wherein the processor determines the workloads
independently from the neighboring nodes based on times of the receiving the

route discovery packets.
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