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Method and compilation system for translating source code into executable code

The invention relates to a method for translating source code into executable code. The invention also relates to a compilation system arranged to translate source code into executable code, and to a computer program product comprising a program, the program being conceived to be compiled by such a compilation system.

There are many programming languages available for the software developer, such as Fortran, C, C++, Java etc. All of these so-called third generation programming languages have in common that they can be read by humans, as opposed to executable code which can only be read by a computer. The latter is often referred to as machine-readable code or as executable code. Typically, a program that should be executed on a computer is first translated into assembly code, which is a lower level programming language containing basic instructions for the computer. A so-called assembler then translates these instructions into executable code, which can be executed by the computer's processor. Compilers are deployed for translating source code into executable code. There are many compilers on the market, varying from generic compilers for a variety of programming languages (for example the standard C compiler on the UNIX operating system) to more dedicated compilers which are specific for a certain processor or a special operating system. It is noted that each compiler may use its own version of the assembly language; the translation from assembly code into executable code is a part of the compilation process. There are also compilers which do not use the assembly language; these compilers use a specific internal representation of the source code before translating it into executable code.

Usually it is desirable that the source code can be compiled to as many types of computers as possible without having to be changed. In other words, the source code must be 'portable'.

A program usually modifies variables in the source code of the program. A multi-threaded or multi-tasking data processing system is capable of executing several programs in a simultaneous, pseudo-parallel manner. The processor is then equipped with a scheduler, which is able to switch between programs in order to obtain better resource
utilization or in order to meet real-time deadlines, for example. The scheduler can bring a
program temporarily to a halt while allowing another program to start or to resume its
execution, and after a while the halted program can resume its execution. A multi-processor
system can execute different programs in a truly parallel manner, since each processor is
capable of executing one of the programs. The programs are often referred to as tasks,
processes or threads. Switching between programs is also referred to as task switching.

In a multi-threaded system, it is possible that several tasks attempt to read
and/or modify the same variables. In that case the variables are referred to as global or shared
variables. It is noted that the concept of global or shared variables can be broadened to
include shared resources, for example I/O devices. In that case, it is possible that several
tasks attempt to access the same I/O device. If access to shared or global variables by several
tasks is possible without any precaution, then there is a high risk of data corruption.
Interference is defined as a situation wherein multiple tasks attempt to read or modify the
same variables or the same set of variables at the same time. There are two causes of
interference:

- task switching performed by a scheduler in a single-processor system or in a
  multi-processor system;

- the execution of parallel tasks in a multi-processor system.

For example, a first task may attempt to read data, while the data are being
changed by a second task, although it may not have been the programmer’s intention. Using
the incorrectly read data for further calculations would then lead to incorrect behavior. In
order to avoid this kind of data corruption, a concept known as critical sections can be used.
A critical section is defined as a piece of source code which contains accesses to global or
shared variables that may not be accessed by multiple tasks simultaneously. The purpose of
defining a critical section is to avoid undesired interference. Interference may also be desired,
which means that it is the programmer’s intention that multiple tasks access the same
variables.

When defining a critical section, the programmer typically adds explicit
instructions to the source code which disable interrupts, for example. If no interrupts can
occur during execution of the critical section, then it is not possible to switch from one task to
another and no interference can occur in a single-processor system. This is an example of
mutual exclusiveness of the critical section. In general, mutual exclusiveness is achieved for
a task executing a critical section if other tasks which can access the same variables are
brought to a halt at the moment they try to access the variables. The mutual exclusiveness of
the critical section can be implemented by adding explicit instructions to the source code or by using known library routines.

The additional instruction(s) or the library routines can perform a variety of functions, for example clearing and restoring interrupts, acquiring and releasing semaphores and stopping all schedulers. The selection of a function is typically performed by the programmer; the selection depends among others on the number of processors in the system and on the probability that a task switch will occur. On the one hand, if the programmer is not sure about the said probability, he will usually define a critical section as a precautionary measure although it may not be necessary. On the other hand, the programmer may erroneously assume that a task switch cannot occur and not define a critical section, in which case there is the risk of data corruption. The programmer does not have compilers at his disposal to fully support his programming practice with regard to the implementation of mutual exclusiveness of critical sections.

The library routines must be called upon explicitly in the source code.

Typically, the routine is a precompiled piece of code residing in the library. A declaration of functions comprised in the routine is generally placed in a header file which is included in the source code of the program; the declaration of a function is referred to as a prototype in C programs. At compile time, the compiler then links the library code to the code of the program so that the declared functions are available.

For example, in a C program a header file called “mutex.h” would be included at the top of a source file to make available a plurality of routines relating to the implementation of mutual exclusiveness. Since the routine(s) add a piece of code to the program, the executable code is longer and slower in terms of execution time. The same occurs if the programmer inserts explicit additional instructions into the source code. This is no problem if the routine or the additional instructions implementing mutual exclusiveness of a critical section are really necessary for a certain piece of source code. However, it is possible that the routine or additional instructions are only inserted in the source code as a precautionary measure. For example, additional code for implementing mutual exclusiveness has been inserted into the program although no task switching will occur and no parallel tasks will execute during execution of that critical section. Known compiling methods and compilers are unable to fully assist the software developer in determining whether it is necessary to insert specific routines or additional code implementing mutual exclusiveness of critical sections. This leads to an inefficient programming practice. It may also lead to non-portable source code.
It is an object of the invention to provide a method and a compilation system assisting the software developer in creating an efficient program which comprises correct implementations of mutual exclusiveness of critical sections. This is achieved by providing a method for translating source code into executable code, characterized by the characterizing portion of claim 1. It is also achieved by providing a compilation system arranged to translate source code into executable code, characterized by the characterizing portion of claim 11.

The invention relies on the perception that the choice of implementing mutual exclusiveness of a critical section by means of additional instructions, i.e. the determination whether additional instructions are necessary and the selection of appropriate additional instructions, must be left to the compilation system instead of the software developer. Depending on the situation, the compilation system can choose the correct implementation of mutual exclusiveness of the critical section and, if necessary, select appropriate additional instructions and insert them into the source code. The additional instructions are sometimes referred to as synchronization primitives. The compilation system may comprise one or more compilers, the compilers being arranged to compile different programs and parts of a program (modules). The compilation system is able to carry out the methods of compilation as defined in claims 1 up to and including 10.

The additional instructions can be in the form of explicit instructions, as defined in claim 2. The additional instructions can also be in the form of one or more library routines, as defined in claim 3. It would even be possible to implement the mutual exclusiveness by means of a combination of explicit instructions and library routines, if appropriate. Typically, the routines reside in a library as precompiled pieces of code, which is called upon by the program. The explicit instruction(s) are sometimes referred to as inline code. The inline code implements the required mutual exclusiveness of the critical section and there is no need for a call to a library routine, which is advantageous if the additional code is relatively small and a call to a library routine would only slow down the program.

In some cases, in particular if no task switching can occur and if no parallel tasks can be executed, no additional instructions are needed at all, as defined in claim 4. If task switching can occur and/or parallel tasks can be performed, it is possible that the critical section is part of a task which does not interfere with other tasks that can be active at the same time: also in that case no additional instructions are needed, as defined in claim 5.
Claims 6, 7, 8, 9 and 10 provide a number of examples of the implementation of mutual exclusiveness of critical sections. In order of appearance, the following alternatives are given:

- disabling and restoring interrupts;
- acquiring and releasing semaphores;
- stopping and restarting schedulers of interfering tasks;
- stopping and restarting all schedulers in a system;
- stopping and restarting at least one processor in a system.

An embodiment of the compilation system is defined in claim 12, wherein the beginning and the end of a critical section are identified by predefined statements in the source code. Such predefined statements can be used advantageously in a program comprised in a computer program product, the program being conceived to be compiled by the compilation system, as claimed in claim 13. Such a program contains the definition of a critical section; the implementation of mutual exclusiveness of the critical section is then performed by the compilation system.

The present invention is described in more detail with reference to the drawings, in which:

Fig. 1 illustrates a known method for translating source code into executable code;

Fig. 2 illustrates a method for translating source code into executable code according to the invention;

Fig. 3A illustrates an example of an additional instruction for implementing mutual exclusiveness of a critical section;

Fig. 3B illustrates another example of an additional instruction for implementing mutual exclusiveness of a critical section;

Fig. 3C illustrates yet another example of an additional instruction for implementing mutual exclusiveness of a critical section;

Fig. 3D illustrates a further example of an additional instruction for implementing mutual exclusiveness of a critical section;

Fig. 3E illustrates a yet further example of an additional instruction for implementing mutual exclusiveness of a critical section;

Fig. 4A and Fig. 4B illustrate an example of interfering tasks;
Fig. 4C and Fig. 4D illustrate how critical sections are defined according to the invention.

Fig. 1 illustrates a known method COMPILE for translating source code SC into executable code EC. The source code SC is typically written in a high level programming language, for example C, C++, Java, Fortran or Pascal. Because these languages are well understood by humans, they can be used to specify the desired behavior of the computer in abstract and logical instructions rather than in machine-specific instructions. After the compilation process starts START, the source code SC is translated TRANSULATE into assembly code AC. The assembly code AC is a lower level programming language which can be used to specify basic instructions for the machine. An assembler then assembles ASSEMBLE the assembly code AC to produce the executable code EC, which can be executed directly by a computer's processor. Alternatively, a compiler may convert the source code to an internal representation of the source code instead of to assembly code. The internal representation of the source code is then translated into executable code. Another possibility is that the compiler may use an internal representation of the source code which is translated into assembly code; subsequently the assembly code is assembled to produce the executable code.

The major disadvantage of this known method is that the choice for implementing mutual exclusiveness of a critical section of the source code is always left to the programmer. The programmer can then adopt different programming styles. In a single-processor system, he may decide that the mutual exclusiveness need not be implemented with additional instructions because he expects that no task switching will occur during execution of the critical section. This makes the resulting program more efficient. However, there is a high risk of data corruption because task switching may occur despite of the programmer's expectations, and certainly on another processor the behavior would be very unpredictable because the scheduler(s) may function in another way. In other words, the resulting program is not portable. On the other hand, the programmer may decide to implement mutual exclusiveness of all critical sections as a precautionary measure. This secures the data, but it is an inefficient programming practice because the resulting program is significantly larger and slower.

Fig. 2 illustrates a method COMPILE for translating source code SC into executable code EC according to the invention. After the compilation process starts START,
the beginning and the end of a critical section of the source code SC are identified
IDENTIFY. For example, this can be done by identifying predefined statements such as
‘BCS()’ (Begin of Critical Section) and ‘ECS()’ (End of Critical Section) at the beginning
respectively at the end of the critical section. The programmer merely inserts these statements
into the source code and leaves the implementation of mutual exclusiveness to the
compilation system. Subsequently, it is determined DETERMINE? whether an additional
instruction (or several additional instructions) is needed to implement mutual exclusiveness
of the critical section. The conclusion of this step may be that no additional instruction is
needed; the mutual exclusiveness is already achieved because no task switching may occur
and no parallel tasks can be executed. In other words, the critical section may be translated
into assembly code AC without addition of synchronization primitives.

If needed, one or more appropriate additional instructions are selected
SELECT to implement mutual exclusiveness of the critical section. The selected additional
instruction(s) is/are then inserted INSERT into the source code SC such that the mutual
exclusiveness is implemented in a correct way. The steps of identifying IDENTIFY up to and
including inserting INSERTING are repeated for all critical sections of the source code. If the
mutual exclusiveness of the last critical section has been implemented, the result of the step
LAST? is ‘Y’ and the translation process can start. Again, the source code (SC) is translated
TRANSLATE into assembly code AC and an assembler-assembles ASSEMBLE the
assembly code AC to produce the executable code EC.

If the compilation system determines that no undesired interference can occur
during execution of the critical section, then it is not necessary to insert an additional
instruction into the source code. For example, for a single processor wherein only jump
instructions can be interrupted (such as a TriMedia processor), this is the case if it is certain
that the critical section does not contain jump instructions, or if the compilation system is
capable of translating the critical section into assembly code which doesn’t contain jump
instructions. In this case, no additional instruction is necessary to implement mutual
exclusiveness of this critical section.

In other cases the critical section may contain jump instructions; these
instructions introduce the uncertainty that undesired interference may occur. However,
depending on the instruction set, special jump instructions are available which cannot be
interrupted. If this is the case then the compiler may substitute all normal jump instructions
within the critical section with these special jump instructions. For the single processor
described above (wherein only jump instructions can be interrupted) this measure is sufficient
to guarantee that no undesired interference will occur during execution of the critical section. The additional instruction then merely consists of substituting the jump instructions.

Undesired interference can occur as a result of task switching in a single-processor system, and as a result of task switching or parallel tasks in a multi-processor system. The compilation system can be arranged such that it performs an inspection of the source code, and such that it derives from the source code inspection whether only one task or multiple tasks can be active simultaneously. If only one task can be active at a time, then the solution is straightforward: a task cannot be interrupted and no additional instruction is needed. If multiple tasks can be active, then the compilation system may be further arranged to derive from the source code inspection whether undesired interference can occur. If it is certain that no undesired interference can occur, then again no additional instruction is needed to implement mutual exclusiveness of the critical section. If undesired interference can occur, then the compilation system can select at least one appropriate additional instruction for implementing mutual exclusiveness of the critical section and insert it into the source code.

Fig. 3A illustrates an example of an additional instruction INSTRUCTION for implementing mutual exclusiveness of a critical section, which is suitable for avoiding undesired interference in a single-processor system, effectively disallowing a scheduler to switch tasks. The additional instruction INSTRUCTION comprises:

- an instruction to save the interrupt flag SAVE_INT at the beginning of the critical section;
- an instruction to disable interrupts DISABLE_INT at the beginning of the critical section;
- an instruction to restore the interrupt flag RESTORE_INT at the end of the critical section.

Typically, the interrupt flag can have two values: ‘ENABLE’ and ‘DISABLE’. If the interrupt flag has the value ‘ENABLE’, then the scheduler allows that task switching occurs during execution of a piece of code. If the interrupt flag has the value ‘DISABLE’, then the scheduler does not allow that task switching occurs during execution of a piece of code.

The instruction to disable interrupts DISABLE_INT sets the interrupt flag to the value ‘DISABLE’, thereby ensuring that no task switching can occur during execution of the critical section. Before performing this instruction, the value of the interrupt flag must be saved; the interrupt flag may already have the value ‘DISABLE’ because critical sections can
be nested. After execution of the critical section, the interrupt flag can be reset to its saved value.

Fig. 3B illustrates another example of an additional instruction
INSTRUCTION for implementing mutual exclusiveness of a critical section. This additional
instruction can advantageously be used in a multi-processor system to avoid undesired
interference. The semaphore mechanism provides for a 'token' that can be claimed by a task;
if the token is taken by a task then other tasks cannot use the same token until it has been
released. Tasks which access and manipulate the same data can share such a token to
guarantee that they do not disturb each other's operations. The token can best be compared
with a special variable shared by interfering tasks, the value of which is set to 'TAKEN' if
one of the interfering tasks starts executing, thereby signaling the remaining interfering tasks
that they cannot start executing. The additional instruction INSTRUCTION comprises:
- an instruction to acquire a semaphore ACQUIRE_SEM at the beginning of the
critical section;
- an instruction to release the semaphore RELEASE_SEM at the end of the
critical section.

The relationship between the affected global or shared variables and the
available semaphores is predetermined. Because the critical section may access several global
or shared variables, it is possible that more than one semaphore should be acquired. In that
case, the instruction to acquire a semaphore ACQUIRE_SEM should be repeated until all
relevant semaphores have been acquired. The skilled person will recognize that precautions
must be taken in the case of multiple semaphores such that deadlock is prevented, for
example by correctly ordering of the instructions to acquire the semaphores. The semaphores
must be released after execution of the critical section, so the instruction to release the
semaphore RELEASE_SEM should then also be repeated.

It is noted that semaphores are suitable when interfering task have a common
semaphore, in which case disabling interrupts would be a too drastic measure. The use of
semaphores then provides an efficient alternative. The programmer may indicate which
alternative should be used to implement mutual exclusiveness of the critical section, for
example by setting a parameter of the compilation system indicating which alternative must
be used for all critical sections in a program and/or by providing the function BSC() with a
parameter indicating which alternative must be used for a specific critical section. Preferably
the selection of the most efficient alternative can be left to the compilation system, so that the
programmer does not need to perform an additional analysis of the program.
Fig. 3C illustrates yet another example of an additional instruction INSTRUCTION for implementing mutual exclusiveness of a critical section. This solution can be used advantageously either in a single-processor or in a multi-processor system. However, it must be possible to determine for which tasks the undesired interference occurs. This will be a subset of all tasks. The preferred way to determine this is through an inspection of the source code performed by the compilation system. If this is possible, then it suffices to stop the schedulers corresponding to those tasks, so that task switching is disabled only for the tasks which interfere. The additional instruction INSTRUCTION comprises:

- an instruction to register REGISTER which schedulers are running at the beginning of the critical section;
- an instruction to stop schedulers of interfering tasks STOP_SCH at the beginning of the critical section;
- an instruction to start the schedulers of interfering tasks START_SCH which were running, at the end of the critical section.

Fig. 3D illustrates a further example of an additional instruction INSTRUCTION for implementing mutual exclusiveness of a critical section. The additional instruction INSTRUCTION stops all schedulers; it can be used when it is too difficult to determine for which subset of tasks the undesired interference occurs. Stopping all schedulers ensures that task switching does not occur on each processor in a system. Although in this way it is ensured that no task switching occurs during execution of the critical section, it can be an expensive way to achieve mutual exclusiveness. The additional instruction INSTRUCTION comprises:

- an instruction to register REGISTER which schedulers are running at the beginning of the critical section;
- an instruction to stop all schedulers STOP_ALLSCH at the beginning of the critical section;
- an instruction to restart the schedulers START_ALLSCH which were running, at the end of the critical section.

Fig. 3E illustrates a yet further example of an additional instruction INSTRUCTION for implementing mutual exclusiveness of a critical section. It can be deployed in a multi-processor system. It is possible to shut down one or more processors in order to avoid the execution of interfering tasks. This is also an expensive solution, but it may be necessary. The solution may be more advantageous than stopping all schedulers, for example if a first task executing on a first processor interferes with a number of second tasks, all of
which execute on a second processor. In that case, it is not recommended to stop all
schedulers in the system, but rather to shut down the second processor while the first task
executes the critical section. The additional instruction INSTRUCTION comprises:
- an instruction to register REGISTER which processors are running at the
beginning of the critical section;
- an instruction to shut down at least one processor (STOP_PROC) at the
beginning of the critical section;
- an instruction to restart the processor (START_PROC) which was running at
the end of the critical section.

Fig. 4A and Fig. 4B illustrate an example of interfering tasks. Fig. 4C and Fig.
4D illustrate how critical sections are defined according to the invention. In Fig. 4C, mutual
exclusiveness of the critical section is implemented by means of a semaphore. In Fig. 4D,
mutual exclusiveness of the critical section is implemented by disabling interrupts.

In Fig. 4A, two tasks T1 and T2 can access the same variables, specifically
variable x representing an integer value and variable even representing a Boolean value.
Variable even should indicate whether an even or an odd integer value is assigned to variable
x. Task T1 assigns value ‘3’ to variable x and subsequently value ‘false’ to variable even.
Task T3 assigns value ‘6’ to variable x and subsequently value ‘true’ to variable even. Tasks
T1 and T2 can be executed simultaneously, as can be seen in Fig. 4B. The scheduler can
interrupt task T1 after execution of the first statement, start the execution of T2 and resume
the execution of T1 when T2 has terminated. The erroneous result is clear: the variable x has
value ‘6’ although the variable even indicates that variable x has an odd value.

Tasks T1 and T2 must be atomic actions to prevent this erroneous result. The
programmer will define the complete source code of tasks T1 and T2 as critical sections
using statements BCS() and ECS() for the beginning and the end of the critical section,
respectively. In Fig. 4C, mutual exclusiveness of the critical section is implemented by a
semaphore. In Fig. 4D, mutual exclusiveness of the critical section is implemented by
disabling interrupts. The skilled person will recognize that a compilation system will usually
perform transformations of the internal representation of the source code instead of
transformations of the source code, since transformations of the internal representation are
more efficient. The example pseudo-source code and pseudo-intermediate code are merely
illustrative and do not describe a preferred way of inserting additional instructions into the
source code. In most cases, additional instructions which are inserted into the source code are
preferably inserted into the internal representation of the source code, the additional instructions themselves also being formulated by the internal representation.

It is remarked that the scope of protection of the invention is not restricted to the embodiments described herein. Neither is the scope of protection of the invention restricted by the reference symbols in the claims. The word 'comprising' does not exclude other parts than those mentioned in a claim. The word 'a(n)' preceding an element does not exclude a plurality of those elements. Means forming part of the invention may both be implemented in the form of dedicated hardware or in the form of a programmed general-purpose processor. The invention resides in each new feature or combination of features.
CLAIMS:

1. A method (COMPILE) for translating source code (SC) into executable code (EC), characterized by the following steps:
   - identify (IDENTIFY) the beginning and the end of at least one critical section of the source code (SC);
   - determining (DETERMINE?) whether at least one additional instruction (INSTRUCTION) is needed to implement mutual exclusiveness of the critical section;
   - if the additional instruction (INSTRUCTION) is needed, selecting (SELECT) the additional instruction (INSTRUCTION) and inserting (INSERT) the additional instruction (INSTRUCTION) into the source code (SC).

2. A method (COMPILE) as claimed in claim 1, wherein the additional instruction (INSTRUCTION) comprises one or more explicit instructions.

3. A method (COMPILE) as claimed in claim 1, wherein the additional instruction (INSTRUCTION) comprises a call upon a library routine.

4. A method (COMPILE) as claimed in claim 1, wherein the step of determining (DETERMINE?) comprises:
   - checking whether task switching can occur during execution of the critical section;
   - checking whether parallel tasks can be executed during execution of the critical section;
   - deciding that no additional instruction (INSTRUCTION) is inserted into the source code (SC) if no task switching can occur and if no parallel tasks can be executed during execution of the critical section.

5. A method (COMPILE) as claimed in claim 1, wherein the step of determining (DETERMINE?) comprises:
   - checking whether tasks can interfere during execution of the critical section;
deciding that no additional instruction (INSTRUCTION) is inserted into the source code (SC) if no tasks can interfere during execution of the critical section.

6. A method (COMPILE) as claimed in claim 1, wherein the additional instruction (INSTRUCTION) comprises:
- an instruction to save an interrupt flag (SAVE_INT) at the beginning of the critical section;
- an instruction to disable interrupts (DISABLE_INT) at the beginning of the critical section;
- an instruction to restore the interrupt flag (RESTORE_INT) at the end of the critical section.

7. A method (COMPILE) as claimed in claim 1, wherein the additional instruction (INSTRUCTION) comprises:
- an instruction to acquire a semaphore (ACQUIRE_SEM) at the beginning of the critical section;
- an instruction to release the semaphore (RELEASE_SEM) at the end of the critical section.

8. A method (COMPILE) as claimed in claim 1, wherein the additional instruction (INSTRUCTION) comprises:
- an instruction to register (REGISTER) which schedulers are running at the beginning of the critical section;
- an instruction to stop schedulers of interfering tasks (STOP_SCH) at the beginning of the critical section;
- an instruction to start the schedulers of interfering tasks (START_SCH) which were running, at the end of the critical section.

9. A method (COMPILE) as claimed in claim 1, wherein the additional instruction (INSTRUCTION) comprises:
- an instruction to register (REGISTER) which schedulers are running at the beginning of the critical section;
- an instruction to stop all schedulers (STOP_ALLSCH) at the beginning of the critical section;
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- an instruction to restart the schedulers (START_ALLSCH) which were running, at the end of the critical section.

10. A method (COMPILE) as claimed in claim 1, wherein the additional instruction (INSTRUCTION) comprises:

- an instruction to register REGISTER which processors are running at the beginning of the critical section;
- an instruction to shut down at least one processor (STOP_PROC) at the beginning of the critical section;
- an instruction to restart the processor (START_PROC) which was running, at the end of the critical section.

11. A compilation system arranged to translate (COMPILE) source code (SC) into executable code (EC), characterized in that the compiler is arranged to:

- identify (IDENTIFY) the beginning and the end of at least one critical section of the source code (SC);
- determine (DETERMINE?) whether an additional instruction (INSTRUCTION) is needed to implement mutual exclusiveness of the critical section;
- if the additional instruction (INSTRUCTION) is needed, select (SELECT) the additional instruction (INSTRUCTION) and insert (INSERT) the additional instruction (INSTRUCTION) into the source code (SC).

12. A compilation system as claimed in claim 11, wherein the beginning and the end of the critical section are identified (IDENTIFY) by predefined statements in the source code (SC).

13. A computer program product comprising a program, the program being conceived to be compiled by a compilation system as claimed in claim 12, wherein the program comprises at least one of the predefined statements.
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### FIG. 4A

<table>
<thead>
<tr>
<th>int x;</th>
<th>bool even;</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1:</td>
<td>T2:</td>
</tr>
<tr>
<td>x = 3;</td>
<td>x = 6;</td>
</tr>
<tr>
<td>even = false;</td>
<td>even = true;</td>
</tr>
</tbody>
</table>

### FIG. 4B

<table>
<thead>
<tr>
<th>int x;</th>
<th>bool even;</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1:</td>
<td>T2:</td>
</tr>
<tr>
<td>x = 3;</td>
<td>x = 6;</td>
</tr>
<tr>
<td>even = false;</td>
<td>even = true;</td>
</tr>
</tbody>
</table>

RESULT:

\[
\begin{align*}
x & \equiv 6 \\
\text{AND} & \\
even & \equiv \text{false}
\end{align*}
\]
### FIG. 4C

<table>
<thead>
<tr>
<th>PSEUDO-SOURCE CODE</th>
<th>PSEUDO-INTERMEDIATE CODE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>T1:</strong></td>
<td></td>
</tr>
<tr>
<td>BCS();</td>
<td>semAcquire(s);</td>
</tr>
<tr>
<td>x = 3;</td>
<td>x = 3;</td>
</tr>
<tr>
<td>even = false;</td>
<td>even = false;</td>
</tr>
<tr>
<td>ECS();</td>
<td>semRelease(s);</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>T2:</strong></td>
<td></td>
</tr>
<tr>
<td>BCS();</td>
<td>semAcquire(s);</td>
</tr>
<tr>
<td>x = 6;</td>
<td>x = 6;</td>
</tr>
<tr>
<td>even = true;</td>
<td>even = true;</td>
</tr>
<tr>
<td>ECS();</td>
<td>semRelease(s);</td>
</tr>
</tbody>
</table>

### FIG. 4D

<table>
<thead>
<tr>
<th>PSEUDO-SOURCE CODE</th>
<th>PSEUDO-INTERMEDIATE CODE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>T1:</strong></td>
<td></td>
</tr>
<tr>
<td>BCS();</td>
<td>save_flag = int_flag;</td>
</tr>
<tr>
<td>x = 3;</td>
<td>int_flag = 0;</td>
</tr>
<tr>
<td>even = false;</td>
<td>x = 3;</td>
</tr>
<tr>
<td>ECS();</td>
<td>even = false;</td>
</tr>
<tr>
<td></td>
<td>int_flag = save_flag;</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>T2:</strong></td>
<td></td>
</tr>
<tr>
<td>BCS();</td>
<td>save_flag = int_flag;</td>
</tr>
<tr>
<td>x = 6;</td>
<td>int_flag = 0;</td>
</tr>
<tr>
<td>even = true;</td>
<td>x = 6;</td>
</tr>
<tr>
<td>ECS();</td>
<td>even = true;</td>
</tr>
<tr>
<td></td>
<td>int_flag = save_flag;</td>
</tr>
</tbody>
</table>