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METHODS AND RELATED SYSTEMS OF BUILDING MODELS AND
FREDICTING OPERATIONAL QUTCOMES OF A DRILLING OFERATION

BACKGROUND
30017 In the context of arilling a hydrocarbon wellbore, a significant amount of
dala may be coliecied contemporaneocusly with driiling, such as measurnng-while-
driifing (MWL) dala, logging-while-drilling (LWL dala, and data from an array of
sensors in and around the drilling ng. The dafa may be used in the short ferm 1o
make decisions regarding driliing of the particuiar wellbore {(e.g., adjusting driling

direction, decision to change dnll bit}. However, dala regarding dnlling of

particuiar wellbore may not de reviewed again afler the welibore is drilied, and
aven it such data is reviewed and/or analyzed at a later dale, the relationship of
the data 1o operational oculcomes of other weilbores drnilled earlier in time or iater

in time 1g difficull o deduce.

BRIEF DESCRIPTION OF THE DRAWINGS
(30027 For a detalled descriplion of exemplary embodiments, reference will now
e made to the accompanvying drawings in which:
00037 Figure 1 shows, in block diagram form, a high level flow diagram of the
workflow in accordance with al least some embodimants;
(00047 Figure 2 shows a visual depiction of an example workfiow in accordance
with al igast some embodiments;
005 Figure 3 shows, in block diagram form, an example workflow in
accordance with at least some embodiments;
H0006] Figure 4 shows, in block diagram form, an example workfiow in

accordance with al isast some embodiments;

00071 Figure 5 shows, in biock diagram form, an example workflow in
accordance with al isasi some embodiments:

B0068]  Figure © shows an exampile workflow in accordance wilh at least some
ambodiments;

(008 Figure 7 shows, in block diagram form, example workliow in accordance

wilh at ieast some embodiments:
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00101 Figure 8 shows an example driiling operalional in accordance with at

least some embodimeants;

10011]  Figure 8 shows, in block diagram form, logical operalion of predictive
poriions in accordance with at least some embodiments;

(00121 Figure 10 shows, in block diagram form, logical operation of predictive
portions in accordance with at least some embodiments;

(0013 Figure 11 shows, in block diagram form, a computer system in

aceordance with atl leasi some embodimenis: ang

0014} Figure 12 a flow diagram in accordance with at least some

2mbodiments.

NOTATION AND NOMENCLATURE

(0015] Cerain terms are used throughout the following description and claims o
refer {0 particular system components. As one skilled in the arl will appreciats,
differeni companies may refer {o a component by different names.  This
document does not intend (o distinguish between componenis that differ in name
but not function.  in the following discussion and in the claims, the terms
Hncluding” and "comprising” are ysed in an open-ended tashion, and fhus should
ne inferpreted (o mean "including, but not imiteg to... 7

(30161 Also, the term “couple” or "couples’ 18 intended o mean either an indirect
of direct conneclion. Thus, If a first device couples o a second device, ihat
connection may be through a direct connection or through an indirect connection
via other devices and conneclions.

00171 "Sensor data” shall mean data created by o based on physical sensors
associated with a driliing operation, where the data varies based on ime or vanes

pased on driling depth. bExampies of sensor dala created directly by physical

sensors comprise: downhole temperature measurad dunng drilling; poltom hole
drifling HUig pressure measured auring dniiing; logging-while-drilling datla; and
measuring-while-drilling data. kxampies of sensor daia creafed based on {e.g.,
directly inferred from, or caiculaling with a deterministic calculation} physical
sensors compnse: rate of penetralion (ROP} during a drilling operalion; and

volume of driling fluid foss as funchion of imesdepih.
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0018] "Conlext data” shall mean data reiated {0 aspects of a drilling operation
ihat is not measured by physical sensors associated with a ariliing operation.
Exampies of context dala comprise: years of drlling crew experience; type of drill
Oit used; drilling fiuid type; daily cost of lease equipment; physical characiernsiics
of an underground formation,

(0197 "Offset well” shall mean a well drilied in the past or being drilled

concurrently with g planned or actual welibore of inlerest.

50207 "Planned wellbore” shall mean a welibore, or portions of a wellibore, that
nas vet {o be drilled.

130217 "Heal-time” in relation to data shall mean data that was measured or
created within the last hour.

00221 "Machine learmning algorithm”™ shall mean a computer program that
parforms a task that atler the computer program is frained {o perform the task

using a sel of training data. Maching learning aigoriinms may comprise artificial

neural networks, suppori vecior machines, decision tree lgaming algonthms, and
Davesian networks.

00231 "Data cleansing” shall mean removal of dala from a dala set such that
ine remaining data in the data set has an improved quaiity metric.

(00247 "Drilling parameter shall mean a conirolled variable of a drilling
cperation. For exampie, drilling parameters may comprise: weight on bit; driliing
fiuid pressure; drilling direction; rotational speed of the dnll string; and rotalionai
speed of the drill bit as turned by a downhole molor.

(80257 "Operstional outcome” shall mean a non-controlled variable or parameter
of drifling operalion whose aclual or predicled vaiue or siale changes, in soms
cases {rom changes of actual or predicled driliing parameter{s). ror exampie,
rate of penefration of drlling through a formation is an operational oulcome,

driiling tuid loss is an operational oulcome, as is prediction of a stuck pipe event.
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0261 "Multidimensional daia struciure” shall mean a logical construct of dala
plotied or sfored in a mullidimensional space in a computer-accessipie memaory,
‘Multidimensional dala structure shall” not be read o reguire creation of a

physical structure.

ORGANIZATIONAL SUMMARY
(00277 The specificalion is organized as a piuraiity of sections and subsechions.
The foliowing outline of the sections and subsections IS provided {o assist the

reader in understanding the organizational struciure of the document.
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IMPLEMENTATION CONSIDERATIONS

DETAILED DESCRIFTION

0547 The following discussion is directed fo varicus embodiments of the

invention.  Although one or more of these embodiments may be preferred, the

embodiments disclosed should not be interpreted, or olherwise used, as imiling

ine scope of the disclosure, inciuding the claims. In agdiion, oneg skilled in he art
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will understand that the Tollowing description has broad application, and the

discussion of any embodiment is meant only {o be exemplary of that embodiment,
and not intended {0 intimale thal the scope of the disclosure, inciuding the claims,
s imited {0 that embodiment.

00551 OVERVIEW

03567 The vanous embodiments are direcied {o methods and related systems
of predicting, either in advance of dniling or confemporaneously wilh driliing,

operational outcomes of a driling operation. More particularly, the exampie

methods and sysiems are directed o gathering and analysis of large quantiies of
disparate data generated with respect {o offset weils {(¢.g., sensor data, conlext

data), idenfifving correlations in the dala perfaining 1o operational ouicomes in a

driiling operation, creating one or more modsis based on the correlations, and
predicling operalional outcomes (including future evenis) relaled 1o the driliing
operation pbased on the one or more parameters.

0577 Figure 1 shows, in block diagram form, a logical high level overview of
WOrKHOWS I accordance with varipus embodiments.  kach of the example
worktiows of Figure 1 represents computer-implemented methods resulting in
creation of data structures and/or software {ools that are then used in the next
workflow. In particular, a first aspect comprises an analylic data store 100
workflow. The analvtic data store 100 workflow gathers sensor data and context

data from offsel wells, and places {he dala in a dala slore such that the dala

(whether sensor or context) may be access by a uniform applicalion programming
interface. tThe second aspect comprises a data analytics and model building 102
worktiow. The example workilow 102 analyzes data drawn from the data siore of
ihe anaiytic data store 100 workfiow {0 dentity correiations among the dala

predgictive of operational cuicomes in a ariiling operation. Once the correlalions

are determined, a reduced dala set is created in workflow 102 containing gata for
which the correlations were determined, and from the reduced data set one or
more predictive models are created. 1the predictive models crealed in the
worktiow 102 are then applied in the prediclive analylics 104 workflow {0 predict
one or more operational outcomes {e.g., fulure vaiuas of an operational ouicome,

future evenis).
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058]  In some cases the example workflows of Figure 1 are used as a planning

ieol,  That s, he example workliows are used io plan ang predict driling

paramelers 1o achieve predicted operational putcomes regarding a welibore that

has yel o be driled. However, In other example systems fhe workiiows of
Figure 1 are used Heratively during driling of a wellbore.  Thus, in example
sysiams the predicted operational ocutcomes are used in a closed loop sense (as
Hiusirated by line 100), along with real-lime sensor dala and contexi data (as
Husirated by line 108) o improve and refing the models (and as discussed below
N some cases 1o select among candidate models) during the driling of a
wellbore., kach workllow will be discussed in umn, starting with the analvtic data
storage 100 workiiow.,

00597 ANALYTIC DATA STORAGE (DATA GATHERING AND STORAGE)
00601 - Data Types and Historical Shortcomings

(00617 There are several types of data associaled with a weilbore drilling
operation. in particular, a drilling ng may be associated with an array of sensors
measuring driling parameters, such as aniling fluid pressure at the surface, Hiow
rate of drilling fuid, and rotational speed of the drill string. The example sensors
noted create g stream of data thal is in most cases indexed ggainst ime {e.4.,
prassure as function time, revolutions per minute (RPM) as a funclion of time).
Moreover, the botiomhoie assembly of the dnil string may comprise MWD and/or
LVVEY toois that measure downhole driling parameters guring driling. bExample
downhole drilling parameters may comprise downhole driting pressure, weighi-
on-bit, downnhole lemperature, inclination of the pollomhole assembly, rotational
speed of a rofor of a downhole mud motor, ang formation parameters measured
oy LW {ools (e.g., resistivily, porosity). The downhoie driling parameters may
ne indexed against ime or a time-iike parameter {e.g., depth which can be traced
cack (o time when needed by correiating © the moment when the downhole
Sensor passed by said depih).  The vanious data types discussed in fhis

paragraph will be referred 10 as sensor data. In most cases, sensor data is nigh

volume, high frequency data — implying that the data stream is near conlinuous
during times when the data s being crealed, and invoives a significant amount of

intformation.
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0062 Another type of dala of inferest o the curreni specification is dala

associaled with contexi of fhe driiing operaion. Examples of conlext may
comprise deniity of the driliing operator {i.e., company name}, ideniity of a drilling
crew, cumuiative vears of experience of a dnlling crew, number of members of a
drilling crew, the type of drilling fiuid used, the type of drill bit used or being used,
the dailly cost of leased eguipment {(a.g., daily cost of the driling rig), and
mineralogy of distinct underground formation. The various data discussed in this
paragraph will be referred {0 as context data. it is noted that while the exampies
of context data may include data with ime dependence (8.g., cumuialive years of

experience of a driliing crew), the rate at which the context data changes as a

function of time {&.g., days, monins, years) is significantly slower than the sensor
data (2.g., a pressure reading {aken and recorded 100 times every second).

(3631 The example dala lypes are traditionally slored in different and distinct
data structures. For example, MWD ang LWD dala may be stored in exiensibie
markup  language (XML} documents, and more gspecifically as well sile
information transfer standard markup language (WITSML) documents organized
and/or indexed againsi ime/depih. By contrast, conlext data may be sitored in
non-time-indexed manner, such as in a reigtionatl database {(e.g., Engineerng
Data Model (EDM™) relational database). In other cases, historical data
(regardiess of the data type) regarding a wellibore may be siored in a binary large
object (BLOB) storage format which cannot be easily queried 1o exirac pertinent

information.

0641  In the related arl, analyzing historical data spanning the different data
tvpes is difficul, if for no other reason than the disparate data slorage technigues
make gathering the dala difficull and/or significantly lime consuming. For this
reason, while various ol and gas companies may nave and store significant
volumes of historical sensor data and context data, once a wellbore Is completed
the daia is nol thereafier used esifher in predicling operational outcomes of
planned future wealibores 1o be drilied, or dunng drifing of weilbores whose drilling

starts after compistion of the offset wells.
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0065 - Creation of the data siore

(0066] Figure 2 shows a visual depiction of a relalionship among vanous data
types and combining inlo a dala store. In parlicuiar, Figure 2 shows sensor dala
and context daia associaled with offsel wells. The various data types associaied
with the ofiset wells are supplied {0 a dala inlegration system 200, which as the
name implies merges the histoncal data (both sensor and context) from the
various offset wells. The dala integration sysiem 200 is discussad more below.,
The data collected may be supplied to a data cleansing sysiem 204, which
performs  vanous alignments, smoothing, and interpolation funclions (also
discussed more below}. The product of the exampie sysiem of Figure 218 a data
sfore 204 within which the various data types from various offsef wells are stored,
and from which the dala is accessibie for downstream workflows {such as dals
analylics and mode! buliding, and pregictive analyiics). Gathernng the varnous datg

types info ine "single” data siore enables not only the ability 0 query across the

antire data set held in the data store, but also shoriens the ime frame for access
i0 enable decision making based on the data in the dala store in ime frames on
ihe scale of minutes or hours {rather than weeks or months). The specification
first turns 1o a more delatled descrniption of the data integration system 200,

08671 - - Data infegration sysiem

(00681 Still referring to Figure 2, the dala integration system 200 is logically
coupied, at leas! iniially, 10 sensor data and contlext data from a plurality of offset
wells, As iliustrated, the data inlegrafion system 200 couples 1o the sensor dala
2006 and context data 203 for "offset well 17, couples {0 the sensor data 210 and
context data 212 for "offsel well 27, and couples to the sensor data 214 and
coniext data 216 for "offset well N7, Figure 2 thus Hlusirates that the data is
integraled across a pluralily of offset wells, and not limited 1o just three offseat
wells, in some cases, the offsel wells are in close proximity to a planned or
actuai wellpore of interest. For exampie, the offset wells may be all the wells in
the field that have been driled through and/or into the same underground
hydrocarbon pearing formation.  in other cases, the olfset wells may be wells in

an entire region, vetl spanning multiple target formations. Further stili, the ofiset
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wells may be all the wellbores previously driiled by a particuiar operalor, in some
cases anywhnere in the world.

130681 In most cases the sensor data 206, 210, and 214 of cach ofiset well is
sither time indexed, or indexed againsi depth which 18 a lime-like parameter.
However, the offset wells are likely drifled on different calendar days (i, at
different times}. Likewise, aven though ofifset wells may be drilied through and/or
iNto e same underground hyarocarbon beanng formations, the surface slevation
of each weilbore may be different, and further the absoluie depth of the
hydrocarbon bearing formation may different for each ofisel well owing ©
hydrocarbon bearing formations residing in olher than compietely horizonial
origntations. Thus, in order 10 more gasily analyze daia across the offset wells,
the data integration system 200 may perform various alignment procedures, such
as alignment of ime bases (2.¢., starl ime of drilling operations} and alignment or
compensation for elevalion differences of he surface ang/or underground
formation {e.g., alignment o a reference daium slevation ).

0781 In some exampie systems, the dala density of the sensor data may be
greater than needed (o predict one or more operational culcomes. For exampie,
some sensor data may inciude hundreds of sampies per second, vet data density
of hundreds of samples per second may not be needed 1o predict operational
cutcomes such as ROP, dnlling crew efticiency, or dnfling fluig loss. Thus, in
some example systemns the data integration system 200 may perform a dala
down-sampiing funclion whereby the number of dala sampies is reduced. in the
example case ¢f a seti of sensor data having hundreds of samples per second,
ihe data integration system 200 may reduce the sampie rale 0 one sample per
second. Any suillable method may be used o down-sampie {he data, such as an
average vailue selecltion, mean valug sgleclion, or random selection. i is noled
that down-sampling s nol necessarily performed in every situalion, as the
operational outcome 10 be predicied may need ihe higher sampie rates for
acCCUracy.

871 On the other hand, in some cases the sensor data may be non-
contiguous across the sample penod or depih. For example, dogleg severity of a

welibore may de definad with respect 1o spediiic survey points {L.a., depths) in the
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wellbore, bul not all depths. The data integration system 200 may thus expand

certain localized dala to other depths using any suilable mechanism, such as
straight line interpolation or vanous curve fitling algorithms.

O872] Beyond the sensor data and alignment issues, the dala inlegration
system 200 aiso folds i1 the context data 208, 212, and 216 from the offset wells.
in some cases, the conitext dala has no actual fime dependence {8.g.,
mineraiogy), bul can pe altribuled a time dependence wilh the "time pericd”

spanned by the sensor data. in the exampie of mineralogy, the ime dependence

can pe altributed to pericds of ime when the offset well was being drilled through
ihe formation with the ascribed mineralogy. Other contexi dala has a time
dependence {&.g., drill DIl used), bui such ime dependence is siowly varying n
comparison 1o sensor data. Here again, the dala infegration system 200 may
attribuie a time dependence as neeaded. in the exampie of drill bit used, the lime
dependence can pe altniputed o periods of time {(and/or depins) when the
particuiar driil bit was being used. Yet stili ofher context daia may have no time
dependence, of a time dependence thal I8 so siowly varving that the time
dependence can be considered a constant over the time span of collection of
sensor data {e.qg., number of vears of expernence of {he drilling crew). Here
again, the data integralion system 200 may atiribute a ime/depth dependence as
needad (o "align’. In the exampie of number of years of experience of the driliing
crew, the fime dependence may set at a constant by the dala integration
system 200 across the ime span of collection of the sensor data.

D073 - - Datla cleansing system

(03747 In some example systems, the data provided o the data siore is
cleansed prior 10 being used for the further workfiows noted in Figure 1. In
Figure £, the dafa cleansing system 202 is shown {0 iogically reside betweesn the
dala integration system 200 and the actual dala store 204, H follows thatl in some
cases the data cleansing aspects are performed prior {0 insertion of ihe dala inio
the dala store. However, in ofher embodimenis the dafa may be placed in the
data store 204, and therealter analyzed and cleansed as desired,

(8757 In some example systems, the dala cleansing sysiem 202 performs

mulliple types of dala analysis as part of the cleansing, including dala removal
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when needed and adjusting values when needed. bExampie lechniques used by
ihe dala cleansing sysiem may comprise: invalid dala identification and removai;
deterministic fechniques (o ientily dala anomalies; anag probabilistic lechniques
{0 idenfify data anomaiies. Each will be discussed in tum.

03761 One cleansing lechnique is the removal of invalid data. Examples of
invalid data which may be removed comprise lext strings in value hields, values in
text string fields, null fisids wnere values were expecied, placehoider entries fike

TBLY and "NA', and the like. Slated olherwise, ine example "invalid data” aspect

of data cleansing may lest for the presence of invailid data taking into account the
expecied data type under analysis, and any such invalid data identified may be
removed.

(08771 In addition 1o, or in place of, the dala removal aspects of data cleansing
discussed immediately above, the example datla cleansing system 202 may apply

deterministic technigues to identity data anomaiies not identified in the invalid

dala analysis. For example, even in a group of vaiues of sensor daia where gach
datum member of the group is not invalid, portions of the data may nevertheless
represent "bad” data. {onsider, as an example, a simplified group of gas
saturation values for a continuous formation as a function of depih of {80%, 1%,
0%, 20%, 80%, 88%}. Ekach of the values in the example group may fall within
the expecied range of gas saluration values for the formation,; however, it 18
undikely that gas saturation of a formatlion across coniiguous deptns would arop
precipifousty 1o 20% when at abulling depths the gas saturalion 18 measured as
0%,

F0078]  Thus, in accordance with at least some example sysiems, the dala is
cleansed by way of deterministic statistical technigues {&.g., standard deviation
analysis, chi-sqguared disiribution analysis). For the exampie group of values
anove, an analysis of the stangard deviation of the group against each individual
alement would reveal (he 20% vailue 10 be mulliple standard deviations below

mean orf average {(even considering the 20% value In caiculaling the standard

deviation vaiug). For each datum found o be suspect under the siatistical
calcuiations, the dala cleansing system may remove the datum and/or replace

ihe datum.
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D079 Moreover, the dala cleansing sysiem 202 may appiy deterministic fillers
io the data {o identity out of range values for any particular contex{. Consider, as
an exampile, a datum indexed against depth of 90,000 feel in a well where tolal
hole length is 2000 feel. in this example sifuation the exampie datum is ouliside
the logical hound of the fotal hole lengih, and thus the exampie datum may be
removed. As ancther exampie, consider out of range values such as a negative

weight-on-bil {(WOB) or negalive ROP durnng dniling.  Again, ifhese out of

constraint  values may be removed. Slated olherwise, the data cleansing
system 202 may apply the data (o deterministic {ie., questions with vesino

answer} iesis (e.g., minmum/maximum vaiue test, boundary value lesis

according o specifications} as part of ihe data cleansing techniques.

(00881 Further in addition o, or in place of, the deterministic tests, the example
data cleansing system 202 may apply probabiiistic technigues {&.4., data mining
technigues the dala may be analyzed for patlern-based anomaties) o identily
data anomalies not ideniified in the delerministic anaiysis. For example, forgue,
revolutions per minute and top drive molor amperage are three drilling
paramelers that have very high correlations. It two paramelers follow the same
frends {rends that might be compieX, invoiving a mixiure of general semi-inear
increase, sinuscidal osciilations ang semi-random  spikes), and the thirg
parameter temporally does not, the times when the latter i1s not matching might be
discarded. i must be apprecialed thatl data mining technigues and cleansing
aigoriihms, just as down-sampling, must always be performed in the context of
desired culcome. For exampis, in the previous instance, it the cuicome was {0
use a clean signal that modeis the downhole rotation, such cleansing might be
appropriate. On the olher hand, such a lack of correiation is generally indicative of

faully sensors, and therefore such cleansing might not be performed if the desired

gutcome was o predict sensor failure. In some cases, the probabiiistic analysis
may pe performed by a maching iearing aigoninm {(e.q., a support vecior
machine (SViM))  In parlicular, patlerns indicative of data anomalies may be
predefermined, or may be determined based on analysis of a subset of the
overall dala. Regardiess, the data (or the balance of the gata) may be analyzed

using the SVM (o dentify {or further identity) patterns indicative of anomalies. In
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some exampie systems, the data identified using the probabiiisiic technigues are
removed. n other cases, the data identified using the probahilistic technigques are

correcied. in vel stili other cases, the data identihed using the probabiiistic

fechniques are left unchanged, but a vaiue indicalive of data quality may be
anpropriately adijusted based on the anomalies identified.

081 - - Data Store

(0821 Still referring to Figure £, the data slore 204 may take any suitable form.
YWilh respect 1o the sensor data, in accordance with varous embodiments the
data store implements a storage scheme that enables sufficiently fast access (o

ine sensor data to bDe used for other follow-on aspects, discussed more balow. N

particular, sensor data may be stored in a columnar format {(e.g., HBase ¢on a
Hadoop Disiributed File System) indexed against ime. However, a ime index
aione may be insuificient {0 enabie suitable access times given the large volume
of data, and thus the example embodiments aiso comprise an indeX struclure 230

‘on top of the columnar dafa of the data store 204, such that initial indexing may

be within the index sltructure 230 as a coarse localion tinder, and then fine
indexing within the columnar format data. Thus, by way of an insert applicalion
programming interface (AP, ime-sernes indexed data may be quickily inseried in
the time sernes database, and by way of an exiraction AP informatlion may be
read and used tor other aspects, discussed in greater detaii beiow.

(D083 In some cases, dala missing from the various offset welis 1s created by
any suilable technique by the data integrafion system 200, However, in other
cases missing data is addressed in olher ways., For example, in Figure 2 the data
sfore 204 is associaled with a "back-end” interpolation engine 232, In particuiar,
in addition to, or in place of, the dala infegration system 200 performing
interpolation {0 replace missing data, ihe inferpoialion engine 232 may provide an
interpoiation function for any requested data which is otherwise missing in the
data store 204. in the cass of hnistoncal offsel well data, the amount of ime
needed 10 perform the interpolation funclion for missing data may nof be of
conseguence.  Thatl is, for purposes of predicting operalional ocutcomes for a
wellbore {hat has vet o be drilled, the amount of time needed 10 intermpoiate data

as part of the data integration system 200 may not be of consequence. However,
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for predicting operafional ocutcomes in reai-time with drilling and creation of real-
time sensor data, the system may forego inlerpoiating for missing data unless

and unfl e dala is requested from ihe dala struciure, in which case ihe

interpolation engine 232 may perform the task in real-lime wiith the request.
00847 While Figure 2 shows the data store 204 as a single “entity”, it will be
understood that the data siore 204 may span a plurality of disk drives, a plurality

of QiskK arive arrays, and/or a piurality of computer systems. In some cases, the

data store may pe implemented on "the cloud”, and thus the number of compulier
systems, and their respective iocations, may not be known and/or may change

with {oading. in the exampie systems, a single, unified APl is used (o place data

it the data sitore, and read data from the data store, and the AP s not
necessarily constrained to operation with a single physical location for the dala
store 204,

HO085] -~ - Heal-time aspects

086 Stll referring to Figure 2, the various embodimenis discussed (o this
point have mostly been in reference o gathering sensor dala regarding offset
wells and contexd data regarding offsel wells, and placing the data into a dala
store 10 be used for further analysis. However, in olher cases portions of the
sensor data may be real-time sensor data, and context data associated with the
real-fime sensor data. Thus, the same {echniques used with respect {o the offsel
wells of gathering the disparate data types ang inserting the dala into the dats

store {including the data cleansing aspecis) may be implemenied in the exampie

system in real-time with driling a wellibore of interest.  In paricular, Figure 2
shiows real-time sensor dala and associaled conlext data for a wellbore of
interested are applied 1o the data integration system 200 by way of arrows 240
and 242, respectively. In most cases, the data integration performed wilh respect
o the offset wells will have been compieted by the time the real-lime sensor dala
1 being applied such thal only the real-ime sensor dala and related conlexd dala
are of concern {o ihe data integration system 200, However, in the case of weils
peing simulianecusiy drilled, the ofisel well data may likewise be "real-time” dala.

Siated olherwise, an operabie sysiem may comprise the offset well data baing
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created in “reaktime” as well, bul for ease of description the balance of the
speciiication will assume thal the offset well data is all hislornical daia.

(0871 - Analytic data storage

100881 The end resulf of the analyiic data store 100 workfiow is a data store with
data from a plurality offset wells, and in the case of real-time operations the dala
store may be continually growing in size, starting initially the olfsel well data, and
growing with insertion of ine real-ime sensor data and reialed conlext data.

Conceptually, the data slore creales one or more multidimensional data

struciures, with time/depth being one “dimension’, but any of the relevant context

data may be "dimensions’ in the muilidimensional data structure as well. In some

cases, aach offset well has a distingl mulidimensional dala struciure, but in other
cases oifset wells may be combined o create multidimensional data siructures
that logically span many offset weils.

00891 The index siructure 230 the sils "on fop of’ the datla slore decreases

access iime for insertion such that the dala in the data siore is reasonably
available tor real-time predictions for a wellbore of interest being dnilled. The
speciication now ums to the data analvilics and model building 102 workilow.
(003067 DATA ANALYTICS AND MODEL BUILDING

00811 Figure 3 shows, in block diagram formt, an example workflow that may be
parformed as part of the dala analylics and model building 102 workllow. In
particular, Figure 3 shows a dala exploration 300 workfiow, with the resulis of the
data exploration 300 workflow applied {0 a segmeniatfion 302 workiiow, and finaily
the resulls of the segmentatlion 302 workflow are applied to a modsl building 304
worktiow. bach workfiow will be discussed in um.

130927~ Data exploration

30931 The dafa siore 204 discussed above coniains one or more
muitidimensional data structures. Within the daia struclures various correlations
exist among the sensor data, the context data, and an operational oufcome N &

drilling operation 0 be predicled {e.g., ROP, fuid loss).  in many cases fhe

correlation pelween sensor data and context data on the one hand, and on the
other hand the operational outcome to be modeled and predicted, will be Known

i advance. tor example, it ig iikely known in aavance that ROP is strongly
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correlated to the formation type being drlled. However, I accordance with
example embodimenis at least one correlation belween portions of fhe sensor
data and portions of the context data in the muillidimensional data structure is
identitied, where the correlation is prediclive of the operational gutcome, and
where the correlation not selecled in agvance of the identitying.

(00841  Figure 4 shows, in block diagram form, a high level overview of example
workfiows peing a part of the dala exploration 300 workliow. in particular, ine data
expioration 300 workfiow may comprise a clustering 400 workfiow, a dala
classilication by descriptive sialistics 402 workflow, a data classilication by

invariant data 404 workfiow, and a data classification by vanant data 400

workfiow. Each will be discussed in tumn.

385 - - Clustering

30961 The dala store contains a multidimensional data structure that relates
Tacts” {e.g., sensor data) {o "dimensions” {&.4., ime, conlext dala). Any number

of dimensions is possibie, and in some cases the muitidimensional dala structure

may be thought of as implemented a star schema. in the clustering 400
worktiow, clustenng 18 performed on the muliidimensional dala structure{s).
Stated olherwise, the facts” {e.g., selecled sensor data) and the “dimensions’
(€.9., selected context data) are applied to clustenng algonihm. However, unlike
refated-art clusienng where the “disiance” measure that delines a clusier among

the clustered dala poinis 18 preselecied (e.g., preselecied tudciigian distance for

wellbore [ocalions), In accordance with example embodiments the clustenng
aigonihm portion s performed without imiling the clustering o any particular
distance measure. In other words, the data are applied 10 one more clusienng
aigonthms, and the dala itsell is reveais what he most relevant “distance’
function {i.e., correlation) happens o be for the daia.

(00871 Consider possible “distance” measures that may be associaled with

ROF as the operational ouicome of interest, fhe “dimensions” i the form of

contexi dala associaled with crews that work on a drilling rig. For example, for
one set of data cumulative number of vears of expernience for a crew may provide
a beller correlation to ROP than other possible "disiance” measures {(e.4.,

average age, days atl sea, number of members on the crew). For another set of
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data, the correlalions may be stronger in some ofher dimension, like number of
crew members.  The point of the examples s o highlight that, in accordance with

at least some embodiments, the clustenng is performed withoul preconceived

nolions of whal the “distance”™ measures should be. In the firsl exampie,
cumulalive number of years of expernence turned out ¢ be the best "distance”
measure {ihat 18, showed peller correlation}, and in the second example the
number of members of he crew tumed out to be the best distance” measure
(showed betler correlation).

0881 As vyet another example outside the crew contexi, consider wellbore
sirata {e.q., identity of the layer of an underground formation} as it relales o ROV,

Wellbore sirata may be defined in terms of distance below surface {(frue veriical

depth}, bul i1 many cases a layer of inlerest is non-horizontally disposed relalive
to the surface, and thus when the ciusienng s performed frue vertical depth may
snow low correlation, but confexiual data in the tform of layer type may show 3
nigh correiation. Thus the "distance” measure in this exampie may be laver type
(Or layer transiions).

0881 While there will be betller and worse “distance” measures in the clusiered
data, the nexd step in the #lustrative method may dDe {0 select the best "distance”
measures. In some cases, the selection may involve displaying the clusters in a
fashion whereby sither compuler intelligence and/or the human intelligence may

pe apphied 1o select the pest “distance” measure. For example, a {opographicai

view may be crealed where each clusier i displayed in such a way that the
numan eye can discern the clusters {e.g., color variation, heat maps, shading). in
other cases, a compuler program may display the clusters in lavers” based on

ine cluslering resuils, or perhaps in three-dimensional projechon.

31087 Once one or more correlations related o the operational ocutcomes of
interest are determined, the next steps in the diustrative process of the dala
expioration 300 worktlow are the series of data classificalion workflows (e,
workfiows 402, 404, and 4006). A high level overview of the further workilows {as
a group} is that the workfiows are a method 1o create parameters, hased on
clustering, which parameters are later used (o creale a reduced data.  thal is,

ine analysis may commence with a terabyle of dala or more, and ihe further
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WOrKHiows of Figure 4 may be used {o idenfify {(but not yet creale} a smaller
subset of the data thal is representative of the correlations found.

(01811 - - Data classification by descriptive statislics

1021 A first example data ciassification workflow is the data classification by
descripiive statistics 402 workiiow. that 18, a series of descriptive stalislics are
deveioped about the relevant data identified by the clusiening. Consider, as an
exampie, that it analysis reveais that 80% of the relevant data falls in a narrow
pand of values, a represenialive sample of the dala may be taken (in later
worktiows) from the narrow band of values. As yel another example, consider
ihalt if in the analysis a number of peaks in the data are identiied, a
representative sampie of the dala may be {aken {in later workfiows) based on the
iocation of the peaks. in yet another example, consider that in the analysis the
“distance” belween average values it each hislogram s ideniified, 3
representative sampie of ine data may be taken (in laler workliows) pased on the

distance belween the average values. in a final exampie, consider that if the

analysis shows a ceriain skew within the data {e.g., an uneven distribution acress
binned data), a represeniative sample of the data may be taken (in later
workiiows) {aking nio account the skew.

(01831 The descriptive stalistics mentioned in the immedialely preceding
paragraph are merely examples. in any particular situation, none, some, or all
the descriplive slatisiice may be used as a precursor 1o the segmentation 304
WOTKHOW discussed more Delow,

0104 - - Data classification by invariant data

(31057 The second example data classification workiiow s the data classification
oy invariant data 404 workiiow. Tnhat 18, the analysis is with respedt (o the dala
and one more dimensions of inferests, such as classification based on ime bins
of varving sizes, depth reiagfionships, or any other dimension or group of
dimensions identified in the clusilenng. Again, dala is nol necessarily extracted at

this slage, but the varnous processes used to understand the data for lafer

extraction and appiication {0 the vanous models

(1086} - - Data classification by variant data
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1071 The third exampie data classificalion workfiow is the daia classification by
varant data 400 workilow. Conceptuaily, this workiiow may identity pattems that
do not match general trends, and keep the patlerns identified as new indications.
That is, Ihe data classificalion may be based probabilislic {echniques to identify
data anomalies. he analysis of this logical section may be characlerized as
paftern maitching the data {o identity patterns. As vet anolher example, various
ampogimentis may nvoive classification based on natural language processing of
the data from free figating fext {e.g., ime summary, 24 hour summary). As yet
another example, vanous embodiments may involve classification of the data

based on anomatlies detected by pattern matching.

01081 Summarizing before continuing, the data exploration 300 workilow,
shown in detail in Figure 4, identifies correlations in the data {o the operational
cutcome of interest. A dala set identiied by the based on the corralations is then
classified through one or more data classifications techniques as a precursor o
the segmentation, discussed immediately below.

D109 - Segmentation

(01187 Referring briefly to Figure 3, the next step in the illustralive workflow is
ihe segmeniation 302 workfiow (as part of the larger Dala anaivlics and model
cuilder 102 workfiow of Figure 1), Figure 5 shows, in block diagram form, a set of
workflows thal may be implemented as part of the larger segmentation 302
worktiow. in particuiar, segmentation may involve creation of a definiion scheme
500 workllow, training a machine-learning algorthm 502 workfiow, a machine-
earning algorithm-based segmentation 504 workliow, and finally a cluster and
split 506 workflow. Each will be discussed in fum.

31111 - ~ Create gefinition scheme

31127 The first example workilow is creation of a definition scheme 500. In

particular, the detiniion scheme detfings, al the conceptual ievel, the data from
the overall dala store thal nas been identified as correlaled o the operational
outcome of the dniling operation {0 be predicted. In example sysiems, the
definition scheme is created based on the dala classifications associated with the
data exploration 300 workflows, and more particularly the dala classifications

workflows {i.e., 402, 404, and 406} performed after ihe clustering 400 workflow.
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0113 rrom the classification by descriplive sialistics, the classiicafion by
invariant daia, and/or the classification by variant dala, a sel of definitions s
created that "defines” which dala in the large quantity of data in ihe dala store is

relevant 1o the operational gutcome of the drilling operalion {© be predicied.

(31141 - - Train machine learning algorithm
(01151 In accordance with example systems, the segmentation of the overall
data st siored in the data store 204 10 arrive at a reduced data set 18 performeq,

at least in pari, by a machine-learning aigonthm. In ihe case of segmentation 1©

produce the reduced dala set, neural networks and/or state vector machines may

be particuiarly suited {o perform ihe segmentation, bul other maching leaming

aigortiims may be used in addifion or in place of the neural networks and/or stale
vecior machines. Figure 8 shows a concepiual view of the workilows periormed
i relation o the segmentalion 302 workilow, and ihe foliowing paragraphs
simuitaneousiy reference Figures & and o.

0116 Regardiess of the type of machine-learning algorithm to be used, the
machine leamning algorthm needs {© be frained. 1Thus, using the dehinition
scheme created i workilow 500, the data in the data siore I8 analyzed and a
fraining subsel is exiracied. That is, data in Ihe pverall data 00U is analyzed
under the definition scheme, and a small training subsel 602 of the dala is
created, as shown by arrow 604, Using the fraining subset 602, a machine
iearning algorithim 600 is trained, as shown by arrow 608, Thal is, the machineg
earning algorithm is provide the smaller training subsel 602 of dafa, and is
trained therewith.

01177 Once the machine learning algorithm is trained, the #lustrative workilow
progresses to the actual segmeniation S04 workliow. That is, data 600 in the
overall data sel is appiied © and/or otherwise made available 10 the trained
machine leaming algorithm 606, as ilusirated by arrow 510, The machine
iearning algonthm G0 extracts ihe relevant data from the overall data 000, and

thereby creates ihe reduced dala set 814, the exiraction lusirated by arrow 614,

As will be discussed turther pelow, the reduced dala set is used {o creale and
ram various meodels that are then used {o predict operational ocutcomes of the

drithng operation.
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118]  Still referring simultaneousily to Figures & and 6, ihe next siep in the

Hlustrative set of workfiows is the cluster and split 506 workflow. I particuiar,
from ihe reduced dala set €12, three represeniative subsels of dala are created,
as dlusirated by arrows 616, 618, and 620 and respeciive subsels 622, 624, 620.
Splitting the reduced data set into the three subsels 622, 624, and 826 may be
comprise initially appiving the reduced data sel {o one or more clustering
aigorithims.  The clustering performed wilh respect 1© ihe reduced data sel is
different than previous ciustering in that the previous clusiering was o heip
identify atltrnibutes or dimensions of inlerest in the overall data population,
Clusterning within the reduced data set, by confrast, is a precursor to creation of
the smailler data subsels 622, 624, and 626, which data subsets will be used in
tfraining, testing, and validating models {discussed more thoroughly below).  In
some cases, the distance medtrics for the clustering may be delermined by the
data ilselt, bul in other cases he distance funchions are provided externaily. In
yvet still olher cases, a combination of algorithmically selecled distance functions
and manually speciied disiance funclions may be used.

(81181 Cluslening of the data in the reduced dala sel will reveal two or more
ceniroids {Tcenter of the data points associaled as a clusier). In order {o select
data for creation of the dala subsels, a pluralily of gradations based on ihe
distance funclion are defined from each ceniroid. The gradalions thus define
regions of Tproximity” o each ceniroid.  in accordance wilh at least some
embodimenis, the selection of dafa subsels may fhus inveolve sampling data
poinis within each gradation associaled with a ceniroid.  For example, {0 create
the first dala subset 24, a compuler sysiem may programmaticaily select 3
predetermined percentage (8.g., 33%) of data poinis in the "closest” gradation, a
predetermined percentage {e.g., 33%) of the data points in the second gradation,
and so on. The inventors of the present disciosure have found the sample sets
are more uniform using the above-noled selection method than using other
sampiing methods, such as random sampies within the cluster.

(81207 Before continuing is it noted that, in other embodiments, multiple reduced
data sets may be crealed. That is, the dala exploration 300 workflow may be

used o identify relevant daia for a pluraiity of operational oulcomes in the drilling
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operation. In some cases, each operafional ouicome {© be predicied may have a
distinct reduced data set crealed. In olher cases, there may be a singie
operational outcome o be predicted, but in order 1o have mullipie models {that
may be used over distinct ime frames and/or distinct depih ranges), multipie
reduced data seis may be crealed. it is further noted thatl a reduced data set is
not necessary tied o only a single model {0 be created — a reduced dala set
created {(and more particularnty, the subsets created) may be used 1o frain and test
distinct models.

01217 — Model bullding

(01227 Figure 7 shows, in block diagram form, varicus example steps in
performing the model building 304 workfiow. The models created {(hereafier
candidate mogdels} may take many forms. For example, a candidate models may
comprise: neural networks nciuding muitiple neural networks with  varying
numbpers of nodes); support vecior machines; mainematical modeis; rules-based

models; and statistical models. With respect {0 one moreg candidale modsis {0 be

created, the example workilow mvoives a training 700 workilow, a testing 702
worktlow, and a validation and scoring workflow 704, Each will be discussed in
.

0123 -~ Traming

(1247 With the overall goal of producing one more candidate models o be used
o predict an operational oulcome of a driling operalion, a first siep may be

creating the candidate modei{s) based on dala subsel 022 {(hereafier the {raining

subset). I the case of mathematical and statislical models, the models may be
created using the training subsel. in other cases, the underiying form of model
may already be Known, such as a neural network or stale vecior machine. Thus,
rafher than “creating” the candidale model per se, the fraining subset may be
used applied to the candidate model (o train the candidate model. Regardiess of
the precise form, one or more rained’ candidate models are created using the
training subset.

(31257 The candidate medsls, even ftfrained candidate meoedeals, are not
necessarity always "good” models. In fact, multipie candidate modesis of the same

underiving type {€.4., neural networks with varying numbers inpui, oulpui, and/or
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“higden” nodes) may differently predict the very same operational outcome when
trained on the same training subsel, Thus, i accordance wilh various example
smbodiments, the next fiustrative workiiow 1s testing 702 the one more candidate
modeals.

31261 - - Testing

(1271 Using data subset 624 (hereafler the testing subset}, each candidate
model created and frained using the training subsel is {ested using the testing
subset. While the data in the tesling subset is “different” than the training subset,
the sampiing technigues used (o creatle the training subset and the {esling subset

shiouid ensure that relalionships of the operational oculcome in the driling

operalion and data in each subset aboul the same. Thus, ihe one more
candidate models are "run” using the using the {esting subset, and the predictive
results gathered.

1287 ~ - Validate and score

81291 In cases where mulliple candidate models are created and tesiing using
the same respective training and festing subsetls, the predictions of the candidate
modeis may pe compared and confrasted 1o each other, and from the analysis
coniidence levels of each candidate model {(at least among the candidale modeis)
may be deduced. However, in accordance with vet still further embodiments, the
pradiclive oculputs of the candidate models (ie., the predicied operational
outcomes;} may aiso be tested against fhe ithird subsel §20 (hereafter the

vaiidation subset). Vanous error meincs are generated for each candidate moded

pased on the validation subset, such as root mean square error (RM3E), mean
absoiute percentage error (MAPE}, and other custom metrics.

101387 Moreover, the error metrics for each candidate model may lake inio
account data quality of ihe underiving data used {o create and test the model.
For example, consider a situation where multiple segmentation workfiows take
place pased on varying aetinition schemes. Tthe muiliple segmentation workliows

may resull in different (though conceptually overlapping) reduced data seais, and

distinct sets of candidale models may be crealed based each reduced data set.
However, a quality metric of the data in each reduced daia set may not be the

same. The quality metric may be lower for reduced dala sels where significant
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data is missing and higher for reduced data seis where more of the relevanti data
is present. Moreover, statistical analysis of each reduced data sel may reveal
nigher of lower confidence intervals for the data in the reduced dala sel.

0131] Thus, the error metrics crealed for each candidaie model may include
contributions not only from analysis against the validation subset, bul aiso
contriputions pased on the guality metrics of the redguced daia sel from which 3
candidate modet was buiit and tesledq.

01321 Consider, as an example, a plurality of candidate models crealed based

on a reduced data sel created for the purpose of predicting ROP. That ig, the
sensor data and context data from a plurality of offset wells, inciuding the aclual
RO experienced in the plurality of offset wells, may be analyzed and correlalions
determined. Segmentation may thus creale the reduced daia sei, ang the
reduced data set may thereafier be split into the training, tesling, and valigation
supsets. One or more candidate models may be trained and lesied, and the
ROP predictions of the candidaie models may be compared against the "actual’
ROP of the validation subset. The vanous error melrics may be determined for
ihe predicted versus actual ROP, ang adjusted based on the guality metnics of the
reduced data sel. In some cases, one or models may be discarded based on the
arror metncs. In other cases, however, the candidate models may be ranked for
future use.

10133] PREDICTIVE ANALYTICS

0134] Returning briefly 1o Figure 1, the next siep in the example methods and

systems is the prediclive analyiics 104 workifiow. 1he pregiclive analylics can be
thought of as having two forms — predicting operational outcomes in advance of
ine driling operation {r.e., during the weallbore planning stages) and prediching

operational outcomes during the drlling operation. 1The aspecis of prediciing

operational outcomes in advance o©of the dnilling operation are effectively
discussed apove. In order {o provide contexi (0 the predicting of operationa
ouicomes dunng the drilling operation, reference i made the example drilling
system of Figure 8.

(0135] — Example operationat environment
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8136 Figure 8 shows a drilling operation in accordance with at least some
embodiments. In particular, Figure 8 shows g driling platiorm 800 eguipped with
a derrick 802 ihat supporis a hoist 804, Dniling in accordance wiln some
embodiments is carried oul by a sining of drili pipes connected together by "ool
joints s as to form a drill string 806. The hoist 804 suspends a top drive 808 that
s used to rofate the drili siring 8006 as the hoist lowers the drili stnng through the
wellhead 810, Connected {0 the lower end of {he drili sinng 806 is a drill bit 812,
The drili bit 812 1s rofated and drilling accomplished by rotaling the dniil sining 800G,

oy use of a downhole "mud” motor (not shown) near the drill bit 812 that tums the
driit bit, or by bolh meihods. Drilling fluid s pumped by mud pump 814 ihrough
flow line 816, stand pipe 8§18, goose neck 820, top drive 808, and down through
the drill string 806 at high pressures and volumes {0 emerge through nozzies or
iels in the drill bit 812, The drilling fluid then travels back up the wellbore via the
annuius 821 formed delween the exienor of the anll stnng 800 and the wellbore

wall 822, through a biowout preventer (not specifically shown}, and info a mud

pit 824 on the surface. On the surface, the drliing Huid is cleaned and then
circuiated again by mud pump 814, The drilling fiuid is used {o cool the drill
oit 812, fo carry cullings from the pase of the borehole {0 the surface, and 1o
calance the hydrostatic pressure in the rock formations.

(1371 In accordance with the various embodiments, the drill string 808 may
comprise various {ools which create sensor daia, such as LWD ool 820 and &
MWL tool 828, The distinction between LWD and MWD is sometimes blurred in
the mndustry, but for purposes of this specification and ciaims, LWL {ools measure
properiies of the surrounding formation {e.q., porosity, permeabiiity}, and MWL
fools measure properties associated with the borehole (e.g., inclination, and
direction). The lpols 820 and 828 may be coupled {0 a telemetry module 830 that
fransmits data {o the surface. In some embodiments, the telemelry moduie 830
sends sensor data 1o the surface electromagnetically. In olher cases, the
telemetry module 830 sends sensor data to the surface by way of elecinical or
oplical conductors embedded in the pipes that make up the drill string 806, In yet
stiti other cases, the telemelry module 830 modulales a resisiance to drilling fiud

flow within the drill string 1o generale pressure puises thal propagate al the speed
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of sound of the driliing fiuid 1o the surface, and where the sensor dala is encodead
in the pressure pulses.

(0138 Still referning to Figure 8, 10 the illustralive case of sensor data encoded
i pressure puises ihal propagate 0 the surface, one or more fransgucers, such
as transducers 832, 834 and/or 8306, convert the pressure signal into slecinical
signals for g signal digitizer 838 {&.g., an analog o digital converier). Additional
surtace-based sensors creating sensor data (£.g9., RPM measuring devices,

drifling pressure measuring devices, mud pit level measuring devices) may aiso

pe present, but are not shown so as not {o further compiicate the figure. The
digitizer 838 supplies a digital form of the many sensor measuremenis {o a
compuier 840 or some other form of a data processing device., Computer 840
operates i accordance with software {(which may be siored on a computer-
readable siorage medium} {0 process and decode the received signals, and o
perform prediction of operational oulcomes based on fhe models crealed as
discussed above.

31387 In accordance with at least some embodiments, at least a portion of the
sensor dafa from the dniling operation is applied (by computer sysiem 840} {o the
one or models and predictions of operalional outcomes are made. The
predicions may assist a drilier in making changes and/or corrections o the
driiling parameters, such as directional changes or changes {o betlter confrol an
operational outcome {(&.g., changes of weight on bit to control ROPY.  in yet still
other exampie embodimenis, the surface compuier 840 may gather sensor dala
and then forward the sensor data (o ancther computler system 842, such as a
computer system at the home office of the ailield services provider, by way of
remote connection. Using the sensor data, the computer system 842 may run the
modeis 1o predict the operational oculcome in the driling operafion, and provide
the predicted operalional outcome {© the drller through the computer system 840,
The communication of data between computer sysiem 840 and computer sysiem
842 may fake any suifabie form, such as over the intemnet, by way of a local or
wide area network, or as Hiustrated over a salsliite 844 link.

131487 The specification now tums o example operational fechnigues in which

ine varicus modeis created above may be used.
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01411 ~ Operational technigues
(01427 Figure 8 shows, in block diagram from, and example system of using
models created in accordance with workflows discussed above. More particular,

Figure ¥ shows an example technique regarding varous modeis in the prediclive

aspects during drifiing. in particular, Figure 9 shows three candidate models 900,
802, and 904, though two or more candidate models may be used. These
candidate models may be created according o the dala analvlics and modesl

buitder 102 workflow discussed above. In some cases, each candidate modsl is

Dased on the same reduced data sel however, in other cases each candidale
modeal may nave peen created based on diffening reduced dala sels. Regardiess

of the precise sHuation regarding creation of ihe candidate models, each

candidate model is communicatively coupied (o the real-ime sensor data 806 and
related context data 908, During driling, each candidate model produces s

predicted operational oulcome, which operagtional ouicome is communicatively

coupied {0 an analysis engine 810, as shown by amrows 912, 814, and 910,
respectively. Further, the analysis engine 810 may have access {0 olther data that
is helptul in evaluating {he outpul of each candidate model, such as the error
metlrics 818 and guality metnces 920 regarding each candidale model as
discussed above,

(01431 Using the predictive oulpuls, and possibly the turther metnics, the
analysis engine i e exampie embodiments selecis one of the candidale
models to be the aclive model for the prediclion of the operational cuicomes. in
pther words, in these example systems the analysis engine 910 performs the
analysis, and acts as a mulliplexer o select one candidate modesl to be the active
modal, and passes the prediction through the analysis engine 8910 {0 be provided
{0 the drller. For example, it candidate model 800 is selecled, the iogical switch
940 may be closed, while logical swilches 942 and 944 may be opened. i is {0 be
undersiood that there need not necessarily be a physicai swileh corresponding 1o
switches 940, 942, and 944, as these funclions are implemenied in software
either by way of the local computer system 840, the remote compuler sysiem

842, or a combination of the compuler systems.
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01447 In some cases, a candidate model IS selecied and promoied o be the

active model for the enlire duration of the driling process. However, in other
sxample embodimenis the candidate model selected may change with fime/depih
of the welibore being drilled. For example, the candidaie model 300 may be
petter at predicting the operational outcomes during certain times of the drilling
process {e.g., durnng driling of the verfical portion), and guring such fimes the
analysis engine may select ihe candidate model 800 {o be the aclive model.
However, candidate model H0Z2 may be Deller al predicliing the operalional
putcome during other times of the drilling process {e.g., during periods of time
when the trajeciory of the borehole I8 changing), and gunng such fimes the
analysis engine may select the candidale model 802 o be the active modsi.
Further stili, candidate model 804 may be betiter al pregicting the operational
cutcome during vet stili other times of the drilling process {e.g., during periods of
time when ariiing trajeciory is subsiantially horizontal}, and during such times the
analysis engine may select the candidale model Y04 i be the active model.

31451 In yet still other cases, the candidate models may be eguivalent from the
sfandpoint of the reduced data set used o train, lesl, and validate, and may all
predicl the same operalional outcome during drlling.  However, he analysis
engine 810 may promote one model {(e.g., candidate model 300) o the aclive
modeal untli such time as one or more error anag/or guality metrics created in real-
time wiln aniling indicale that the error {8 increasing and/or the quality of the
prediction IS decreasing. Simultaneously with the candidate model Y00 being the
active model, anocther model (8.g., candidate model 802} may be taken offline
(i.e., not predicting the operational outcome}, and insiead the offline modsal may
be placed in a training regimen using the real-ime sensor data, fhe relaled
coniext daila, and the acluai operational ouicome of the driling operation
expenenced. Al the point In ime when the emror and/or guality metrics indicate
the example candidate model 80U has surpassed a predetermined ihreshold, the

candidate model 802 may be promoted {0 the aclive modei, and the former aclive

model may be placed back in the workiiow for further training based on the

sensor data and relaled contexd data applicabie 0 the wellbore being drilied.
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81467 Figure 10 shows, in block diagram from, an alternative exampie sysiem
of using models crealed in accordance with workflows discussed above., More
particular, Figure 10 shows allernalive exampie fechniques regarding vanous
modeais in the prediclive aspecis during driling. in parlicular, Figure 10 shows an
aquivalent operational set up o Figure 8 i terms of communicative coupling of
the candidals models, real-time sensor data, and the various error metrics. As

with ceriain operational technigues discussed with respect o Figure 9, in

Figure 10 gunng drifling each candidaie model produces a predicted operational
putcome. Unlike Figure 9 where the predicted operational outcome 8 selecied

mutually exclusively from candidate models, Figure 10 llustrales an operational

philoseophy where the predicted operational oulcome s crealed by combining the
predictive outputs of each candidate model.

(01471 In particular, within the analvsis engine 910 of the exampie system 3
combining logic 1000 may be programmalically implemented. The combining
ogic 950 combines the prediclied operational oulcomes of each candidate moded
9030, 902 and 204 to produce a single predicted operational cutcome 1002, In the
case of predicted operalional oulcomes in the form of real numbers, ihe
combining togic 950 combines in any suilable way, such as averaging, static
weighted averaging based on the error/quality melrics {i.e., along the entire
time/depih range of inlerest}, and/or a dynamic weighted averaging that takes info
account changes in the error/quality melrics for each candidale model a8 8
funclion of ime/depth.

131487 In situations where the operational outcome o be predicled is a future
Boolean event {e.g., fulure siuck pipe event), the predictions of the candidate
models may also be combpinad in a stalic or dynamic weighied fashion 1o ammve at
the Boolean prediction.

(31481 i s noted that the operational fechnigues discussed with respect {o
Figures Y and 10 are not themselves muluailly exclusive. in some Cases groups

of candidate models {(€.g., each respeciive group of candidaie modeis crealed

pased on the respective and distinct reduced data sels) may have their respective

outpuis combined in a fashion as descrbed with the respedct o Figure 10, vel the
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analysis engine may seiect in a muiliplexer fashion among the cutpuis creaied by
respective combining logics 1000,

31507 The end resuit is a predicted operational outcome provided {0 a drilier,
where the driller can fhen make changes a driling parameler based on the
prediction(s).

0151 IMPLEMENTATION CONSIDERATIONS

01521 Figure 11 shows a compuler sysiem 1100, which s ilusirative of 3
computer system upon which any of the varnous embodiments, or portions
thereot, may be practiced. The computer system 1100 may be #liusirative of, for
example, compuler systemn 840 or 842, in particuiar, computer systemn 1100
comprises a processor 1102, and the processor couples {0 a main memory 1104
oy way of a bridge device 1106, Moreover, the processor 1102 may couple to a
long lerm siorage device 1108 {e.g., a hard drive, solid slale gisk, memory stick,
oplical disc) by way of the bridge device 1100, Programs executable by the
processor 1102 may be stored on the siorage device 1108, and accessed when
needed by the processor 1102, The programs stored on the storage device 1108
may comprise programs o implement the various embodiments of the present
specificalion, such as those shown in Figure 1. In some cases, the programs are
copied from the slorage device 1108 to the main memory 1104, and the
programs are executed from the main memory 1104, Thusg, the main memory
1104, ang storage device 1108 shall De considered compuler-readable storage
mediums.

153 Figure 12 shows a method {(some of which may be performed as a
program} in accordance wilh al least some embodiments. In particudar, the

method starts (block 1200} and comprises: gathenng sensor data regarding offset

wells and conlext dafa regarding the offsef wells, and placing the sensor dala ang
context data into a data siore (block 1202} creating a reduced dala sel by
ideniifving a correlation between dala in the data slore and an operalionad
outcome in a driling operation (block 1204}, crealing a model based on fhe
reduced data set (block 1206}); and predicting the operational oulcome based on
the model {block 1208). In some cases, ihe example method may be

immediaiely reslated.
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01541 I is neoted that while theorelically possibie {o perform some or all the
calcuiations, clustering, dala anaiysis, and/or modeling by a human using only

pencit and paper, the ime measurements for human-based performance of such

fasks may range from man-yvears {0 man-decades, ¥ not more.  Thus, ihis
paragraph shall serve as support for any claim limitalion now existing, or later
added, selting forth that the pericd of time o perform any task described herein
iess than the time required o perform the {ask by hand, iess than half the time {©
perform the {ask by hand, and less than one guarter of the time {0 perorm he
task by hand, where "by hand” shall refer {0 performing the work using exclusively
pencit and paper.

3155] From the description provided herein, those skilled in the art are readily
abie t© combine the methods described above i the torm of software witlh
appropriate general purpose or special purpose compuler hardware o create a
computer systern and/or computer supcomponents empodying the invention, o
create a computer system and/or computer subcomponenis for camrving ouf the
method of the invention, and/or (o create a non-transitory compuler-readable
media {1.e., not a carner wave} for storing a software program {0 implement the
method aspects of the invention.

31561 The above discussion is meant to be Hlusirative of the principles and
various embodiments of the present invention. Numerous varations ang
modifications will become apparent (o those skilied in the art once the above
disclosure i3 fully appreciated. i s inlended that the ioliowing claims be
interpreted © embrace all such vanations ang modifications.

(31577 At least some of the dlustrative embodiments are methods including:
gathering sensor data regarding offset weils and context data regarding ine ofiset

wells, and placing ihe sensor dafa and confext data inlo a datla slore; crealing a

reduced dala set by identitving a corraiation between daia in the data store and
an operational oulcome In a dnilling operation; crealing a model based on the
reduced data set; and predicting the operational ouicome based on the model.

(31581 The predicting of the method may further comprise predicting the

operational outcome prior o the dnliing operation.
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31581 The changing of the method may further comprise changing a planned

driiing parameter based on predicling the operational outcome.
(31687 The method may furiher comprise: a method where gathenng further

comprises gathering real-ime sensor dala and context data regarding a weiibore

during the dniling operation of the welibore; and a meihod where predicting
further compnses predicling future vaiues of the operatlional ocutcome during the
driiting operation of the welibore.

H161] The melhod may further comprise changing a drilling parameier
responsive o the future values of the operational ouicome.

(31627 CUreating the reduced dala sel of the melhod may further comprise:
reading a mullidimensional data struciure from at least a porfion of the data store;
identitying the correiation between portions of the sensor data and portions of the
conttext data in the mulidimensional data structure, the correlation predictive of
the operalional outcome, and the correlafion not selecied in advance of the
ideniifying; and segmeniing the multidimensional daia siructure 1o produce the
reduced data set.

(01631 The segmenting of the method may further comprise segmenting by a
machine iearning aigoninm.

3164] The segmenting by a machine igarning algorithm may further comprise
creating a training data set based on the correlation; and training the machine
learning algorntnm using the training dala sel.

3165] The method may further comprise performing data cleansing on the
reduced data set.

(1667 The method may comprise: a method where crealing the model further
comprises crealing a first candidate model and a second candidate model;, and
where predicting the operation parameter furlher comprises: predicling ihe
operational cuicome using the first candidate model, thereby crealing a first
prediclion; predicting the operalional ouicome using the second candidale model,
thereby creating a second prediclion; and selecting between the first prediction

and the secong prediction based on an error indication of each prediction.
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01671 The predicting of the method may further comprise predicting at ieast one
event from the group consisting ofl stuck pipe event, and excess devialion of
driihing direction.

3168] Other iliusirative embodimenis are compuier systems comprising. a
Grocessor, a memaory coupled o the processor, and a display device coupied to
the processor. The memory stores a program that, when executed by the
processor, causes the processor {or gather sensor data regarding offsel wells and
contexi data regarding the offsel wells, and piace the sensor data and contexti
data into a dala store; create a reduced data set by identification of a correlation
between data in the data store and an operational cutcome in a driling operation;
create at least one a model based on the reduced dafa sel, and predict the
operational outcome based on the at least one model.

(31691 In the computer systermn, when the processor predicls, the program
causes the processor {0 predict the operational oulcome prior o the drlling
gperation.

1781 In computer system, the program further causes the processor 10 at least
one seiecied from the group consisting of! change a planned driiing parameter
based on prediching the operational outcome; and change a drilling parameter
during drilling, the change based on pradiction of the operational culcome.

(01711 In the compuler sysiem: whean the processor gathers, the program further
causes the processor 10 gainer real-lime sensor data and conlext data regarding
a welibore during the dniling operalion of ihe wellbore; and when the processor
predicts, the program further causes the processor (o predict fulure values of the
operational cuicome durning the drilling operation of the weilbore,

31727 In the computer system the program turiher causes he processor to

change a dniing parameter responsive 1o the fulure values of the operational

guicome.
181731 In the computer sysiem, when the processor creales the reduced data,

the program causes the processor o) read a muilidimensional data struciure from

at least a porlion of the data store; identily the correlation between portions of the
sensor data ang portions of the contexi data in the mulidimensional data

struciure, the correigtion predictive of the operagtional oulcome, and ihe
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correlation nol selected in advance of the idenlifying; and segment fhe
muitidimensional gata struciure o produce the reducead data sel.
31747 In the compuler system the program further causes the processor {0

periorm data cieansing on the reduced dala sel.

31751 In the computer system, when the processor prediclts, the program
causes the processor o predict the tuture occurrence of at least one event from
the group consisting of. stuck pipe event, and excess deviglion of drilling

direction.
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CLAIMS
¥What is claimed is;
1. A method comprising:

gathernng sensor dafa regarding offset wells and context dala regarding
the offset wells, and placing the sensor data and context data into 3
data siore;

creating a reduced datla set by identitving a correlalion belween data in the
daia siore and an operational ouicome in a drifling operation,

creating a model based on the reduced data set; and

predicting the operalional oculcome based on the modsl,

2. The method of claim 1 wherein predicting turther comprises predicting the

operational outcome prior o the drilling operation.

3. The method of claim 2 further comprising changing a planned driling

parameter based on predicting the operational ouicome.

4, The method of claim 1 further comprising:
wherein gathenng further compnses gathering real-ime sensor data and
context data regarding a welibore during the driling operation of the
wallbore: ang
wherein predicting further comprses prediciing fufure values of ihe
operational cutcome during the drilling operation of the welibore,
3. The method of claim 4 further comprising changing a anling parameter

responsive 1o the fufure vaiues of the operational ouicome.

3 The methog of claim 1 wherein creating the reduced dala setl further
COMprises:
reading a muttidimensional data structure from at least a portion of the

data siore;
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idenfifving the correlafion belween porfions of the sensor data and

portions of the contexi data in the mulidimensional data struciure,

ihe correlafion prediciive of fhe operalional outcome, and ihe

correlation not selected in advance of the identitving; and
segmenting the multidimensional data structure {0 produce the reduced

data set.

7. The meihod of claim © wherein segmeniing further comprises segmenting

oy a machine learning algonihm.

& The meihod of claim 7 wherein segmeniing by the machine leaming
aigorithm further comprises:
crealing a training dala set based on the correlation; and

training the machine learning aigorntnm using the raining dala set.

9. The method of claim 6 further comprising performing data cleansing on the

reduced dala set.

10, The method of claim 1 further comprising:
wherein creating the model further comprises crealing a first candidate
model and a second candidate modasi;
wherein predicling the operation parameler further comprises:
predicting the operational outcome using the first candidate
model, thereby crealing a first prediction;
predicting the operational oulcome using the second
candidate model, ihereby crealing a second
predgiction; and
seleching belween the first prediction and the second
prediction based on an error indication of each

predichon.
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11.  The method of claim 1 wherein predicling further comprises predicting at
least one event from the group consisting of stuck pipe event, and excess

devigtion of drilling direchion.

12. A computer system comprising:
& processor,
a memory coupled to the processor;
a dispiay device coupled o the processor;
wherein the memory storing a program that, when execuled by the
Drocessor, causes the processor o
gather sensor data regarding offsel wells and context data
regarding the offset wells, and place the sensor data
and context data into a data siore:
create a reduced dala sel by identilication of a correlation

between data in the data siore and an operalional

cutcome in a drilling operation;

create at least one a model based on the reduced data set:
and

oredict the operational outcome based on the atl least one

model.

13. The computer sysiem of claim 12 wherein when the processor predicts,
the program causes the processor o predict the operalional cutcome prior {o the

driiling operation.

4.  The compuler system of claim 13 wherein the program turther causes the
processor o at ieast one selecled from the group consisting ol change a planned
drifling parameler based on predicling the operational oulcome; and change &

drilling parameler dunng drilling, fhe change based on prediction of the

operational cuicome.

15. The computer system of claim 12 furiner comprising:
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wherein wnen the processor gathers, the program iurther causes fhe

processor o gather real-ime sensor dala and coniext data
regarding a welibore during the driliing operation of the wellbore;
and

wherein when the processor predicts, the program further causes the

processor o predict future values of the operalional oulcome durning

the driliing operalion of the welibore.

16.  The compuler system of claim 15 wherein the program further causes the

processor o change a drilling parameter responsive to the fulure values of the

operational ocuticome.

17.  The computer sysiem of claim 12 wherein when the processor creates the
reduced data, the program causes the processor {0
read a mullidimensional data structure from at {east a portion of the dala
siore:
identity the correlation between portions of the sensor data and portions of
the confexi data i the mullidimensional dala siructure, ihe
correlation prediclive of the operalional ouicome, and the
correlation not selected in advance of the dentitving; anag

segment the mullidimensional data struciure 10 produce the reduced dals

set.

18. The compuler system of claim 17 wherein the program further causes the

processor {0 perform data cleansing on the reduced data set.

19, The compuier sysiem of claim 12 wherein when the processor predicts,
the program causes the processor {0 predict the fulure occurrence of at least one
event from the group consisiing of. stuck pipe event; and excess devialion of

drifling airection.
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20. A non-transiiory computer-readable medium storing a program ihai, when
executed by processor, causeas the processor {o:
gather sensor data regarding ofiset wells and contexd data regarding he

offset wells, and place the sensor data and context data info a data

store;
create a reduced data set by identification of a correlation petween dala in
the data store and an operational outcome in a drilling operation;
create at leasi one a modesl based on the reduced datia set; ang

predict the operational outcome pased on the at least one modsl.

21.  The non-transiiory computer-readable medium of claim 20 wherein when
the processor predicts, the program causes the processor o predict the

operational outcome prior o the drilling operation.

22.  The non-transilory computer-readable medium of claim 21 wherein the
program further causes the processor (o al least one selecied from the group
consisting of: change a pianned driling parameler based on predicling the
operational oulcome; and change a dnliing parameler dunng driihing, the changse

cased on prediction of the operational ouicome.

23.  The non-transiiory computer-readable medium o claim 20 iurther
COMprising:
wherein when the processor gathers, the program further causes the
processor o gather real-ime sensor dala and coniext data
regarding a welibore during ine driliing operation of the wellbore;
and
wherein when the processor predicts, the program further causes ihe
processor o predict future vailues of the operational oulcome dunng

the drilling operalion of the welibore.
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24.  The non-transiiory compuler-readable medium system of claim 23 whersin
ihe program further causes the processor {0 change a gariliing parameter

responsive 1o the fulure values of the operational ouicome.

25,  The non-transitory computer-readable medium of claim 20 wherein when
the processor creales the reduced data, the program causes the processor o
read a muitidimensional data structure from at least a portion of the dala
store;
identity the correlation between portions of the sensor data and portions of
the contexd data in the mulidimensional data structure, the
correlation  prediclive of the operalional ouicome, and ihe
correlation not selected in advance of the identitying; and
segment the multdimensional data struclure to produce the reduced dals

sef,

26.  The non-transiiory computer-readable medium of claim 25 wherein the
program further causes the processor {o perform daia cleansing on the reduced

data set.

2{.  The non-transifory computer-readable medium of claim 20 wherain when
the processor predicls, the program causes the processor to predict the future

occurrence of at least one event from the group consisting of! siuck pipe event;

and excess devialion of drilling direction.
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