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(57) Abstract: A browser system
(1) is described that can display
spatially arranged information on a
browser (1) movable by a user, for
example a handheld browser such
as a PDA or a mobile telephony unit.
The browser determines its position
and orientation and calculates the
view of the virtnal world based on

3 the position and orientation of the
browser together with the inferred
eye position of the user. The relevant
view is projected onto the screen of
the browser. Subsequent movement
of the browser provides scroll and
zoom control of the spatially arranged
information displayed.
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TITLE: BROWSER SYSTEM AND METHOD OF USING IT
DESCRIPTION
The invention relates to a Dbrowser system for
displaying spatially arranged information, and in
particular to a hand held browser system. The invention

also relates to a method of using the browser system.

BACKGROUND OF THE INVENTION

A wide wvariety of systems suitable for displaying
information from a computer system are known. The most
widely available are the conventional cathode ray tube
displays of a conventional computer monitor. Smaller
computer systems such as laptops and palmtops generally use
liguid crystal displays and a number of other forms of
display are known.

A particular form of display is a head-up display

which is used in virtual reality systems. The intention of

CONFIRMATION COPY
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a virtual reality system 1s to immerse the wearer of the
gystem in a virtual world created in the computer. The
head-up display therefore includes a display in the form of
goggles or a helmet fixed on the head of a user and
displaying an image of a wvirtual world. The virtual world
is a virtual 3-dimensional space with a number of objects
within it which can be geen, viewed and frequently also
manipulated by the virtual reality user.

A development of wvirtual reality i1is so called
augmented reality. Augmented reality combines an experience
of reality with additional computer generated virtual
reality. Applications may include tele-medicine,
architecture, entertainment, repalr and construction.
Augmented reality differs from virtual reality; the former
adds information to the real world whereas the latter is
the simulation of a real or imagined environment which can
be experienced wvisually in 3-dimensions and can provide an
interactive experience.

Existing augmented reality systems almost all employ
either static displays on traditional computer monitors or
projectors or alternatively head mounted virtual-reality
type displays. In general, a camera is used together with
complex image analysis software which matches the image
captured on the camera from the real world with information
contained in the wvirtual world. In general, this requires
determining the position of one or more real reference
objects in the real world in the field of wview of the

camera. Knowledge of the posgition of these reference
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objects with respect to the camera is then used to generate
the virtual world.

There is a development of such augmented reality
systems due to Sony, known as the Navi-Cam system, which
reads bar-code information from the real world and displays
information relating to the bar code as virtual information
on a display. For example, barcodes can be provided on a
library shelf keyed to information about the contents of
that shelf. The browser may be either a conventional
virtual reality display together with a camera or a palmtop
together with a camera. When the camera is directed at the
bar codes in the real world an image of the real world
taken from the camera is combined with data referenced by
the bar code.

There are other augmented reality systems that combine
a small display of information with information captured by
a camera from the real world. See for example Feiner, S
and Shamash, A “Hybrid user interface: Breeding virtually
bigger interfaces for physically small computers”, Proc.
UIST. 1991 ACM. symposium on user interface software and
technology, Hilton Head, November 11 to 13 1991 pages 9 -
17.

Palmtops are widely known small computer systems.
Another project includes tilt sensors in a palmtop. This
can provide one-handed operation of the palmtop. One
application of such a tilt sensor is a game in which the
object is to guide a ball through a maze. The maze and the

ball are displayed on the screen of the palmtop and the
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tilt of the palmtop is used to generate the acceleration
for the ball. This game is known as “Maulg II”, and is
available for download from the Internet.

A number of other display possibilities are known. For
example, “City of News” is an immersive 3-dimensional web
browser which represents a dynamically growing urban
landscape of information. The browser fetches and displays
URLs so as to form virtual skyscrapers and alleys of text
and images through which the user can 'fly'. In such a
system the control is by conventional computer controls,
for example using a mouse.

However, such traditional display systems and methods
all have their disadvantages. Display systems that use a
head-up display for augmented reality are bulky, unsightly
and take time to adjust. Moreover, such systems are
currently very expensive. Conversely, systemsg using
conventional CRT displays are not flexible.

SUMMARY OF THE INVENTION

According to the invention there is provided a method
of displaying to a user portions of a virtual information
gspace having information arranged gpatially in a wvirtual
co-ordinate system, the method comprising:

providing a browser apparatus having a display and a
position detector for determining the position of the
browser apparatus, the browser apparatus being movable by
the wuser to different real space positions including
different positions relative to the user's eye;

determining information characterising the position
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and orientation of the browser apparatus in real space and
an inferred position of the user's eye;

calculating a projected view, from the inferred
position of the user's eye, of the spatially arranged
information in the virtual information space projected
onto the display, depending on the inferred position of
the wuser's eye, the position and orientation of the
display and a relationship between real space and virtual
reality co-ordinate systems; and

displaying on the display of the Dbrowser the
calculated projected wview of the wvirtual information
space;

whereby the displayed wview of the virtual information
space can be changed by moving the browser or changing the
relative position or orientation of the browser and the
inferred posgition of the user's eyes.

The browser apparatus 1is moveable by the user to
change the wview of the wvirtual world; conveniently the
browser apparatus may be hand-held. The apparatus may be
a computer such as a palmtop. In alternative embodiments,
the browser apparatus may have mobile telephone
connectivity and a display.

The method according to the invention alleviates a
limitation of devices, especially low resolution devices,
in viewing large amounts of graphical and textual
information. By moving the display, further information
may be viewed or selected. In other words, movement of

the display may be used to provide a scroll and zoom
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control of the information displayed.

The method of viewing data allows new ways of
exploring and manipulating information. Prior art
approaches assume the screen to be fixed in relation to
the eye - in prior art systems using goggles the screens
are indeed fixed relative to the eye.

By including information relating to eye and browser
apparatus position into the model of the wvirtual reality
and allowing different parts of the wvirtual reality model
to be displayed depending on the relative eye and display
positions, including the orientation of the device, it may
become much easier to view large amounts of data.

The apparatus may have a network connection for
connection to a network. The network connection may be,
for example, Bluetooth, infrared or a mobile telephone
connection. Thus, the apparatus may permit a networked
device with a display screen to become a motion sensitive
device for browsing virtual spaces in relation to a real
physical world.

The data may include a plurality of 2-dimensional
(2D) images arranged in a 3-dimensional (3D) wvirtual
information space; the 2-dimensional i1images may be web
pages. In embodiments, the browser apparatus may be moved
to change the displayed resolution of the 2-dimensional
image.

Alternatively, the virtual information space may be a
virtual 3-dimensional world i1ncluding at 1least one,

preferably many, 3-dimensional objects.
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The method may further comprise the steps of
controlling at least one navigation parameter by the
position and/or orientation of the browser apparatus in
space, and navigating through the virtual world by
updating the position of the browser apparatus in the
virtual world depending on the value of the said at least
one navigation parameter.

The step of navigating through the virtual world may
update the position of the browser apparatus by reading
the wvelocity of the browser apparatus 1in the virtual
world, updating the velocity depending on the value of the
said at least one navigation parameter, updating the
position of the Dbrowser apparatus using the updated
velocity, and storing the updated velocity of the browser
apparatus. In this way the appearance of inertia may be
provided.

The navigation may be abstract, for example for
navigation through a virtual world of web pages.
Alternatively, the navigation parameter may be a direct
simulation of a control. For example, for a driving
simulation the orientation of the browser may determine
the position of the steering wheel in the driving
simulation and the position of the browser in the virtual
world may then be wupdated wusing the position of the
steering wheel and other parameters characterising the
driving simulation.

The eye position may be calculated by making one of a

number of assumptions, not limited to those presented
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here. One possibility for calculating the eye position is
to assume that 1its position is fixed regardless of the
position or orientation of the screen. Alternatively, the
eye may be assumed to be in a fixed position in the frame
of reference of the screen, i.e. a fixed position in front.
of the screen, taking into account the orientation of the
Screen. The position may be taken to be a convenient
measure of arm length in front of the screen, for example
0.3m to 1.0m away from the screen, and located on an axis
perpendicular to the screen and passing through the centre
of the screen.

The browser apparatus may be switchable between each
of the above modes for inferring eye position.

Alternatively or additionally the eye position of the
user may be measured. This may be done, for example, by
fixing a sensor to the head of the user and detecting the
position of the sensor, or by including a camera in the
browser apparatus and measuring the eye position by
recording an image of the user’s head, identifying the
eyes in the image and calculating the user’s eye position
therefrom.

The browser apparatus may include a tilt sensor to
determine the orientation. Moreover, the browser apparatus
may 1include an accelerometer in order to use dead
reckoning to calculate the fine movement of the browser
apparatus. Movement on a large scale may be obtained in a
number of sgystems, for example Global Positioning System

(GPS) .
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The method may also include the step of selecting at
least one object in the wvirtual world, de-coupling the
position of the object from the virtual world, and
updating the position of the selected object not by using
the virtual world model but as a function of the movement
of the browser. This may be done by updating the position
of the selected object or objects by keeping the selected
object oxr objects fixed with respect to the browser
apparatus. Alternatively, the object or objects may be
fixed to be along the line of sight from the eye position
through the browser apparatus. The position along the
line of sight may also be modified, for example by moving
the browser along the line of sight or by using additional
keys or controls on the browser.

In these ways, the selected object or objects may be
moved in virtual space by moving the browser apparatus in
real gpace. This allows rearrangement of objects in the
virtual 3-dimensional world by the user.

The apparatus may also be used to author the wvirtual
world, i.e. to create, delete and modify objects, in a
similar way.

After the object has been moved to the required
position, it may be deselected so that its position is no
longer updated based on the movement of the browser
apparatus. Instead, the object position can be calculated
by the conventional rules determining object positions in
the virtual world.

In another aspect there 1is provided a method of
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displaying to a user portions of a virtual information
space having objects arranged spatially in a wvirtual co-
ordinate system, using a browser apparatus movable by the
user to different positions in real space, the browser
apparatus having a display and a position detector for
determining the position of the browser apparatus, the
method comprising,

displaying an image of the wvirtual world including at
least one object on the browser apparatus,

selecting an object in the virtual world, and

moving the Dbrowser apparatus to move the selected
object in the virtual world.

In this way, a convenient and intuitive approach to
moving virtual objects can be provided in a handheld
system. The system may be a palmtop, PDA or mobile
telephone with a display.

In another aspect, the invention relates to a browser
apparatus for displaying to a user portions of a virtual
information space having information arranged spatially in
a virtual <co-ordinate system, wherein the browser
apparatus is movable by the user to different positions in
real space and different positions relative to the eye.
The browser apparatus comprises a display, a memory, and a
position detector for determining the position of the
browser apparatus. The memory containg stored code for:

determining the position of the browser apparatus in
real space;

determining the relationship between an inferred eye
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position in real space, the browser apparatus position in
real space and the virtual co-ordinate system;

calculating a projected view. from the inferred
position of the wuser's eye, of the sgpatially arranged
information in the virtual information space onto the
display wusing the inferred eye position, the browser
position and/or orientation and a relationship between the
real and virtual co-ordinate systems, and

digplaying on the display of the browser the
calculated portion of the virtual information space.

The browser apparatus may further comprise a
transmitter and a receiver for remotely connecting the
browser apparatus to a network. The browser apparatus may
additionally include a decompression unit for
decompressing compressed data received from the network by
the receiver, and/or a rendering engine for rendering
image data so as to permit so called thin-client
rendering.

In another aspect, the invention relates to a network
system, comprising a browser apparatus as described above
with a transmitter and receiver for networking the browser
apparatus, 1linked to a sexrver network having a store
containing data about the virtual world, and a transmitter
and receiver for transmitting information between the
browser apparatus and the server. The server network may
include a filter for selecting information relating to
part of the wvirtual world and transmitting it to the

browser.
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BRIEF DESCRIPTION OF THE DRAWINGS

Specific embodiments of the inventiog will now be
described, purely by way of example, with reference to the
accompanying drawings in which:

Figure 1 shows a palmtop computer in accordance with
the invention,

Figure 2 shows a Dblock diagram of the palmtop
computer,

Figure 3 is a flow chart illustrating use of the
browser apparatus,

Figure 4 illustrates the co-ordinate systems,

Figure 5 is a flow chart of the projection method,

Figure 6 is a block diagram illustrating the component
processeg carried out in the browser, and

Figure 7 illustrates a virtual world and a projection
screen.

SPECIFIC DESCRIPTION - BEST MODE

Referring to Figure 1, a browser apparatus in the form
of a palmtop computer 1 has a body 6 supporting a ligquid
crystal display screen 3 on its upper surface. The palmtop
1 may be controlled using a stylus 5 which éan be used to
input data and instructions by writing on the display
screen 3 which may be touch sensitive, as is known. A
selection button 25 is provided, which can be used to
select objects.

Figure 2 shows a block diagram of the palmtop and base
station.

An accelerometer 7 and a tilt sensor 9 are installed
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into the palmtop. The palmtop also contains a camera 11
which can capture images of the surroundings of the palmtop
and a transceiver 13 for communicating with a base station
15, in turn connected to a server 17.

The palmtop contains a CPU 19, a graphics processor 21
capable of carrying out 3 dimensional graphic calculations
and a memory 23. The palmtop is a conventional palmtop
fitted with a transceiver for remotely connecting to a
network; both such components are known and will not be
further described.

The palmtop exists in the real, three-dimensional
world. However, the palmtop 1s used to display information
about a virtual information space, namely a set of visually
displayable data that is spatially arranged. As will be
discussed later, the data may relate to objects in the real
world or may relate to a totally imaginary world,
containing imaginary objects. The properties of objects in
the imaginary, virtual world are limited only by the need
to calculate the properties of the objects. Thus, the
objects can be calculated to move in ways that correspond
to the physical laws in the real world using physics
modelling systems, or they may be more abstract.

Figure 3 is a block diagram illustrating the use of
the browser apparatus.

In the first step 31, information about the position
and orientation of the palmtop 1 is obtained from the tilt
sensor and accelerometer. The accelerometer is a small

commercially available accelerometer, a One Analog Devices™
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ADXL202. The accelerometer outputs acceleration information
which is twice integrated to obtain position information.
The calculated wvelocity is damped to zero with a time
constant of several seconds to avoid errors in the velocity
accumulating.

The unit is switchable between three modes; it is
determined in step 33 which mode is currently selected. The
modes relate to how the eye position is determined in the
next step 35.

In a first mode, the camera 11 takes a picture (image)
of the space in front of the palmtop. The recorded image
is then analysed to locate the users eyes. Then, from the
distance between the eyes and their position in the image,
the location of the user’s eyes is determined.

In a second mode, the position of’ the eyes 1is
inferred. The position is determined by calculating a
position 1 metre or other suitable representation of a
fixed arm distance, for example in the range 0.2m to 1.2m
directly in front of the centre of the screen.

In a third mode, the eye is initially assumed to be in
a fixed position in relation to the screen. Thereafter,
the eye is assumed to remain fixed in space.

The user may freely select between first, second and
third modes as convenient. If the first mode becomes
unavailable or fails to determine the eye position, the
user may be presented with a choice between the second and
third modes only.

In step 35 (Fig.3) the wvirtual information space is
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projected onto the display screen. To do thig, 1t is
necessary to assume or calculate the relationship between
real and virtual co-ordinate systems, the eye position and
the browser display. From these pieces of information, it
is possible to calculate the wview of the virtual
information space that would be viewed through the display
from the eye position, i.e. using the browser display as a
movable window onto the wvirtual world. The projection of
the virtual world onto the display uses as the projection
point the wvirtual eye (camera) position. A straight line
is drawn from each virtual world position to the eye
position and those points that have such projection lines
passing through the display are projected onto the position
where the line passes through the display. Of course, such
points will only be seen on the display if they are mnot
obscured by objects closer to the display.

Figure 4 dillustrates the wvirtual camera, virtual
screen and virtual origin together with the real world
screen, eye and origin. The transformation between virtual
and real co-ordinate systems are homogenous co-ordinate

transforms. Mathematically,

es” =cv(s'v),
where e 1s the eye position as a function of time, s the
screen position, s' the virtual screen posgition, v the

virtual origin with respect to the world and c¢ the virtual
camera position. All are functions of time, in general.

At each time the relationship between the real and
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virtual co-ordinate systems are stored in a memory. This
information is wupdated as necessary, depending on the
application. For example, when the virtual world provides
information about the real world it is convenient to use a
single fixed mapping between real and virtual worlds - one
real world location always corresponds to the same virtual
world location. In contrast, for a game application it
will be necessary to alter the relationship depending on
the position of the viewer in the virtual game world.

The co-ordinate system in the virtual world is
conventional in 3D graphics systems. Each object location
or direction is given by a 4-vector {x,vy,z,w}. The first
three co-ordinates are the conventional position co-
ordinates and w is either 0 or 1. When the 4-vector is a
position <vector w is 1, whereas when the 4-vector
represents a direction not tied in space to a position w is
0. The position of objects in the virtual world may be
defined by a plurality of 4-vectors ({x,v,z,1} giving the
positions of vertices or control points of an object.

Figure 5 illustrates the projection method of the
projection step 37. The calculations may be performed
either in real or virtual co-ordinates using the stored
relationship therebetween to convert one to the other.

After the eye position is inferred or measured in the
real co-ordinate system as described above and the screen
position determined from the measurements of screen
position, the next step is to calculate the eye position in

the virtual co-ordinate gystem (the virtual camera in Fig.
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4) and the screen position in the wvirtual co-ordinate
system. This is determined from a knowledge of the mapping

between real and virtual worlds which will depend on the

application.
Then the positions of objects in the virtual world are
projected onto the screen. This 1is done by projecting

individual 4-vectors of position to produce a "projective
point" {x,y,z,w} which is used for subsequent processing in
a graphics pipeline in a conventional way. This projective
point is used in subsequent parts of the graphics pipeline
for wviewport «culling, hidden object test, etc, as is
conventional for such graphics pipelines.

The projection step is a simple geometric projection
step that displays on the screen objects that would be seen
from the eye position. However, for computational
efficiency and to use existing 3D hardware and software,
the projection is in fact carried out in quite a complex
manner. It ghould not however be forgotten that all the
projection step is doing is carrying out a simple geometric
projection.

The co-ordinates are transformed so that the eye is at
the origin and the screen is at a unit distance along the =z
axis. This transform may be carried out by multiplying the
4-vectors of position by a matrix T. Let (ex,ey,ez) be the
eye position, (sxx,sxy, sxz) the x direction of the screen,
(syx, syy, syz) the y direction of the and (gx, qv, gz) the
centre of the screen. Thus the s co-ordinates give the

orientation of the screen. Then, the matrix T is given by
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T. (ex, ey, ez, 1) = (0, 0, 0, 1)
T.(gx, ay, gz, 1) = (0, 0, 1, 1)
T. (sxx, sxy, sxz, 0) = (1, 0, 0, 0)
T. (syx, syy, syz, 0) = (0, 1, 0, 0)

This set of equations can be inverted to find the 16
components of T, either algebraically or numerically,
although given the special nature of the matrix problem
(all the 1s and 0s), algebraically is best.

If all that were required was to generate the screen
position it would now be a simple matter to calculate the
point on a screen corresponding to the object. By
inspection of Figure 5, a point at (sx',sy',sz') after
transformation by the matrix T would be projected onto a
screen at (sx'/sz',sy'/sz').

However, in practice the disgplay will be carried out
by a conventional graphics pipeline. In this case the
preparation of the object 4-vectors of position for feeding
to the graphics pipeline can be thought of as taking place
in two steps. Firstly the co-ordinates are transformed by
the matrix T as above so that the eye position is at the
origin and a screen posgition passes through (0,0,1) in the
yz plane. Then, a further transformation U is carried out
to calculate 4-vectors in a conventional form taking into
account perspective; This conventional form is required as
the input to conventional graphics  pipelines. For
completeness, the calculation of the 4-vectors of position
in this format will now be presented.

U transforms x and y co-ordinates so that points at



WO 01/88679 PCT/GB01/02066

19

the edge of the viewing window move to the edges of a unit
square. It also transforms the z and w co-ordinates so
that the w co-ordinate is used in the perspective division
process which leaves the z co-ordinate free to take a value
5 between 0 and 1 for hidden surface removal and z-buffering.

The projection matrix U is given by

b 0 0 O 1 0 0 O
u 0O R 0 O _ 01 0 0
0 0n f 0 0 —-n f
0 01 1 00 n f
/b 0 0 0
0 1/h O 0
=U= 0 0 f+n  2fn
f-n n-f
0 0 1 0

Here n 1is the distance to the near focal point, scaled
by the distance from the user’s eye to the screen and f is
10 the distance to the far focal point, similarly calculated.

b and h are the width (breadth) and height of the screen.
For convenience, multiplication by the matrix T
followed by the matrix U may be implemented in a single
step as multiplication by the matrix UT. The 4-vectors
15 giving positions of objects are pre-multiplied by UT to
transform to co-ordinates for input to a graphics pipeline.
The remaining graphics processing step may be carried out
in a conventional 3D rendering system with or without
hardware support. The result is a signal capable of

20 driving the display 3.

In step 37 (Fig. 3) the signal drives the display to

display the projected image of the virtual world.
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Figure 6 illustrates  schematically the wvarious
component processes of the method and where they take
place. The dotted line represents the steps that take
place in the browser 1. 1In step 61, the user inputs mode
data which 1s passed to the viewing mode interface 63.
Information 65 to calculate the posgition and orientation of
the browser is fed into the viewing mode interface together
with information 67 characterising the user's eye position.

The viewing mode interface process then passes
information to the calculation process 69 that calculates
the projection matrix P and passes the matrix P in turn to
the graphics process 71.

The user control process 61 also passes information to
the settings process 73. This transmits settings to the
server. Information regarding the position, orientation
and eye posgition is likewise transmitted to the server from
the viewing mode interface 63.

In the server process 75, which takes place in the
server 17, data relating to the virtual world is retrieved
and filtered to extract information relevant to the current
browser position. This information is then transmitted
back to the browser where it is fed into an internal object
database 77 containing information regarding the vertices
of the objects, their texture and other information such as
lighting as required. The information from the database is
then fed through the graphics process 71 where the screen
image 1s calculated and fed 79 to the screen of the

browser.
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As can be seen graphics rendering takes place in the
browser apparatus. However, the information about the 3-
dimensional world is stored on the server 17 and sent
through base station 15 and transceiver 13 to the palmtop
1.

Notable features present in the device illustrated in
Figure 6 include the 3 dimensional rendering process, part
of the graphics process 71. There is a graphics pipeline
to perform projection and model transformations on
vertices. Clipping, viewport culling, hidden line removal,
fragment formation and pixelization may be provided in the
pipeline. Texturing, operations on fragments and text
rendering would ideally be present, too, with the attendant
bitmap memory requirements. Much of this is possible in
hardware using 3-dimensional (3D) graphics cards.

The invention 1s not limited to the above specific
example.

Viewing of a wvirtual world has hitherto been limited
to two modes of viewing; immersion using stereoscopic
glasses (e.g. Virtuality) and projection onto a static
computer screen (e.g. Quake). The former requires
extremely high resolution graphics with fast refresh rates
and the concomitant bulky, expensive hardware. Complete
immersion can also be disorienting although using a
partially transparent, head-up-display type display may
alleviate this when appropriate. Projection onto a static
screen reduces the i1llusion of 3D immersion, so such

systems are often referred to as "2.5D"., The interface to
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navigate this 2.5D world is usually complicated and non-
intuitive. For example, in the well known computer game
"Quake" a large number of key-strokes and wmouse-key
combinations are needed to control the game character -
this requires significant effort and commitment from the
user to learn the strokes.

Devices according to the invention offer a new way to
view a virtual world: the screen may become a window onto
the world (or a magnifying glass) with the position and
orientation of the screen moved by hand, independently of
the browser apparatus’'s eye position, unlike stereoscopic
glasses, and the contents of the virtual world as seen by
the user projected onto the screen according to user’s eye
position and the screen position and orientation. Since
the field of wview is much smaller than a total immersion
(Virtual reality) headset the graphical requirements are
not so severe while the analogue, i1intuitive intexrface
provided by movement of the viewing screen gives a very
good feeling of there being a full, 3 dimensional world
around the browser apparatus.

Viewing a virtual world on a small, hand-held device
such as an organiser or mobile phone offers up huge
possibilities. Firstly, the projective, magnifying
possibilities give a way easily to view and navigate web
content on a small screen. Secondly, a complete cyberspace
may be set up with geographically relevant content.
Exhibition halls may provide directions or even guiding

avatars in this cyberspace. People may leave each other
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messages; cyber-graffiti only viewable by those you intend
to view it, or the whole world if you are more artistically
minded. The device not only offers passive viewing of a
virtual world but also manipulation of that world, a world
that becomes even richer if physically simulated. And most
obvicusly, games can be played in the cyberspace.

The multi-dimensional information space for display on
the browser apparatus can be a virtual world containing
objects, such as a virtual world used in playing a game.
The objects may represent fixed elements of the wvirtual
world, such as walls, floors or the like. Other objects
can represent movable objects such as balls, creatures,
furniture, or indeed any object at all that the designer of
the virtual world wishes to include.

Alternatively, the information space can be a more
abstract wvirtual space with a number of information
containing objects spatially arranged. The information
containing objects may be web pages, database pages or the
like, or more abstractly arranged information such as a
network diagram of a networked computer system, telephone
network or similar. Indeed, the browser apparatus may be
able to display any spatially arranged information. It is
not even necessary that the information is arranged three
dimensionally; a four, five or even higher dimensional
space may be provided though a three-dimensional
information space may be much easier to intuitively
navigate through.

The position of the browser apparatus may be detected
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using any of a number of methods. Accordingly, the
position detector may include, merely by way of example, an
accelerometer. The  acceleration may be numerically
integrated once over time to form velocity information and
again to form position integration; such integration may be
carried out using simple numerical information. Such an
approach amounts to dead reckoning.

Over extended periods of time the position and
velocity information may suffer from systematic drift, i.e.
increases or decreases from the expected value, for example
because of inaccuracies in the integration. This may be
corrected by subtracting a reference velocity or reference
acceleration, determined for example from an average
velocity and acceleration over an extended period. It may
also be possible to make assumptions about typical usage to
allow drift correction, for example by damping the velocity
to zero with a time constant longer than the time for a
typical gesture.

Alternative position detection methods include using
camera or ultrasound systems, for example by triangulating
based on fixed reference points. Bluetooth, a local
communications system, might also be used by triangulating
the position of the browser based on the distance to three
transmitters arranged at fixed positions.

Coarse position information may be obtained by GPS,
radio triangulation or simulation, all of which are known.

The skilled person will appreciate that there are many

other ways of measuring or estimating the position of the
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The orientation of the browser apparatus with respect
to the real world may be obtained using the same techniques
as finding the position of the browser apparatus, for
example by finding the position of three different £fixed,
known points with respect to the browser apparatus.
Alternatively, the orientation may be measured in the
browser apparatus, for example by providing a tilt sensor
in the browser apparatus.

In situations where position information is
intermittent and noisy from external sources (e.g. GPS,
Blue Tooth), the palmtop must be able to intelligently
calculate 1its current position and orientation by using
onboard inertial sensors and attitude sensors. It may
however be possible to use just external sources, depending
on the application. It may be useful to combine the large-
scale information from external sources and the small-scale
information from sensors.

Eye position may also be obtained in a number of ways.

One approach is to infer the eye position based on one of
a number of assumptions. One assumption is that the eye
position ig static in the real-world reference frame, which
may be an accurate assumption i1f the user is seated. The
device can then be tilted and moved relative to the users
head to show different information. A second assumption is
that the user's head is static in the frame of reference of
the mobile device, 1.e. always at tﬁe same position in

front of the screen even as the screen is tilted.
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The browser apparatus may be fixed in either of the
above modes or it may be switchable between them.

Alternatively or additionally the positions of the
user's eyes may be measured. For example, the user may
wear a small transmitter on his head and the direction of
the transmitter from the browser apparatus determined.
Alternatively, the browser apparatus may include a camera
and the camera may record an image of the user, the eyes or
other portion or whole of the head of the user determined
by image processing and the location of the eyes thus
determined.

The images in the virtual information space may
contain text; an example of such images is web pages. This
creates difficulties because the resolution of the text is
essentially continuously variable. A text rendering scheme
to produce such text is accordingly required; one example
of an existing scheme is the TexFont package.

To facilitate the wviewing of text and images, the
plane of the image may be fixed relative to the device so
that it is face on, whilst the distance from the device may
be wvaried by moving the device thus achieving intuitive
magnification.

To calculate the portion of the information space that
is to be displayed on the browser apparatus a mapping
between the virtual information space and the real world is
required.

Depending on the application the mapping may be a

constant with the scale and origins of real and virtual
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world co-ordinate gystems fixed with respect to one
another, i.e. y=0, c=e and s'=s. Such an approach may be

appropriate where the wvirtual world provides information
about elements of the real world and accordingly needs to
remain in register with it.

Alternatively, the scale of real and virtual worlds
may remain constant but the orientation and the point in
the real world corresponding to the origin of the wvirtual
world ﬁay vary (v no longer fixed). Such an application
may be suitable in games applications.

A further possibility is that the scale 1is also
changeable, perhaps under user control. Such an approach
may be particularly suitable for navigating through
arbitrary information spaces that are not in the form of a
virtual world.

In prior art head mounted systems the eye was
effectively fixed relative to the gystem, whereas 1in a
monitor based system the monitor is effectively fixed in
the position 1in real space. In the inventicn, these
constraints may be relaxed.

In any event, once the mapping between the real world
and the virtual information space ig known the view from
the eye ©position on the browser apparatus may be
calculated. The information used is the position of the
user's eye, the position and orientation of the display on
the browser apparatus and information about the wvirtual

information space.
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The projection of the wvirtual world onto a screen may
be carried out in a number of ways, for example by
calculation in the CPU of a browser apparatus or in a
specific graphics processor.

This projection approach is well suited to 3D graphics
pipelines; dedicated hardware is accordingly available for
carrying out the projection. This is highly convenient for
implementing a browser apparatus according to the invention
in a cost-effective way.

A 3D graphics pipeline performs calculations to take
3D geometric data and draw on a 2D screen the result of
viewing objects, also known as primitives, from a certain
viewpoint. Figure 7 illustrates the viewpoint, screen and
primitives. Of course, in prior art approaches the use of
the projection did not take into account the actual eye
position of the user; rather the viewpoint was a virtual
viewpoint existing in the virtual world, and the screen
simply a window on the wvirtual world seen from the wvirtual
viewpoint.

The calculations transforms objects according to a
reference frame hierarchy, lights the primitives according
to their surface properties and wvirtual lights, projects
the points from the space onto the plane, culls invisible
objects outsgide the fields of view, removes hidden
surfacesg, and textures the polygons.

Traditional graphics pipelines have a projection stage
and 3D graphics cards have hardware to perform the

projection efficiently, so it is beneficial to put this
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part, if not all, of the graphics pipeline into the browser
device to avoid overloading the CPU with floating point
divisions.

Finally, the information contained in the virtual

5 world as calculated by the projection step is simply
displayed on the screen 3.

It is possible to implement selecting and moving an
object on the 2D screen by using a cursor on the screen.
The objects may be manipulated such that movement of the

10 screen moves the picked object.

If the 3D information space 1s a large one then a
handheld browser apparatus may not be able to hold all the
information about the space. An appropriate solution is a
networked architecture where some information is delivered

15 to the browser apparatus, for example through the mobile
telephone network. The browser apparatus may accordingly
include a mobile telephone transceiver for connecting to
the mobile telephone network. Other possibilities to
connect the browser apparatus to a base station include

20 infra-red ports, wire, radio or the like.

In order to achieve fast updates of computer generated
3D images, conventional 3D systems use many algorithmic
techniques for filtering out extraneous information that
will not effect the final image. These methods use

25 information about the current position and orientation.
Only the required information is paged into memory.

Such systems are also suitable for incorporation into

the Dbrowser apparatus. The camera position may be
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predicted ahead of time from the current position and
motion. This allows faster display of three dimensional
information because it allows faster updates. The simplest
approach is to use dead-reckoning to predict the camera
position and display position for the next display updates.
High latency data paths, such as loading large datasets
from disks or across a network, can then be started before
they are required by the display system.

The database in the server 17 may accordingly perform
efficient, large scale geographical culling of information
in the wvirtual space to minimise the bandwidth required
between database and handheld device.

The palmtop may manage the information passed to it by
the cyber-database intelligently, storing any texture and
polygonal information likely to be needed again soon.

Embodiments of the new system provide advantages over
prior art approaches.

The prior art approach to games playing on a static
system gave a limited view of a virtual world, especially
on small, low resolution handheld devices. In contrast,
embodiments of the invention permit the user to interact
with a number of game components by moving the display, and
to explore a wider viewpoint by moving the display.

When viewing virtual web pages using a head up
display, prior art systems have required additional
equipment such as a data glove to manipulate the page. In
contrast embodiments of the invention provide a movable

screen very useful to explore particular areas of the web
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page.

Prior augmented reality systems using head wmounted
displays have the limitation that the wvirtual and real
worlds remain congruent. However, embodiments of the
invention permit additional linear or angular motion on the
virtual display following a path through the wvirtual
environment.

On a small screen it 1is difficult to read and
appreciate a typical World Wide Web page using traditional
techniques. In traditional methods, the web page is
rendered in relation to the actual display screen. If the
web page i1s larger than the display the user can wuse
“scroll bars” to move the view onto a different section of
the web page. This method of interaction is not
appropriate for small handheld screens because the screen
resolution is much smaller than the web page. However, by
treating the web page as a flat object within 3D space it
is possible to see the web page in its entirety at low
resolution or focus in on an area of interest to enlarge
small text and graphics. For legibility, it is useful to
maintain alignment between the web page and the plane of
the virtual screen as previously described.

Using the invention presented here it is possible to
explore the web page by physically moving the display. As
we have previously discussed, the measurement of the
motion affects the spatial relationships between the
virtual camera, the screen and the virtual object. Using

the viewing modes previously described, by moving the
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handheld screen closer or further away, it is possible to
see either the web page in its entirety or focus in on a
specific area of graphic or textual information.

Hyperlinks may Dbe selected wusing the picking
procedure described above, i.e. a line-of-sight selection.

A 3D object may be loaded into the wvirtual scene. By
moving the handheld device and moving his own viewpoint,
the entirety of the object can be explored as if it were
fixed in real space. If the object is large, it may be
manipulated itself, without the user having to move around
it, and with additional scaling operations, if needed.

Since wvirtual objects may be manipulated using the
system, it 1s possible to composite a scene consisting of
more than one object. Typical authoring functions such as
changing positions, scale, applying surface colours,
textures and features, modifying shapes, creating and
destroying shapes may be presented as selectable icons
within the virtual space or as part of a more traditional
2D interface overlaid onto the 3D world.

The invention has now been described in detail for
purposes of clarity of understanding. However, it will be
appreciated that certain changes and modifications may be
made. Thus, the scope and content of the invention should
be determined in the light of the claims set forth below
as well as the full range of equivalents to which those

claims are entitled.
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CLAIMS
1. A method of displaying to a user portions of a
virtual information space having information arranged
spatially in a wvirtual co-ordinate system, the method
comprising

providing a browser apparatus having a display and a
position detector for determining the position of the
browser apparatus, the browser apparatus being movable by
the wuser to different real space positions including
different positions relative to a real or implied position
of a user's eye,

determining information characterising at 1least one
of the position and orientation of the browser apparatus
in real space,

projecting the wvirtual information space onto the
display using at least one of the inferred eye position,
the browser position and orientation and a relationship
between the real and virtual co-ordinate systems, and

displaying on the display of the Dbrowser the
calculated portion of the virtual information space.
2. A method according to claim 1 wherein the wvirtual
information space includes a plurality of 2-dimentional
images arranged in a 3-dimensional space.
3. A method according to c¢laim 2 wherein the 2-
dimensional images are web pages.
4. A method according to claim 2 wherein the browser
apparatus is moved to change the displayed resolution of

the 2-dimensional image.
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5. A method according to claim 1 wherein the wvirtual
information space is a virtual 3-dimensional world
including at least one 3-dimensional object.
6. A method according to claim 5 further comprising the
steps of

selecting at least one object, and

updating the position of the selected at least one
object by determining the position of the browser
apparatus and keeping the position of the selected at
least one object in a predetermined functional
relationship to the position of the browser apparatus so
that the object can be moved in the wvirtual world by
moving the browser apparatus.
7. A method according to claim 6 further including the
step of deselecting the object to cease updating the
position of the object based on the movement of the
browser apparatus.
8. A method according to claim 1 in which the eye
position is inferred to be at a fixed distance in front of
the centre of the screen along an axis perpendicular to
the screen.
9. A method according to claim 1 in which the eye
position is inferred to be fixed.
10. A method according to claim 1 including the step of
switching between

a first mode in which the eye position is inferred to
be at a fixed distance in front of the centre of the

screen along an axis perpendicular to the screen, and



WO 01/88679 PCT/GB01/02066

10

15

20

25

35

a second mode in which the eye position is inferred
to be at a fixed position.
11. A method according to claim 1 including the step of
measuring the eye position.
12. A method according to claim 11 wherein the browser
apparatus includes a camera and the step of measuring the
eye position includes

recording an image of the user’s head on the camera,

identifying the user’s eyes in the image, and

calculating the user’s eye position.
13. A method according to claim 1 wherein the browser
apparatus includes an accelerometer, and the step of
determining the position of the browser apparatus uses, at
least in part, dead reckoning based on the output of the
accelerometer over time.
14. A method according to claim 5 wherein the objects
relate to real world objects, the wvirtual information
gsystem providing additional information about the real
world objects.
15. A method according to claim 5 wherein the wvirtual
world is independent of the real world.
16. A method according to claim 1 further comprising the
steps of

controlling at least one navigation parameter by the
position and/or orientation of the browser apparatus in
space, and

navigating through the virtual world by updating the

position of the browser apparatus in the wvirtual world
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depending on the value of the said at least one navigation
parameter.
17. A method according to claim 16 wherein the step of
navigating through the virtual world updates the position
of the browser apparatus by

reading the wvelocity of the browser apparatus in the
virtual world,

updating the velocity depending on the wvalue of the
said at least one navigation parameter,

updating the position of the browser apparatus using
the updated velocity, and

storing the updated velocity of the browser
apparatus.
18. A method according to claim 5 further comprising the
step of adding content to the wvirtual world under the
control of the browser apparatus.
19. A method according to claim 1 including the step of
obtaining information about at least part of the wvirtual
information space from a remote server.
20. A method of displaying to a wuser portions of a
virtual information space having cbjects arranged
spatially in a virtual co-ordinate system, using a browser
apparatus movable by the user to different positions in
real space, the browser apparatus having a display and a
position detector for determining the position of the
browser apparatus, the method comprising

displaying an image of the wvirtual world including at

least one object on the browser apparatus,
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selecting an object in the virtual world, and

moving the browser apparatus to move or change the
selected object in the virtual world.
21. A browser apparatus for displaying to a user portions
of a virtual information space having information arranged
spatially in a virtual co-ordinate system, comprising

a display,

a memory,

a position detector for determining the position of
the browser apparatus,

code stored in the memory for determining the
position of the browser apparatus in real space,

code stored in the memory for determining the
relationship between an inferred eye position in real
space, the browser apparatus ©pogition in real space and
the virtual co-ordinate system,

code stored 1in the memory for projecting virtual
information sgpace onto the display using the inferred eye
position and the browser position, and

code for displaying on the display of the browser the
calculated portion of the virtual information space,

wherein the browser apparatus is movable by the user
to different positions in <real space and different
positions relative to the eye.
22. A Dbrowser apparatus according to c¢laim 21 further
comprising

a transmitter and a receiver for remotely connecting

the browser apparatus to a network.
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23. A browser apparatus according to claim 22 further
compriging a decompression unit for decompressing
compressed data received from the network by the receiver.
24. A browser apparatus according to claim 21 further
comprising a rendering engine for rendering image data.
25. A network system, comprising

a browser apparatus movable by a user to different
positions in real space and different positions relative
to the user's eye, the browser apparatus having

a display,

a memory,

a position detector for determining the position of
the browser apparatus,

a transmitter and receiver for networking the browser
apparatus,

code stored in the memory for determining the
position of the browser apparatus in real space,

code stored in the memory for determining the
relationship between an inferred eye position in real
space, the browser apparatus position in real space and
the virtual co-ordinate system,

code stored in the memory for projecting wvirtual
information space onto the display using the inferred eye
position and the browser position, and

code for displaying on the display of the browser the
calculated portion of the virtual information space;

the network system further comprising

a server network having a store containing data about
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the virtual world, and a transmitter and receiver for
transmitting information between the browser apparatus and
the server.
26. A network gsystem according to claim 25, wherein the
server network further comprises a filter in the server
for selecting information relating to part of the wvirtual
world and transmitting it to the browser.
27. A method of displaying on a browser apparatus movable
by a user, portions of a virtual information space having
information arranged spatially in a virtual co-ordinate
system, the method comprising,

determining the position and orientation of the
browser apparatus,

inferring the position of the user's eye, and

displaying on the display a projected view, from the
inferred position of the wusexr's eye, of the gpatially

arranged information in the virtual information space.



WO 01/88679 PCT/GB01/02066

1/4

\
T~ CPU GRAPHICS |21
| mEmoRy 2
13—~

§ Fig.2

15~ 1]

SUBSTITUTE SHEET (RULE 26)



WO 01/88679

2/4

PCT/GB01/02066

DETERMINE
1~ posiTioN AND |—> DEFERMINE -3
ORIENTATION +
CALCULATE VIEW |35
OF VIRTUAL INFORMATION
SPACE SEEN FROM EYE
POSITION THROUGH DISPLAY
Fig.3 *
pispLAY |31
VIEW
A A
O §'(t) $v(t)
OG> q
/\ )

VIRTUAL VIRTUAL VIRTUAL
CAMERA SCREEN ORIGIN
:!;e(t) IE : s(t) !

EYE SCREEN ORIGIN
Fig.4

SUBSTITUTE SHEET (RULE 26)



WO 01/88679 PCT/GB01/02066

3/4
A
EYE POSITION
G\\‘\
\\\\\\\\\\ SCREEN
/ \\\\\\ 7
s+
GRAPHICAL
POINT
Tl
A SCREEN
d h, SCREEN TRANSEORMED
g T sy
PROJECTED|
POINT __—{=--
—————— (px,py,pz)
EVEPOSITION| " | »
| I —
OF THE SCREEN) FAEuFl?ﬁAL
Ul + DIVISION BY w
A
y
SCREEN
T POINT
._I_.
FAR FOCAL
POINT
l >
-] 1 z
i) Fig.5

SUBSTITUTE SHEET (RULE 26)



WO 01/88679 PCT/GB01/02066

DATABASE: VERTEX
o TexuRe. 7
CACHE, CULLING

4/4
B5~| INFORMATIONTO | HANDHELD DEVICE |
HANDHELD POSITION i VIEWING '
AND ORIENTATION \ wooe. 89 !
! INTERFACE :
1 |
b tv et L-="Y| [ MODE :
T ] fi P
1 ! y I
\___ USERPOSITION ! T POSITION i
I )
1 61~ yseR conTRoLs 6y |
I 1
POSITION, ! ( f
ORIENTATION, EYE . [£] !
POSITION ! ( cn&gg}é\g%ur |
|
! | INTERNAL SETTINGS, E.G. :
15 | | EFFECTIVE RADIUS, AND MATRIX !
\ SETTINGS AND E HARDWARE CAPABILITIES !
CYBER-DATABASE | DEVICE — ‘ p :
« 30 CONTENT CAPABILITIES | 7]7 1 i
o COLLISION ! ( !
DETECTION !
* FILTERING OF l 3D RENDERING PIPELINE |——>>|  SCREEN
INFORMATION TO ! PIXELS
SENDTO !
HANDHELD i VERTEX AND TEXTURE
OBIECT ! COORDINATES, CONNECTIVITY
INFORHATION INTERNAL OBJECT
|
|
l
|
1
[}

VIEWPOINT  VIRTUAL SCREEN PRIMITIVES

Fig.7

SUBSTITUTE SHEET (RULE 26)



	Abstract
	Bibliographic
	Description
	Claims
	Drawings

